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ABSTRACT

Information-theoretic quantities play a crucial role in understanding non-linear
relationships between random variables and are widely used across scientific dis-
ciplines. However, estimating these quantities remains an open problem, partic-
ularly in the case of high-dimensional discrete distributions. Current approaches
typically rely on embedding discrete data into a continuous space and applying
neural estimators originally designed for continuous distributions, a process that
may not fully capture the discrete nature of the underlying data.

We consider Continuous-Time Markov Chains (CTMCS), stochastic processes on
discrete state-spaces which have gained popularity due to their generative mod-
eling applications. In this work, we introduce INFO-SEDD, a novel method for
estimating information-theoretic quantities of discrete data, including mutual in-
formation and entropy. Our approach requires the training of a single parametric
model, offering significant computational and memory advantages. Additionally,
it seamlessly integrates with pretrained networks, allowing for efficient reuse of
pretrained generative models.

To evaluate our approach, we construct a challenging synthetic benchmark. Our
experiments demonstrate that INFO-SEDD is robust and outperforms neural com-
petitors that rely on embedding techniques. Moreover, we validate our method
on a real-world task: estimating the entropy of an Ising model. Overall, INFO-
SEDD outperforms competing methods and shows scalability to high-dimensional
scenarios, paving the way for new applications where estimating MI between dis-
crete distribution is the focus.

1 INTRODUCTION

Information theoretic quantities represent a powerful tool to understand non-linear relationships be-
tween random variables (Shannon, [1948; MacKay, 2003) and find wide range of applications in sci-
entific fields (Karbowski, [2024; |[Eckford et al!,2016). Mutual information, in particular, has become
an established metric in machine learning (Bell & Sejnowski, [1993; |Stratos, 2019; [Belghazi et al.,
2018;/00rd et all,2018;Hjelm et al.,2019), both for training models (Alemi et al.,2016;/Chen et all,
2016;|Zhao et all,2018) and at inference time (Alemi & Fischer, 2018; Huang et all, 2020).

Estimating information theoretic quantities remains an open problem, and different paradigms
for their estimation emerged. Classical parametric and non-parametric methods (Pizer et al.,
1987; Moon et al., [1993; [Kraskov et al., 2004; \Gao et all, [2015) have been recently superseded
by variational approaches (Barber & Agakov, 2004; [Nguyen et all, |I2007; [Nowozin et al., 2016;
Poole et al., 2019; Wunder et al!, 2021; [Letizia et al., 2023; |[Federici et al., 2023) and neural
estimators (Papamakarios et all, 2017; Belghazi et all, 2018; |Oord et al!, 2018; |Song & Ermon,
2019b; Rhodes et all, 2020; Letizia & Tonello, 2022; Brekelmans et all,12022; |Franzese et al.,[2023;
Butakov et all,[2024). Despite its practical importance, few estimators for high-dimensional discrete
distributions have been proposed in the literature. While classical estimators for discrete random
variables exist (Pinchas et all, 2024), their accuracy rapidly decrease with increasing dimensionality
of the considered problem. Applications that would benefit from scalable estimators of mutual infor-
mation quantities include, among others, DNA or peptide sequencing (Newcomb & Sayood, 2021}
Xia et all), text summarization (Darrin et al), 2024) and neuroscience (Chai et al), [2009). Conse-
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quently, the development of new estimation techniques is of paramount importance for the broader
scientific community.

The current approach to solve the problem of lack of a viable estimator for discrete, high dimensional
scenarios, is to embed in a real space the discrete quantities and then adopt neural estimators con-
ceived for continuous distributions. One recent example is (Lee & Rhee, 2024), where it is showed
that the embeddings of pretrained language models can provide meaningful representations to esti-
mate information theoretic quantities in unstructured data. However such a process may not fully
capture the discrete nature of the underlying data and might suffer from several limitations, such as
the necessity to consider embeddings which are application specific.

One extremely promising class of estimators which has been recently been considered in the con-
tinuous state space settings has its roots in generative diffusion models|Song et al| (2021)); Ho et al
(2020). While these generative models have been successfully considered in continuous settings
for estimating information metrics (Franzese et al!, 2023; [Kong et al., [2022; [Bounoua et all, 2024),
a discrete state space adaptation is currently not available. In this work we fill this important gap
and present INFO-SEDD, a novel method for estimating information theoretic quantities of discrete
data using[Continuous Time Markov Chains (CTMCs)|(Lou et all,[2024). These stochastic processes
have recently saw a surge in popularity due to the associated generative modelling applications as
direct counterpart of the continuous state space models |Song et al. (2021)); [Ho et al. (2020). Their
fundamental working principle is the reversal of a perturbation process which starts from clean data
from a given distribution and converge to uninformative noise. The workhorse of these approaches
is the score function, which contains information about the probability distributions associated to
the at different time instants. Our proposed method, INFO-SEDD, builds upon the same fun-
damental mathematical framework, extending it via Dynkin’s lemma (Hanson, 2007), and leverages
score functions to compute key information-theoretic metrics, such as mutual information between
two random variables and the entropy of a given distribution. By carefully selecting perturbation
processes, our approach requires training only a single parametric model to compute mutual infor-
mation across arbitrary subsets of variables. Furthermore, INFO-SEDD seamlessly integrates with
pretrained networks, enabling the reuse of computational resources already expended in training
generative models.

To rigorously evaluate our method, we design a benchmark that presents challenges across three
critical dimensions: (1) the support size of the random variables, which defines the range of possible
values each variable can take; (2) the dimensionality of the variable representations, referring to the
number of components each variable contains; and (3) the mutual information value, which captures
the complexity of dependencies between variables. Our results demonstrate that INFO-SEDD is both
robust and consistently outperforms neural estimation methods that rely on embedding techniques.
Beyond synthetic benchmarks, we further assess the practical utility of our approach by applying
it to the real-world problem of estimating the entropy of the Ising model (Onsagert, 1944). The
Ising model is a paradigmatic example of a complex system with broad applications in statistical
physics, neuroscience, and machine learning. Crucially, it provides a well-characterized ground
truth for entropy, making it an ideal test case for evaluating the accuracy of information-theoretic
estimators in high-dimensional discrete distributions.Our method achieves precise entropy estimates
in this challenging setting, reinforcing INFO-SEDD as a promising and reliable estimator for complex
discrete data distributions.

2 METHODOLOGY

In this Section, we explore the relationship between over discrete state spaces (Anderson,
2012) and the computation of [Kullback-Leibler (KL)| divergences. First, in Section 2.1l we provide
a brief introduction to the fundamentals of emphasizing their time-reversal properties and
parametric approximations (Lou et all, 2024). Then, in Section 2.2] we demonstrate how these pro-
cesses can be adapted for divergence estimation, specifically by analyzing two processes that share
the same generator but differ in their initial conditions.
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2.1 PRELIMINARIES

5

Consider a Xy, t € [0,T], defined over a finite state space x = {1,..., N} and speci-
—

fied by the infinitesimal generators Q, : [0,7] — RY*¥  where the diagonal entries statisfy

— — —

Quz,z) = =3, Qi(x,y), with Q,(z,y) > 0,z # y. As established in (Anderson, 2012),

the time evolution of the probability distribution Pr(X, = i) £ p,(i), satisfies the following

[Ordinary Differential Equation (ODE)|

— — t, >
pt = pO + pstdsa (1)
0

where the initial conditions of the process Bo determine the distribution 575 at any time ¢.
A key property of is that their time-reversed counterpart, recently utilized in generative
modeling (Lou et al.,[2024), also follows a[CTMClbut with a different set of transition matrices. More

precisely, defining the time-reversed process as ;t 4 ET_t, it evolves according to (Lou et all,
2024;|Sun et al., 2023):

— — b
Py = pT+ Qspsdsv (2)
0

+—
where the reverse-time transition matrices (), relate to the forward transition matrices as follows:

‘ét<y7x>=<§“(y)ém<x,y>> (1=d@y)+ [~ Q.a) | sz.2) B

p T—t T y;éaj

=
Under appropriate technical conditions on @), (Lou et all, [2024) the terminal distribution BT con-
verges to a known reference distribution 7, which is independent of the initial distribution 50.

This property enables sampling from ;7;0 by simulating a with appropriately chosen genera-
tors (Sun et all, 2023; [Kelly, [1981). However, other than simple and uninteresting scenarios, exact

knowledge of the quantities ﬁT’it(y) is out of reach. A practical solution is to substitute in this

Pr (T
numerical integration a parametric function s} (z, t),,, whose parameters are optimized according to
Lou et al (2024):

T 23 M3 PowlXo) By X0)
L(O)=E / Z Q(X¢,y) Sg(Xt,t)y*_)Tbgsg(Xt,t)y+K s dt
O R P (X:|X0) ,(X:|X0)

“

Where p,(-|o) is a known perturbation kernel, obtained from Equation (I) with the deterministic
initial distribution centered in xg, and K(a) = a(loga — 1). Whenever the context is clear, we

2
simplify the notation for the parametric score in the remainder of the paper and denote s§(X¢),

—
instead of s} (X, t),.

2.2 [KOODIVERGENCES VIA [CTMCJ

In this work, we leverage the framework to compute the KL divergence between two prob-
ability distributions p, and g, defined over the same support X, expressed as KL [ Do | qo] To
achieve this, we construct two Markov chains that differ only in their initial conditions: one initial-
ized from 50 whose time evolution follows Equation (2)), and the other initialized from EO, which
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evolves analogously by substituting ?])t for Et in Equation @). Since the KL divergence satisfies

KL {50 | 30} = {log 0(X 0)] , we can equivalently express it as
—> <—
E llog (XT) =E log (XT) =E lIE log (XT) XOH . (5)
do q T q T

The last term in equation 3 can be rewritten using Dynkin’s formula [Hanson (2007), which states
that for a generic function f : x x [0,7] — R, we have:

— — — Taf — — —
B |1C6 1) %o| - 1(X00) =B | [ i + AL OH G| ©

where B is the backward operator, defined in our setting as:

=3 Quy2)(f(y) - F()): %)

yFT

By combining the result from Equation (@) with Equation (3), we obtain the following expression
for the KL divergence between discrete distributions KL [ Dol ¢ 0] :

/T Z 5t(;{t7y) (K (H;t(_%) ) + jt@ Ef&y) log E)t(w )dt ®)
0 y£X, P(Xt) q.(X:)  p(Xe) q(X+)

=

STt

-
where K (a) = a(log(a) — 1). The missing term E [log (Xo)] is omitted, as both 250 and ¢,

converge to 7 (Lou et al!, [2024).

While Equation (8) provides a complete formulation for estimating the divergence of interest, in
practical applications—similar to those in generative modeling (Lou et al., 2024; [Ren et al, [2024;
Holderrieth et all,[2024)—the key quantities £ ’Ey; and < 4, (”) are not directly accessible. To address
this, we adopt the approach of ILou et al/ (2024), replacmg these unknown ratios with parametric
approximations optimized via Equation {@)). This leads to the construction of the estimator:

/OTE > 0,(X+,y) (K (Sé’(i);,) +Sg(}t)y 3 sg(}

N
t)y log sg(Xt)y> dt 9)
y¢}t

— — —
where sj)(X¢), ~ ;pt(i%)) and s3(X,), ~ % serve as parametric approximations of the true
t

ratios. Estimating equation (©) using Monte Carlo techniques is conceptually straightforward: we
sample time instants ¢ uniformly in [0, 7], simulate the forward process X;, and compute the re-
quired quantities using the parametric scores. However, as we will discuss in the next Section, the
estimator in its general form is not scalable for computing information metrics, which is the primary
focus of this work.

3 INFO-SEDD

In this section, we introduce our mutual 1nf0rmat10n estimator, INFO-SEDD, which is based on
Equation (). Given two random variables, X o and Yo, mutual information can be expressed in
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terms of the KL-divergence between the joint distribution 1_50 and the product of the marginals,
X Y
defined as mo = ;0 ® ;0 , where ® denotes the Kronecker product. This leads to the standard
- =
formulation: I(X(,Y) = KL [1_50 I 7710}. However, this approach presents two key limitations,

which we address in the following.
First, in high dimensional applications, a naive implementation of Equation (Q) quickly becomes
—

unfeasible. Indeed, the size of the number of entries of the matrix @, scales with |x|?, becoming
quickly untractable. Fortunately, in many cases of interest, the random variables can be naturally
decomposed into a structured sequence of M subcomponents, each taking values from a discrete set

— —1 —M
of size N (Lou et all, 2024; |Austin et al., [2021); [Campbell et al., [2022), i.e. X = [X,,..., X, |,
leading to a total state space of size |Y| = N .This structured decomposition enables the use

of sparse rate matrices, which constrain the to modify only one subcomponent at a time,
significantly reducing computational complexity:

%

— . —stok
Qi(r,y) = 5(dhamming($»y)v 1) (Z(l —6(z",y"))Q, (m“y1)> , TFY (10)

- =
Since the summation in the inner expectation of Equation @) ( > % Q:(X¢,y) ... ) depends
Yy t

- =
only on non-zero entries of the matrix Q,(X¢,y), the formulation in Equation (I0) greatly reduces
the number of transitions that need to be considered.

Second, formulating mutual information as the KL divergence between the joint distribution and the
product of marginals, KL [Ho I T?Lo] , typically requires training two separate score models, each

tailored to a specific distribution. However, a carefully chosen transition matrix can circumvent

this requirement, allowing for a single unified model to be trained instead. In particular, selecting
—stok —stok

Q; = 0(t)Q.peome With o(t) a fixed scalar function, and the absorbing matrix [] (Lou et all, 2024;
Campbell et all, 2022 |Austin et al., [2021)),

-1 0 0 O
0 -1 0 0
—stok
Qabsorb = (1 1)
0 0 -1 0
1 1 1 0

ensures that the subcomponents can only transition into an absorbing state (). This choice is crucial
because it enables the computation of marginal scores using a model trained solely on the joint
distribution. Specifically, as demonstrated in Appendix [A.3]

— — X — — Y
]_;t(Xt:m,Yt:(Z)) _ ?t ) Bt(Xt:(Z)aYt:y) _ Et (y) 12
- — X ’ o — - Y : ( )
p(Xe=2Yy=0) p,(2) p(Xe=0Yi=vy) p, ¥

This result implies that a single score model trained on the joint distribution is sufficient for com-
puting the marginal scores as well. By integrating these design choices, we now present the full
formulation of INFO-SEDD, whose pseudocode is detailed in Algorithm [T}

"This configuration adds an absorbing state, increasing the dimension of the support
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Algorithm 1 INFO-SEDD: Estimate I(x,y)

Require: Initial sample [X 0, Yo] ~ po, score network sg
It t~ u(O T) {Sample tlme uniformly }

2 (X0, Y4] ~ B, (|[Xo, Yo]) {Perturb data}
3:1=0
—1
4: fori: X, =0do
5: forn € [1:N]do
_ -1 —i—1 i1 M
6 X =[X,,..., X, n,X, ,...,X,]
7 e =To (K (so(Xe Vi) g )+ solX e 0is g~ oK V) 5 o (50X 5.0 ))
8 end for
9: end for

1
10: fori:Y, = 0do
11:  forn € [1: N]do

- —1 —i—1 —i+1 —M
12: Y=[Y,...,Y, ,nY, LY ]
13 =Tow (x (sg([)?t tn Lay) oY Dy = oV to (50 0.V D5, ))
14: end for

15: end for A
16: return [

3.1 ESTIMATING ENTROPY

Notably, the proposed class of estimators can be readily adapted for entropy estimation. The entropy
of a given distribution can be expressed in terms of the [KI]divergence from the uniform distribution

UO, as follows: H(zo) = log N — KL [;0 I Zo] Since the ratio JE@)) = N(eg(lt>71), with

fo s)ds (see appendix [A.2), we can extend the formulation of Equation (9) to derive
INFO SEDD-H, an entropy estimator. The working mechanism of this estimator is straightforward
and is detailed in Algorithm

=
Algorithm 2 INFO-SEDD-H: Estimate H(X)

Require: Initial sample X 0~ p o» score network sg
1: t ~ u(0,7T) {Sample time uniformly}

2 Xy ~ 7,(-|Xo) {Perturb data}
3 H=0 )

—1
4: fori: X, =0do
5: forne[l N]do

1 yi—1 i+l M
6: [Xt7"'7Xt 7n7Xt 7"'5Xt]
v 1 - 1

7: H+:T0(t) (K (Se(Xt);})"‘m—SQ(Xt)XlOg (m)>
8: end for
9: end for A
10: return H

4 EXPERIMENTAL VALIDATION

In this section, we numerically validate the performance of INFO-SEDD on both synthetic and real-
world datasets. Specifically, we evaluate the mutual information and entropy estimators presented
in Algorithm[[land Algorithm 2] respectively, through the following experiments: (i) benchmarking
on high-dimensional distributions where ground truth values are known by construction, and (ii)
assessing the accuracy of our method in a real-world application by estimating the entropy of spin
glass configurations in the Ising model (Onsager, |1944).
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4.1 SYNTHETIC BENCHMARK

Real-world data distributions are rapidly increasing in complexity. Modern language models
(Radford et al!, 2019; IDubey et all, 2024; [Lou et al., [2024) process sequences consisting of thou-
sands of tokens, drawn from vocabularies of tens of thousands of tokens. These correspond to the
structured discrete variables introduced earlier, where tokens map to sequence length M, and vo-
cabulary size corresponds to the number of states per subcomponent N. As mutual information
quantifies dependencies, its value increases rapidly with N, making estimation challenging.

To evaluate the feasibility of mutual information estimation in high-dimensional discrete settings,
we design synthetic experiments that highlight the limitations of estimators originally developed for
continuous variables. We control three key factors: support size (/V), representation dimension (M),
and mutual information value. By varying one factor at a time, we systematically assess whether
continuous-variable estimators fail while INFO-SEDD scales effectively.

We generate joint distributions for random variables X, Y with user-defined mutual information
and support sizes xx,xy. Using an evolutionary strategy, we encode the joint distribution in a
vector g, € RIXx!Ix¥| and transform it into a valid probability distribution via normalization and

reshaping: % where € ensures full support. The mutual information, computable

in closed form, serves as the selection criterion in the evolutionary process. For large |x x| and
|xy |, the evolutionary strategy struggles. Instead, we generate high mutual information distributions
by concatenating independent distributions, leveraging the additive property of mutual information.
Additionally, isomorphisms like Cantor’s pairing function, 7(z, y) = 3 (z+y)(z+y+1)+y, enables
support expansion without altering mutual information, aiding consistency across experiments. Full
details are in Appendix [B.1}

Experimental Setup To evaluate the performance of our mutual information estimator, INFO-
SEDD, we design three sets of controlled synthetic experiments, each isolating a key aspect of data
complexity. In the first experiment, we fix the mutual information value at 0.5 and the length of the
random vector at 2, meaning each of the two random variables has one dimension. We then increase
the support size using Cantor’s mapping (Appendix [B.I). The second experiment maintains a mu-
tual information value of 0.5 and binary support for each element of the random vector, but instead
increases the length of the representation vector. Finally, in the third experiment, we generate distri-
butions with varying mutual information values while keeping the support binary for each variable.
The length of the random vectors is fixed at 10, and mutual information values are linearly spaced
from 0 to 5. We compare the results of our proposed methodology against MINE (Belghazi et all,
2018), a variational neural estimator, MINDE (Franzese et al., [2023), a generative neural estima-
tor and KSG (Kraskov et all, 2004), a classical statistical estimator. For a fair comparison, we use
[Multi-Layer-Perceptrons (MLPs)|based architectures for the neural estimators and scale parameters
appropriately when needed (see Appendix [B.2). When an estimate is not available, we fill the entry
in the tables with —. We report all results in nats.

Results and Analysis The results from these experiments, shown in Tables [l to Bl demonstrate
that INFO-SEDD consistently outperforms competing methods. Notably, our model excels in settings
where an inherent property of discrete systems—such as support size, representation length, or
mutual information—introduces increased complexity.

Although our competitors perform relatively well in some benchmarks, they fail in at least one
experiment. KSG performs well with large support size (Table [I), but it fails when considering
higher dimensions (Table 2)). MINE and MINDE, on the contrary, excels with higher dimensions
but struggle with large support size. MINDE also struggles more with higher mutual information
values (Table[3). Overall, these experiments motivate the usage of adequate neural estimators when
dealing with discrete distributions.

4.2 SPIN GLASSES EXPERIMENTS

Entropy computation in Ising models enables insights on the thermodynamics properties of the sys-
tem (Cincio et al., 2007), which can be used for scientific discovery in the domain where the Ising
model is applied (Macy et al), 2024; [Schneidman et all, [2006}; [Sherrington & Kirkpatrick, [1975).
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Table 1: Different support dimension | x| and Table 2: Different random vector lengths and

MI=0.5 MI=0.5
| x| MINDE MINE I-SEDD KSG Length MINDE MINE I-SEDD KSG
2 0.51 0.50 0.50 0.49 2 0.55 0.50 0.50 0.51
4 0.04 0.46 0.53 0.49 8 0.39 0.51 0.55 0.51
16 0.02 0.00 0.51 0.49 32 0.27 0.73 0.52 0.07
64 0.00 -12644 0.54 0.48 128 0.35 0.43 0.48 0.00
256 0.00 0.00 0.58 0.44 512 0.38 1.22 1.60 0.00
1024 0.00 - 0.61 0.24 2048 5.56 0.00 5.19 0.01
Entropy per site in the Ising Model
ool
=== Critical Temperature x x*
Table 3: Different MI values

MI MINDE MINE I-SEDD KSG

Entropy (Nats)

0 0.40 0.02 0.00 0.01 02
1 023 126 1.01 0.49 o

2 144 229 2,03 1.14

3 2.17 3.08 3.02 2.15 00] %

4 351 3.84 4.01 339 o 15 20 75 30 35 4o
5 17.92 4.93 5.07 4.72 Temperature (kelvin

Figure 1: Entropy of the Ising model at dif-
ferent temperatures

Experimental setup We consider a simplified Ising model applied to spin glasses
(Sherrington & Kirkpatrick, [1975). We do not include an external field, we set a unitary interac-
tion strength for all the sites interactions, unitary Boltzmann’s constant and a 20 x 20 square lattice.
The entropy per site of this configuration can be computed in closed form [Onsager (1944). We
test our model by estimating the entropy per particle at linearly spaced temperatures from 1.0K to
4.0K. We generate our dataset using the Metropolis-Hastings algorithm, with 10000 samples for
each temperature (see Appendix [B.2.2). We post-process the output of INFO-SEDD by dividing the
entropy estimate by 400 to report the entropy per site.

Results and Analysis Variational estimators cannot estimate large [KLS divergences reliably with
limited samples sizes (McAllester & Stratos,[2020;!Song & Ermon,2019a). In this scenario, instead,
INFO-SEDD accurately estimates large [KLS divergences (Figure [I), performing particularly well at
low temperatures where we need to estimate large [KLs divergences.

5 CONCLUSION

Our work introduces INFO-SEDD, a novel method for estimating information-theoretic quantities
in discrete data using By leveraging a single parametric model, our approach offers com-
putational and memory efficiency while maintaining accuracy in high-dimensional settings. Our
experiments highlight INFO-SEDD’s robustness against existing neural estimators and demonstrate
its effectiveness on both synthetic benchmarks and real-world applications, such as entropy estima-
tion in the Ising model. These results underscore the importance of using specialized techniques for
discrete distributions and open new avenues for scalable and accurate information-theoretic analysis
in complex systems.
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A APPENDIX

A.1 PROOF OF EQUATIONIS]

_
We first break E [log Lr Xo} inE {log Dy
qT

—
Xo] ) [log T

-
X 0} and apply the Dynkin’s formula

. — <
separately. We start with E [log p | X |:

< < Talog; — — —
5 [lon Br| Xo] =108 B0 (¥o) + & | [7 ZELL(R 1, 0)+ Blow 5 )Xo )at] Ko
0

© T 9logp, - — - -
=log py(Xo) +E / o LX)+ D Qt(y,Xt)(log;t(y)—log;,(Xt))dt‘Xo
0
y#}?t
<~ T 9lo Py — — o —
=log po(Xo) +E / agt”f(xt,tw 3 Qt(y7Xt)10gft#dt'Xo
y¢§t pe(Xe)

dlogp,

We now focus on the term ==+, which we can rewrite using the definition given in equation 2

—
dlogp, Ip, /« _ Q,p,

ot o ) P D, (13)

Where the division between numerator and denominator in the last two terms denotes element-wise
division. We focus now on simplifying the numerator, using the definition in equation[I4] Recalling
that

12


https://arxiv.org/abs/2211.16750

Published as a workshop paper at DeL.Ta Workshop (ICLR 2025)

Quly ) = (WQT S, y>> (1- - Quly.a) | 8 w)
pT—t(x) Y#£T
= };t(y)ﬁ T 1-— 6z,
(51:(33) Qr_4( ,y)) ( ;Qt Yy, )
we compute the z-th element of @, p,
Qo] = 3 Qula, ) b (v)
= 3" Qula, ) b1 (y) + @yl 2), (x)
y#z
_ = " ;t(m)* _ Py " -
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=3 Qo (y.2) 0y (2) = 3 Q. y) p, (9)
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Finally, if we divide by the denominator we obtain:

(14)

(15)

(16)

A7)

(18)

. — - — -
Qt};t ( Zy?gg; Qr_(y,2)p(7) = Qr_y(z,y) p(y)
—— | (@)= =
Py pt(@")
= = ;t(y)
= Z Qr_(y,7) — Qr_(z,y) =
Moreover, if we notice that Qt(y, Xt) log (X ) QT t( Y) p’(;’)) log fz%)), we can write
Pt P 2 Pt t
the Dynkin’s formula as: '
[ —
E |log §T|Xo] -
i —
log ;o(Xo)Jr
«— “— «—
— —
E / Z QT o QT t(Xta )ftg) +QT7t(Xt,y)ftEg) log ftgg)
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Then, if we define K (a) = a(loga — 1) and group some terms we obtain:
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Putting everything together gives:
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Finally, we can estimate |E {log Pr
qT

-
X 0} by subtracting equation 22 from equation [T8
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recovering Equation (8.
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A.3 PROOF OF EQUATION (12)

— —
Consider p,(X; = z,Y; = 0):

o= = — = — —
P(Xi =Y, =0)=> Pr(X;=2Y,=0,X0=2,Y=y) (24)

— — — — — — — —
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Equation (24) implies that £ (Xe=2. Ve =0) _ PrX:=2) Thigimportant property enables the estima-
. . . Pt.(Xt=f7Yt=.V)) o Pr(X=2)
tion of mutual information without modifying the score network.

B EXPERIMENTAL DETAILS

B.1 DATASET GENERATION

In our experiments, we exploit the additivity of mutual information with independent random vari-
ables to generate complex datasets. By appending discrete noise random variables Zy, Z, to the

- = - = — —

original random variables X, Y, we have I(X,Y ) = I([Xo, Zx], [Yo, Zy]). Pairing functions
are isomorphisms that map N x N to N. They allow preserving mutual information through the
Markov Chain:

— ~ ~ — ~ ~ —
[Xo,Zx] — Xo — YO — [Y(),Zy] — YO — Xo — [X(),Zx] (25)

— — N N
Where, by the data processing inequality, we have I([Xo,Zx|,[Yo,Zy]) > I1(Xo,Yo) >
— — — — NN NN - =
I([Xo,Zx], [Yo,ZyD = I([Xo,Zx}, [Yo,Zy]) = I(Xo,Yo) = I(Xo,Yo) = I(XQ,Y()).

In Section [4.1] we keep the same support dimension for both random variables, increasing it using
the following procedure:

1. We sample two binomial random variables Zx, Z, with parameters (n, p), We vary n for
increasing the complexity of the experiment and we keep p fixed to 0.5.

— —
2. We concatenate Zx and Z,, respectively to X and Y, to form higher support versions
X07 YO'
3. We map the noisy X, Yo versions to univariate random variables by applying Cantor’s
mapping.
B.2 MODEL AND TRAINING SETUP
For our method, we use a Multi Layer Perceptron (MLP) with skip connection, based on the ar-

chitecture used in [Franzese et al! (2023), reworking the initial layer to include absolute positional
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embeddings. For training, we match the methodology used by [Lou et al. (2024), using the absorb
configuration. Similarly, we follow prior work to train other models in the synthetic benchmark.
At inference time, we always take the last valid validation step estimate of each model to avoid
not-a-number values in our tables.

B.2.1 SYNTHETIC BENCHMARK

In this section, we describe how we scaled the architectures with increasing complexity in
the synthetic benchmark. We benchmark our competitors using architectures from prior work
(Franzese et al., [2023; Belghazi et all, 2018). Depending on the task, some architectures are forced
to increase the number of parameters. For example, INFO-SEDD is forced to increase the number
of parameters with the support size. In order to maintain a fair comparison between different mod-
els, we make the other architectures match the number of parameters of the architecture which is
forced to include more parameters by either increasing the number of layers or by increasing the
layer width.

Big support experiments For supports smaller than 256, we use architectures with a comparable
number of parameters, in the order of 20k. Instead, after this support dimension we increase the
number of parameters, with an order of 70k parameters for support dimension 256 and an order of
300K for support dimension 1024.

Representation length experiments For vectors of length shorter than 512, we use architectures
with a comparable number of parameters, remaining in the order of 20k. Instead, after this length
we increase the number of parameters, with an order of 50k parameters for length 512 and an order
of 150k for length 2048.

High mutual information experiments In this case we keep the number of parameters fixed
on the order of 20k, as fixed representation length and fixed support dimension allow MINE and
MINDE to keep the number of parameters constant.

B.2.2 ISING MODEL EXPERIMENTS

The Ising model is a system consisting of particles arranged in a lattice. In our experiments, we
consider a L x L square. A particle ¢ of the lattice is associated with a discrete value o; € {—1,+1}
called spin and each pair of particles ij is characterized by an interaction strength .J;;. With no
external fields, these quantities determine the energy E(o) of the configuration o

E(O’) :ZJijaiaj (26)
2%

In turns, the energy of a configuration determines its likelihood. In particular, the configurations

of the Ising model follow a probability distribution g_;o parametrised by the temperature 7', the
Boltzmann constant k; and the interaction strengths:

o—BE()
Z(T)

—

polo) = 27)

Where Z(T) = 5, e PE() and B = (k,T)~'. In order to generate our dataset from Do. We
follow the Metropolis algorithm (Bhanot, |1988):
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Algorithm 3 Metropolis Algorithm for 2D Ising Spin Glass

1: Input: Lattice size NV, interaction strengths J;;, temperature 7', number of iterations iter_max
2: Initialize: Spin lattice o with o; ; € {—1, 41} randomly assigned
3: for iteration = 1 to iter_max do

4:  Randomly select a lattice site ¢

5:  Compute the change in energy AE if o; ; is flipped:

AFE = 2(72' Z Ji,j gj
J

6:  Generate a random number r uniformly distributed in [0, 1]

7. if r <exp(—BAE) then

8: Flip the spin: o; < —0o;

9: endif
10: end for

11: Output: Final spin configuration o

We compute the entropy of 50 analytically, starting from the free energy F’ per site of the lattice:

F(T) = —kaTIOg )\T (28)

Where Ar is the partition function, which depends on the interaction horizontal and vertical inter-
action strength. For simplicity, we consider the same interaction strength J = 1 for all neighboring
particles, while we set it to zero for non neighboring particles. Under these assumptions, we can
calculate log A with a double integral(Onsager, [1944):

log A\ = log 2+ 2% / / log(cosh(28J) cosh(28J)—sinh(28J) cos(01)—sinh(28J) cos(02))db1d02
T

o Jo (29)

For simplicity, we also set k;, = 1. From F’, we can calculate the entropy H using the thermody-

namic relation H = —g—g. We compute the integral numerically using the SciPy Python package

(Virtanen et all,2020) and we approximate H as H ~ £ (T+AT2§£ (TfAT), with AT = 1074

For what concerns the INFO-SEDD architecture, we keep a single model configuration for all tem-
peratures, both for the model, which contains around 90k parameters, and for the diffusion. To
get the entropy per site, we divide the estimates of the model by the number of particles in the
configurations (400).
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