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Abstract

Neural Machine Translation (NMT) continues001
to improve in quality and adoption, yet the in-002
advertent perpetuation of gender bias remains003
a significant concern. Despite numerous stud-004
ies on gender bias in translations into English005
from weakly gendered-languages, there are no006
benchmarks for evaluating this phenomenon or007
for assessing mitigation strategies. To address008
this gap, we introduce GATE X-E, an exten-009
sion to the GATE (Rarrick et al., 2023) cor-010
pus, that consists of human translations from011
Turkish, Hungarian, Finnish, and Persian into012
English. Each translation is accompanied by013
feminine, masculine, and neutral variants. The014
dataset, which contains between 1250 and 1850015
instances for each of the four language pairs,016
features natural sentences with a wide range017
of sentence lengths and domains, challenging018
translation rewriters on various linguistic phe-019
nomena. Additionally, we present a translation020
gender rewriting solution built with GPT-4 and021
use GATE X-E to evaluate it. We open source022
our contributions to encourage further research023
on gender debiasing.024

1 Introduction025

Despite dramatic improvement in general NMT026

quality and breadth of supported languages over re-027

cent years (Team et al., 2022), gender bias in NMT028

output remains a significant problem (Piazzolla029

et al., 2023). One such type of gender bias is spu-030

rious gender-markings in NMT output when none031

were present in the source. This occurs most fre-032

quently when translating from a weakly-gendered033

language into a more strongly gendered one. We034

explore this phenomenon in translations from Turk-035

ish, Persian, Finnish, and Hungarian into English.036

Gender can be marked in English through gen-037

dered pronouns (he, she, etc.) and possessive deter-038

miners (his, her), or through a limited number of039

intrinsically gendered nouns (mother, uncle, widow,040

etc), many of which are kinship terms.041

Çocuklar için öğle yemeği hazırladı.

She prepared lunch for the children.

She prepared lunch for the children.    (f)
 He prepared lunch for the children.     (m)
They prepared lunch for the children.  (n)

MT

Rewriter

Figure 1: Gender Bias in Turkish-English Transla-
tion. When translating from Turkish to English, the
model tends to use the female pronoun she for gender-
unspecified individuals, likely due to a perceived link
between women and child care. This bias can be mit-
igated by providing feminine, masculine, and neutral
rewrites.

In each of our selected set of source languages, 042

all personal pronouns are gender-neutral, such as 043

O in Turkish meaning he/she/singular they. These 044

languages do use some intrinsically gendered noun 045

words, but not necessarily for all of the same con- 046

cepts that English does. Turkish differentiates 047

mother (anne) from father (baba), but does not 048

differentiate nephew from niece (both are yeğen). 049

This difference in gender on third-person singu- 050

lar pronouns leads to translation scenarios such as 051

the one seen in Figure 1, where someone with no 052

specified gender in the source is marked as female 053

in the translation through the pronoun she. NMT 054

models often make gender assignments according 055

to stereotypes (Stanovsky et al., 2019) - in this 056

case a model appears to associate child care with 057

women. One remedy for this category of problems 058

is to supplement the default feminine translation 059

with masculine and gender-neutral alternatives, so 060
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that all possible gender interpretations are covered.061

This can be accomplished by applying a gender062

rewriter to the original NMT output, as shown in063

the bottom portion of Figure 1.064

GATE (Gender-Ambiguous Translation Exam-065

ples, Rarrick et al. 2023) introduced an evaluation066

benchmark for gender rewrites for translations from067

English into French, Spanish, and Italian. In this068

work, we introduce GATE X-E1, an extension to069

GATE that focuses on translations into English070

from a set of more weakly-gendered languages. It071

consists of natural sentences with strong diversity072

of sentence lengths and domains, and challenges073

translation rewriters on a wide range of linguistic074

phenomena. GATE X-E contains between 1250075

and 1850 instances for each of our language pairs.076

We also present a translation-rewriting solution077

that utilizes GPT-4 (OpenAI, 2022) to provide gen-078

dered and gender-neutral alternatives. It achieves079

high accuracy on the pronoun-only subset of GATE080

X-E, while. Finally, we also perform human eval-081

uation and provide a detailed error analysis of the082

results.083

The remainder of this paper is organized as fol-084

lows – In section 2, we discuss the corpus creation085

process and structure of GATE X-E. In section 3,086

we discuss how various properties can affect the dif-087

ficulty of translation rewriting problems. In section088

4 we introduce a GPT-4-based translation-rewriting089

solution and discuss how it is evaluated with GATE090

X-E. In section 5 we discuss results of our experi-091

ments and perform detailed error analysis. Finally,092

In section 6 we cover related work.093

2 GATE X-E Dataset094

We introduce GATE X-E by describing the annota-095

tion process and labels used, as well as providing096

statistics on the collected data.097

2.1 Arbitrarily Gender-Marked Entities098

Following Rarrick et al. (2023), we use Arbitrarily099

Gender-Marked Entity (AGME) to refer to individ-100

uals whose gender is not marked in a source sen-101

tence, but is in a translation, either through a gen-102

dered pronoun or an intrinsically gendered noun.103

Presence of an AGME in a translation indicates104

that alternate gender translations are possible.105

The subject pronoun from the example transla-106

tion shown in Figure 1 is an AGME. Because there107

1X-E indicates translation from ‘X’ language into English

is no gender marking in the source sentence, it is 108

valid to translate the subject as she, he or they. 109

2.2 Dataset Creation and Annotation 110

All instances in GATE X-E consist of a single 111

source sentence with one or more translations cov- 112

ering possible gender interpretations. We pulled 113

sentence pairs for each of our language pairs from 114

several corpora found on OPUS2: Europarl (Koehn, 115

2005), TED talks (Raine, 2020), tatoeba3, wikima- 116

trix (Schwenk et al., 2021), OpenSubtitles (Lison 117

and Tiedemann, 2016), QED (Lamm et al., 2021) 118

and CCAligned (El-Kishky et al., 2020). We then 119

apply the following filters: 120

• The source sentence scores at least 0.7 match 121

for the intended language when using the 122

python langdetect4 package. 123

• The English translation contains at least one 124

word on a curated word list consisting of 79 125

English nouns (e.g. mother, uncle, actress, 126

duke) and pronouns (he, she, him, her, his, 127

hers, himself, and herself.) This list is found 128

in Table 13 in the appendix. 129

We then sampled sentences from the filtered set 130

and provide them to annotators. From this data, 131

the annotators selected appropriate sentences and 132

annotated them for entity types, number of AGMEs, 133

and gendered-alternative translations if AGMEs are 134

present. To be included, a translation must include 135

at least one gender-marked term in the target, which 136

could be a pronoun5 or noun6 137

For each language, a second annotator then re- 138

viewed the data to correct errors and inconsisten- 139

cies. All of the annotators are native speakers of 140

the source language, fluent in English, and hold 141

advanced degrees in linguistics or a related field. 142

If there are one or two AGMEs in the translated 143

pair, they will provide translation variants so that 144

all possible gender combinations for those AGMEs 145

(among female, male, and neutral) are covered. 146

They do so by replacing all gendered pronoun and 147

noun mentions with corresponding words of the 148

respective gender. Neutral variants are omitted if 149

there is no suitable gender neutral term in common 150

usage for a concept. For example, the term nib- 151

ling exists as a gender neutral variant of niece or 152

2https://opus.nlpl.eu/
3https://tatoeba.org/en/about
4https://pypi.org/project/langdetect/
5including possessive determiners his, her, their
6including other gender-marking modifiers, such as female.
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nephew, but is not in common usage and so neu-153

tral variants of translations using niece or nephew154

would be left out.155

Some sentences may contain a mixture of ref-156

erences to AGMEs as well as to humans who are157

gender-marked in the source. In these cases, gen-158

der indicated in the source will be preserved in all159

translations, as in father and his will in the exam-160

ple shown in Figure 2. In this example, Babası161

explicitly indicates father in the source.162

Src Babası vasiyetinde arabayı ona bıraktı.
Fem Her father left her the car in his will.
Masc His father left him the car in his will.
Neut Their father left them the car in his will.
Lbls target_only_gendered_pronoun,

source+target_gendered_noun+pronoun,
1-AGME, mixed

Figure 2: GATE X-E Example Instance. This includes
Turkish source; feminine, masculine and gender-neutral
English translations; and labels.

2.3 Labels163

The labels used in GATE X-E are defined in Ta-164

ble 1, along with examples for each. All instances165

in GATE X-E refer to at least one person who is166

marked for gender in the English target. We include167

both positive and negative examples. In positive168

examples, at least one of those individuals was not169

marked for gender in the source, and is therefore an170

AGME, meaning that alternative translations with171

different gender markings are possible. In negative172

examples, all individuals who are marked for gen-173

der in the target are also marked in the source, so174

no alternative translations are possible.175

2.4 Corpus Statistics176

Table 4 in the appendix provides a comprehensive177

breakdown of corpus statistics for GATE X-E, with178

instance counts per language for each label.179

More than half of the instances for each180

language pair have exactly one AGME, with181

around 20-30% are negative instances, hav-182

ing no AGMEs at all. Most AGMEs are183

target_only_gendered_pronoun, mean-184

ing that they have no gender markings in the source185

and the only words in the target that mark their gen-186

der are pronouns. This is in part because there are187

relatively few nouns which are gendered in English188

but not gendered in the source languages.189

Non-AGME references will involve a gendered 190

noun on the source, and for most of the languages 191

about half of these also include a pronoun refer- 192

ence. 193

Each language pair contains around 250 in- 194

stances labeled mixed. These instances contain at 195

least one AGME and at least one individual who is 196

marked for gender in the source sentence. name 197

indicates that there is an AGME who is referred to 198

by name. Between 15 and 25% of instances per 199

language have this label. textttnon-AGME-name 200

indicates that a non-AGME person is referred to 201

by name. We present the distribution of sentence 202

lengths in source and target languages in Figure 3. 203

3 Translation Gender Rewriting 204

Translation gender rewriting is the process of tak- 205

ing a translated source-target pair and producing 206

alternative translations with different gender mark- 207

ings. In a correctly rewritten translation, the gender 208

markings should remain compatible with all gender 209

information found in the source sentence (Habash 210

et al., 2019). We consider this problem from the 211

viewpoint of a user who wishes to see a set of three 212

gendered-alternative translations with uniform out- 213

put gender side-by-side: all-female, all-male and 214

all-neutral. Because the translations will be viewed 215

as a set, the translations should only vary from 216

one-another in specific words that mark gender. 217

Here we discuss the difference in difficulty be- 218

tween rewrite problems where gendered nouns are 219

included and those where gender is only marked 220

by pronouns. 221

Pronoun-Only Problems 222

For our source languages, if the only gender mark- 223

ers in the target sentence are gendered pronouns, 224

there typically cannot be gender markers in the 225

source sentence, since those languages do not have 226

any gendered pronouns. We can therefore assume 227

that if we have no gender information from external 228

context, then all individuals mentioned by a gen- 229

dered pronoun in the translation must be AGMEs. 230

Rewriting in this scenario reduces to the rela- 231

tively simple task of adjusting surface forms of all 232

pronouns to match the desired gender. For rewrites 233

involving he or she to gender-neutral they, some 234

verbs must additionally be adjusted to compati- 235

ble surface forms. Since our focus is on rewrites 236

with uniform gender assignments in the output (all- 237

female, all-male, or all-neutral), this removes any 238
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Description Example (tr > en)

Negative/Non-AGME labels

source+target_gendered_noun
A person is referred to by a gendered noun in
both source and translations.

Git ve erkek kardeşine yardım et. →
Go and help your brother.

source+target_gendered_noun+pronoun
A person referred to by a gendered noun in the
source is referred to by both a gendered noun
and one or more gendered pronouns in the trans-
lations.

Annem zaten kararını verdi. →
My mom has already made her decision.

source_gendered_noun_target_pronoun
A person is referred to by a gendered noun in
the source, and one or more gendered pronouns
in the translations (but not by a gendered noun).

O, gerçek bir bilim adamıdır. →
He is a scholar to the core.
(bilim adamı indicates a male scholar)

non-AGME-name
A non-AGME person is referred to by name. Umut’un torunu ünlü bir yazar değil mi? →

Umut’s granddaughter/grandson/grandchild is
a famous writer, isn’t/aren’t she/he/they?

Positive/AGME labels

target_only_gendered_noun
A person who is not gender-marked in the
source is referred to with a gendered noun in
the translations.

Yeğenim bugün geliyor. →
My niece/nephew is coming today.

target_only_gendered_pronoun
A person who is not gender-marked in the
source is referred to with a gendered pronoun in
the translations.

Onun yardımı paha biçilmezdi. →
Her/His/Their help has been invaluable.

target_only_gendered_noun+pronoun
A person who is not gender-marked in the
source is referred to with both a gendered noun
and gendered pronoun in the translations.

Torunun işini seviyor olmalı. →
Your granddaughter/grandson/grandchild
must love her/his/their job.

name
An AGME is referred to by name. We treat
personal names as non-gender-marking.

Beyza akşam yemeğini bitiremedi. →
Beyza wasn’t able to finish her/his/their dinner.
(Beyza is typically considered a feminine name)

Other

mixed
Both positive and negative examples are present Babası yine uçağını kaçırdı. →

Her/His/Their father missed his plane again.

N AGME(s)
N is a whole number representing the number
of AGMEs in the instance. Negative examples
are annotated as 0 AGMEs.

0 AGME: My mother read her book.
1 AGME: She/He ate her/his lunch alone.
2 AGME: She/He annoyed her/him with her/his
music.

Table 1: Label Definitions and Examples. Words relevant to the label are bolded or italicized in source and target.
Pronoun in these definitions includes possessive determiners her, his, their.
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need to determine which pronouns refer to which239

individual where more than one is mentioned.240

Here we see an example of a Pronoun-only in-241

stance with two AGMEs:242

Female + Female She gave her her umbrella.
Male + Male He gave him his umbrella.
Neutral + Neutral They gave them their umbrella.

Instances of GATE X-E that fall into243

this subtype will always have the label244

target_gendered_pronoun_only,245

and never any labels with containing246

gendered_noun.247

Note that there is an exceptional scenario,248

where external context makes it reasonable249

for a gendered noun in one of our source250

languages to be translated into a gendered251

pronoun in English. See the example for252

source_gendered_noun_target_pronoun253

in Table 1, and refer to Appendix 8 for further254

discussion.255

Gendered-Noun Problems256

If we expand our scope to include translations con-257

taining gendered nouns, we encounter several new258

challenges that render the rewriting problem sig-259

nificantly more difficult. The following pair of260

examples illustates some of those new challenges.261

Kardeşine ziyarete gelip gelmeyeceğini sordu.262 w�263

He asked his sister if she would visit.264

In this translation, both the male and female265

individuals are AGMEs since Kardeşine simply de-266

notes a sibling without any gender specification.267

Therefore, there are nine possible rewrites, includ-268

ing the original translation: He and his can be op-269

tionally replaced with she/her or they/their, and sis-270

ter/she can be optionally replaced with brother/he271

or sibling/they.272

In the next example, however, the gender of the273

sibling is specified in the source as female by the274

addition of the word Kız, even though the default275

English translation is exactly the same:276

Kız kardeşine ziyarete gelip gelmeyeceğini sordu.277 w�278

He asked his sister if she would visit.279

Here sister must remain fixed because of the280

gender marking in the source. She is also fixed281

because it is coreferent with the sister. Only the 282

individual referred to by he and his is an AGME, 283

so only three valid rewrites exist (including the 284

original): 285

Female She asked her sister if she would visit.
Male He asked his sister if she would visit.
Neutral They asked their sister if she would visit.

More specifically, the additional challenges in- 286

herent in this problem class include the following. 287

• Gendered-marked nouns may appear on the 288

source as well, so we must examine both 289

source and target to determine if variants are 290

needed. This is demonstrated by the behavior 291

of sister in the two examples above. 292

• Gendered pronouns in the target may refer to 293

individuals whose gender was marked in the 294

source, and are therefore not appropriate to 295

modify. When multiple individuals are men- 296

tioned, we must differentiate which ones refer 297

to such non-AGME individuals to produce a 298

correct rewrite. This is demonstrated by the 299

behavior of she in the two examples above. 300

A system that is capable of solving these prob- 301

lems must then able to implicitly perform corefer- 302

ence resolution and alignment of nouns between 303

the source and target, significantly increasing the 304

complexity of a solution. 305

4 Experiments 306

We introduce a novel translation gender-rewriting 307

solution that leverages GPT-4 and evaluate it on 308

GATE X-E. 309

4.1 Rewriting with GPT-4 310

Our solution uses chain-of-thought prompting 311

(Wang et al., 2023) to elicit GPT-4 to produce 312

three variant translations for each input source- 313

translation pair – all-neutral, all-female and all- 314

male, while leaving any gendered words associated 315

with non-AGMEs unmodified. 316

Each step in the prompt is accompanied by de- 317

tailed clarifications and example vocabulary. The 318

prompt also includes three full examples, cus- 319

tomized per source language. The examples indi- 320

cate that "None" should be returned in lieu of trans- 321

lation variants when there are no AGMEs present. 322

The full prompt for Turkish-English can be found 323

in the appendix in Figures 7 and 8. 324
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We process extract the three variants from GPT’s325

output. The output in some cases is "None", in326

which case we treat all outputs as identical to the327

original translation.328

4.2 Data Preparation329

Each GATE X-E instance consists of a source sen-330

tence and a set of translations in English. We pull331

a set of sentence-tuples from each instance for use332

in evaluation as test tuples. Test tuples consists of333

a source sentence, an original translation, and a ref-334

erence for a specific set of gender assignments. We335

group these by the gender-assignments of AGMEs336

in the original translation, producing four subsets:337

feminine, masculine, mixed feminine and mascu-338

line (with 2 AGME), and negative.339

For 1-AGME instances, we extract four tuples:340

feminine(f)→masculine(m), f→neutral(n), m→f,341

and m→n. For 2-AGME instances, we addition-342

ally extract 6 tuples covering both combinations343

of mixed-gender original translations and all three344

sets of uniform gender assignments in the reference345

({f+m, m+f}→{f+f, m+m, n+n}).346

Negative instances, which do not include347

AGMEs and should not be modified by the rewriter,348

are handled separately. For each negative instance349

we create tuples to check that the original target350

remains unmodified in masculine, feminine and351

neutral outputs.352

For simplicity, we exclude the handful of in-353

stances with three or more AGMEs. We do not in-354

clude any tuples that include gender-neutral forms355

in the original target because because of the ambi-356

guity in distinguishing singular neutral pronouns357

them plural they forms. For any instance where the358

neutral reference is empty (e.g. because there is359

no neutral form of term), no test tuple with neutral360

reference is created.361

As we are interested in exploring the difference362

in behavior of our solution we also mark each363

test tuple according to whether they contain gen-364

dered nouns in either source or target, or only gen-365

dered pronouns in the target. The former group we366

designate as Gendered-Noun and the latter group367

Pronoun-Only. Note that negative examples always368

contain a gendered noun in the source, and so they369

do not have a distinction between the two types.370

Table 5 in the appendix shows counts for each371

source language and category. Note that tuples with372

uniform gender original translations (f/m) are al-373

ways created in pairs, so they have the same counts.374

5 Results 375

Table 2 shows the accuracy of our solution on 376

test elements over each combination of source lan- 377

guage, and subtype level, with Overall indicat- 378

ing an aggregate score over Pronoun-Only and 379

Gendered-Noun elements. The top labels in the 380

header row indicate gender of AGMEs in the orig- 381

inal target, and the bottom indicates the desired 382

output gender. 383

Following Rarrick et al. (2023), we focus on ex- 384

act match accuracy to the reference. Frequently 385

only one or two words will be different between 386

an original translation and a correct rewrite. In 387

this context, metrics such as BLEU (Papineni et al., 388

2002) and WER are not very effective at determin- 389

ing the significance of single extraneous or missed 390

word modification. 391

5.1 Pronoun-Only Subset 392

On the Pronoun-Only subset, the solution rarely 393

makes mistakes for masculine and feminine origi- 394

nal targets, with scores ranging from 0.96 to 0.99. 395

Test cases where the original target has mixed gen- 396

der all come from 2-AGME instances. These skew 397

towards longer and more complicated sentence, 398

which thus leads to slightly lower accuracy. 399

On most language pairs we see that Pronoun- 400

Only rewrites into masculine outperform rewrites 401

into feminine by a few percentage points. The 402

largest gap is 5 points for mixed-gender original 403

target on Hungarian. This may indicate a slight 404

general tendency of GPT-4 to prefer phrasing using 405

masculine pronouns. 406

5.2 Gendered-Noun Subset 407

Scores on the Gendered-Noun subset are sub- 408

stantially lower than for Pronoun-Only, gener- 409

ally ranging from about 0.5 to 0.8, with Finnish 410

mixed→feminine as an outlier at the low end at 411

0.34. The score differential with Pronoun-Only can 412

be mostly attributed to the more difficult nature of 413

the problems. However, there are some cases where 414

there are multiple acceptable alternative phrases to 415

use in a rewrite, and GPT-4 chooses a different one 416

from the reference. 417

This effect is most pronounced in the Finnish 418

Complex mixed-original target data. This subset 419

contains a large amount of data from Europarl that 420

includes titles such as Mr. and Mrs. and addresses 421

to Mr. President. The feminine rewrites often 422

choose a mismatched form, such as Ms. Müller 423
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Language Subtype Fem Orig ↑ Masc Orig ↑ Mixed Orig ↑ Negative ↑
M Neut F Neut F M Neut Gender Neut

tu → en
Overall 0.81 0.86 0.80 0.85 0.78 0.82 0.57 0.87 0.80
Pronoun-Only 0.99 0.99 0.96 0.99 0.93 0.96 0.98 - -
Gendered-Noun 0.59 0.63 0.60 0.63 0.75 0.80 0.45 - -

fi → en
Overall 0.90 0.80 0.82 0.81 0.67 0.83 0.63 0.89 0.88
Pronoun-Only 0.98 0.98 0.97 0.98 0.94 0.96 0.97 - -
Gendered-Noun 0.75 0.53 0.54 0.57 0.34 0.68 0.54 - -

hu → en
Overall 0.85 0.79 0.84 0.81 0.75 0.92 0.78 0.84 0.84
Pronoun-Only 0.98 0.99 0.96 0.98 0.92 0.97 0.97 - -
Gendered-Noun 0.66 0.61 0.68 0.76 0.56 0.86 0.56 - -

fa → en
Overall 0.86 0.81 0.86 0.81 0.81 0.84 0.66 0.54 0.53
Pronoun-Only 0.99 0.98 0.99 0.98 0.93 0.93 0.96 - -
Gendered-Noun 0.67 0.54 0.68 0.55 0.78 0.81 0.58 - -

Table 2: Accuracy of our Rewriting Solution. Accuracy on test elements for each source language, problem
subtype, original target gender (top header row), and requested output gender (second header row). Only exact
matches to reference are counted.

rather than Mrs. Müller, or Mrs. President rather424

than Madam President.425

Similarly, neutral rewrites on such sentences of-426

ten produces Honorable President, Chairperson, or427

Honorable Speaker as a rewrite of Mr. President or428

Madam President, mismatching Honored President429

in the reference.430

5.3 Negative Subset431

Negative→Gender score indicates how often both432

the female and male variants produced by our solu-433

tion exactly matched the original translation, while434

Negative→Neutral measures the same for the neu-435

tral variant. An output of None from GPT-4 is also436

possible, indicating that all variants should be con-437

sidered a copy of the original translation. On the438

negative data subset, this is considered a reference439

match.440

For Turkish, Finnish and Hungarian, we see441

scores for both Gender and Neutral subsets in the442

0.8 to 0.9 range. Farsi is an outlier with 0.54 and443

0.53 at the low end.444

With the exception of Turkish, we find that we445

almost never see matches on negative test items446

aside from None outputs. For Turkish, 47% of447

non-None outputs match for Gendered and 15%448

of neutral outputs. For all languages, however,449

we do see a large number of neutral outputs that450

match a version of the original translation where451

all pronouns are modified to their neutral variants7.452

This occurs in particular when there are gendered453

nouns in the source which determine the gender454

of some pronouns in the translation as well. For455

7and verb agreement modified to match

example, instead of the man has something under 456

his coat, it would output the man has something 457

under their coat. 458

If were relax matching criteria to allow this vari- 459

ant, neutral negative accuracy increases to 0.91 for 460

Farsi, 0.92 for Turkish, 0.95 for Finnish and 0.95 461

for Hungarian. 462

5.4 Human Evaluation 463

For the Turkish data, one of the Turkish annotators 464

provided annotations for error type on all outputs 465

that did not exactly match the reference. These are 466

found in Table 3. 467

For each test item, they mark whether there were 468

nouns or pronouns were changed where the ref- 469

erence and original translation matched (extrane- 470

ous noun/pronoun change, as well as whether any 471

nouns or pronouns should have been changed but 472

were not (missing noun/pronoun change). Distri- 473

butions for masculine and feminine outputs were 474

similar, so we show combined gendered outputs 475

for each subtype. We also aggregate over mixed- 476

and uniform-gender inputs. 477

For positive test cases, missing noun and pro- 478

noun changes were far more common than extrane- 479

ous changes. For cases containing gendered nouns, 480

noun changes were missed more often than pro- 481

noun changes, while extraneous pronoun changes 482

were more common than extraneous noun changes. 483

For Negative test cases, gendered output only 484

ever contained extraneous pronouns changes, while 485

neutral outputs did have a fair number of extrane- 486

ous noun changes. An example of these is changing 487

man to person even when man was gender-marked 488

in the source sentence. 489
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Error Type Pronoun-Only ↑ Gendered-Noun ↑ Negative ↑

Gen (%) Neut (%) Gen (%) Neut (%) Gen (%) Neut (%)

extraneous noun change 12.5 10.0 2.8 3.5 0.0 34.5
extraneous pronoun change 0.0 10.0 4.0 5.6 100 65.5
missing noun change 0.0 0.0 55.5 51.9 - -
missing pronoun change 87.5 80.0 37.5 38.6 - -

total errors 30 8 427 381 57 58

Table 3: Distribution of Errors from Human Evaluation for Turkish-English. Shows percentages of errors over
Pronoun-Only, Gendered-Noun and Negative subsets of the data, for gendered and neutral requested outputs.

Among missing pronoun errors, missing posses-490

sive determiners was by for the most, with sub-491

ject and object pronoun errors roughly equivalent.492

Missed and extraneous reflexives were extremely493

rare. We also saw a single of subject-verb agree-494

ment error each when changing he and she to they,495

and one case where other wording was changed in496

the sentence.497

6 Related Work498

Understanding and Assessing Gender Bias: It499

has been documented that machine translation en-500

gines often make mistakes and show gender biases501

when translating between languages with differing502

gender norms (Stanovsky et al., 2019; Prates et al.,503

2019; Rescigno et al., 2020; Lopez-Medel, 2021;504

Prates et al., 2019; Fitria, 2021).505

Evaluation Benchmarks: Translating from En-506

glish: Bentivogli et al. (2020) and Savoldi et al.507

(2022) introduced the MuST-SHE dataset, which508

includes triplets of audio, transcript, and reference509

translations for English to Spanish, French, and510

Italian languages, classified by gender. Stanovsky511

et al. (2019) developed the WinoMT challenge set,512

which includes English sentences with two animate513

nouns, one of which is coreferent with a gendered514

pronoun.515

Renduchintala et al. (2021) introduced the Sim-516

pleGEN dataset for English-Spanish and English-517

German language pairs, which includes short sen-518

tences with occupation nouns and clear gender in-519

dications. The Translated Wikipedia Biographies520

dataset includes human translations of Wikipedia521

biographies for gender disambiguation evaluation.522

Lastly, Currey et al. (2022) presented the MT-523

GenEval dataset, which includes gender-balanced,524

counterfactual data in eight language pairs, specif-525

ically focusing on translation from English into526

eight widely-spoken languages. 527

Translating into English: Numerous studies have 528

focused evaluating bias in translating from from 529

a weakly gendered language such as Turkish into 530

English. (Prates et al., 2019; Fitria, 2021; Ciora 531

et al., 2021; Ghosh and Caliskan, 2023). 532

Strategies for Gender Bias Mitigation : To mit- 533

igate gender bias when translating queries that 534

are gender-neutral in the source language, Google 535

Translate announced a feature (Kuczmarski, 2018; 536

Johnson, 2020) that provides gender-specific trans- 537

lations. Both Sun et al. (2021) and Vanmassenhove 538

et al. (2021) have explored monolingual gender- 539

neutral rewriting of English demonstrating that a 540

neural model can perform this task with reasonable 541

accuracy. Ghosh and Caliskan (2023) evaluates 542

gender bias in GPT-3.5 Turbo output when trans- 543

lating from gender-neutral languages into English. 544

To the best of our knowledge, our work is the first 545

to leverage GPT-4 for mitigation. 546

7 Conclusion 547

We have presented GATE X-E, a diverse dataset 548

covering a wide range of scenarios relevant to 549

translation gender-rewriting for English-target lan- 550

guage pairs, covering gendered and gender-neutral 551

rewrites. We have discussed intricacies of the 552

English-target translation rewrite problems, and ex- 553

plained what properties lead to easier or more diffi- 554

cult rewrite problems. We have explored the ability 555

of GPT-4 to provide rewrites for these translations, 556

showing that it can achieve very high accuracy on 557

a pronoun-only rewriting problems, but performs 558

less well when gendered nouns are introduced. 559

We also hope that by making GATE X-E acces- 560

sible to the broader research community, we can 561

encourage further research on gender debiasing in 562

the machine translation space. 563
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8 Limitations564

Our study has some limitations that could be ad-565

dressed in future research. Firstly, while we utilized566

GPT-4 for rewriting tasks, the potential of open-567

source models remains unexplored and could be568

beneficial. Secondly, our rewriter operates on few-569

shot chain-of-thought prompting. Future investiga-570

tions could consider exploring the zero-shot setting,571

which could potentially be more cost-efficient.572
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A Further details on GATE X-E 731

Table 4 provides a comprehensive breakdown of 732

corpus statistics for GATE X-E, with instance 733

counts per language for each label. 734

Figure 3 presents boxplots that demonstrate the 735

sentence length distribution on source and target 736

for four language pairs: Finnish to English, Hun- 737

garian to English, Persian to English, and Turkish 738

to English. The left plot shows the sentence lengths 739

in the source languages, and the right plot displays 740

the sentence lengths in English, the target language. 741

The legend indicates the color corresponding to 742

each language pair. Compared to the other three 743

language pairs, Finnish to English contains longer 744

sentences. 745

Table 5 shows counts for each source language 746

and category. Note that tuples with uniform gender 747

original translations (f/m) are always created in 748

pairs, so they have the same counts. 749

B Monolingual Rewriting with GPT-3.5 750

Turbo 751

GPT-4 performs very well on the pronoun-only 752

subset of examples. However, its inference cost 753

is high. Therefore, we evaluate the pronoun-only 754

subset using GPT-3.5 Turbo. 755

B.1 Gender-Neutral Rewriting 756

As shown in 3, pronoun-only uniform-gender do 757

not require access to source information, and so 758

our GPT-3.5 Turbo solution is only given access 759

to original translation target. We first use GPT-3.5 760

Turbo to produce an all-neutral rewrite and then 761

use a rule based solution to convert the all-neutral 762

rewrite to gendered rewrites. 763

The trickiest aspects of the gender-neutral 764

rewrite are disambiguating pronoun classes for her 765

and him, and adjusting verb forms when subjects 766

change from she/he to they, so these are the primary 767

decisions that GPT-3.5 Turbo must make. 768

We experiment with zero-shot and few-shot ap- 769

proaches. The zero-shot approach uses a single- 770

sentence prompt as seen in Figure 5. The few-shot 771

approach expands on this prompt by adding five 772

examples, and it can be seen in Figure 6. 773
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tr → en fa → en fi → en hu → en

total instance count 1,429 1,259 1,832 1,308

target_only_gendered_noun 142 118 159 95
target_only_gendered_pronoun 1,074 906 1,096 914
target_only_gendered_noun+pronoun 114 49 105 115
source+target_gendered_noun 239 244 379 75
source+target_gendered_noun+pronoun 328 292 361 422
source_gendered_pronoun_target_noun 3 0 0 33

0 AGMEs 300 264 502 264
1 AGME 900 869 1,164 848
2 AGMEs 225 124 161 192
3 AGMEs 4 2 5 4

mixed 271 263 237 262
name 328 175 408 159
non-AGME-name 32 5 136 16

Table 4: GATE X-E Statistics. Sentence counts per language associated with each label.

fi > en hu > en fa > en tu > en
0

10

20

30

40

50

Source Sentence Length (# words)

fi > en hu > en fa > en tu > en
0

20

40

60

80

Target Sentence Length (# words)

Figure 3: Boxplots representing the distribution of sentence lengths in source and target languages. The
four language pairs are Finnish to English (fi > en), Hungarian to English (hu > en), Persian to English (fa > en),
and Turkish to English (tu > en). The left plot represents the source language sentence lengths, and the right plot
represents the target language (English) sentence lengths. The color of each boxplot corresponds to the language
pair as indicated in the legend.
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Category tr fa fi hu

Pronoun-Only (f/m) 628 857 590 580
Gendered-Noun (f/m) 500 473 454 415
Pronoun-Only (mix) 54 180 198 44
Gendered-Noun (mix) 392 142 186 200
Negative 300 502 264 264

Table 5: Test tuple Counts By Category and Source
Language. Counts of pronoun-only, gendered-noun and
negative test tuples per source language. f/m signifies
count for uniform gender original targets, while mix
signifies a mixture of male and female references in the
original target.

0 20 40 60 80
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Comma

Other corrections

POS
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Other modifications
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20
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73
56
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Figure 4: Distribution of errors in GPT-3.5 Turbo’s
zero-shot and few-shot settings. The majority of errors
in both settings stem from unrelated modifications and
the model’s ’None’ response, indicating no need for
gender-neutral rewriting.

B.2 Gender-Neutral to Gendered Rewriting774

A useful simplifying observation is for uniform-775

gender pronoun only rewrites, we can generate a776

correct feminine or masculine rewrite from the orig-777

inal target and a correct all-neutral rewrite. Refer-778

ring back to 12, we see that all elements in the779

neutral column are unique, while the masculine780

and feminine columns each have one surface form781

fitting two categories. Knowing the correct neutral782

pronoun fully determines what pronouns should be783

used for a given gender.784

In practice the neutral rewrite may contain errors.785

To minimize their impact on the gendered rewrites,786

we begin with the original translation, and map787

to pronouns directly to the desired gender where788

unambiguous. When ambiguous (i.e. for her or his789

in the original target), we rely on the chosen form790

of the neutral pronoun to disambiguate.791

B.3 Experiments 792

B.3.1 Rewriters 793

Neutral rewriter Systems: We consider the fol- 794

lowing rewriting systems: 795

1. Rule-based system proposed by Sun et al. 796

(2021): It uses Spacy and GPT-2 to resolve 797

ambiguity with his and her, and to adjust verb 798

forms as needed. They also trained a neural 799

model, but it was unfortunately not accessible. 800

2. GPT-3.5 Turbo: We evaluate GPT-3.5 Turbo 801

on zero-shot and few-shot settings, using the 802

prompts shown in Figures 5 and 6 in the ap- 803

pendix. 804

We investigated the neural model introduced by 805

Vanmassenhove et al. (2021) as well, but were un- 806

able to reproduce results on their test data. 807

For all GPT-based rewrites we set temperature 808

T = 0 809

B.3.2 Evaluation 810

We report the rewriter systems’ performance using 811

BLEU (Papineni et al., 2002), Word Error Rate 812

(WER), and Accuracy. 813

In the gender-neutral rewriting task (Table 6), 814

GPT-3.5 Turbo performs better in the few-shot set- 815

ting compared to the zero-shot setting. Although 816

GPT-3.5 Turbo provides slightly higher accuracy 817

compared to the rule-based system proposed by 818

Sun et al. (2021), the rule-based system performs 819

better based on BLEU and WER. This is because 820

GPT-3.5 Turbo makes modifications unrelated to 821

neutral rewriting, as detailed in the error analysis 822

section. 823

In the gendered-alternatives rewriting task (Table 824

6), the zero-shot setting indicates that for resolv- 825

ing the her→his/him and his→her/hers ambiguity, 826

gender-neutral rewrites from the zero-shot prompt 827

are used. Similarly, the few-shot setting uses the 828

corresponding gender-neutral outputs from the few- 829

shot prompt. The performance of both settings is 830

comparable. 831

B.3.3 Error Analysis 832

Figure 4 illustrates the distribution of aggregated er- 833

rors across four language pairs for GPT-3.5 Turbo 834

in both zero-shot and few-shot settings, specifically 835

for the task of gender-neutral rewriting. The defini- 836

tions of these errors are provided in Table 8 in the 837

appendix, while Table 9 offers examples for each 838

error label. 839
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Language Pair Method Neutral Rewriting Gendered Rewriting

Accuracy (%) ↑ BLEU ↑ WER ↓ Accuracy (%) ↑ BLEU ↑ WER ↓

tr → en
Sun et al. 2021 96.16 99.65 0.53 - - -
Zero-shot 97.24 99.30 0.80 99.50 99.90 0.90
Few-shot 98.90 99.55 0.44 99.46 99.00 0.10

hu → en
Sun et al. 2021 96.14 99.66 0.53 - - -
Zero-shot 96.58 99.04 1.27 99.27 99.95 0.08
Few-shot 97.00 99.03 1.20 99.20 99.94 0.09

fi → en
Sun et al. 2021 95.24 99.63 0.62 - - -
Zero-shot 94.80 98.61 1.75 98.41 99.85 0.24
Few-shot 96.77 98.62 1.54 98.99 99.80 0.19

fa → en
Sun et al. 2021 94.43 99.57 0.65 - - -
Zero-shot 95.59 99.00 1.11 98.75 99.91 1.13
Few-shot 97.84 99.16 1.01 99.00 99.93 0.09

Table 6: Results of Gender Neutral and Gendered Rewriting on the Pronoun-Only Subset of GATE X-E. We
report the performance of the rule-based system proposed by Sun et al. 2021. Additionally, we evaluate GPT-3.5
Turbo in both zero-shot and few-shot settings. Gendered alternatives are generated using the algorithm described in
Section B

In both settings, the majority of errors stem from840

modifications unrelated to gender-neutral rewrit-841

ing and from instances where the model suggests842

no changes are necessary to render the input text843

gender-neutral. Additional examples of errors due844

to unrelated modifications can be found in Table845

10 in the appendix. The few-shot setting, however,846

does show an improvement in neutral rewriting er-847

rors (such as POS(part-of-speech) errors and them848

being rewritten as themselves) when compared to849

the zero-shot setting.850

Tables 11 presents the error distribution for each851

of the four languages. Upon closer examination852

of the Finnish data, which has the highest error853

rate, we found that the errors are primarily due to854

the longer input length. This increases the scope855

for modifications of the text that are unrelated to856

gender-neutral rewriting.857

C Prompting Templates858

C.1 GPT-3.5 Turbo Prompts859

Figures 5 and 6 show the GPT-3.5 Turbo zero-shot860

and few-shot prompts used in the gender-neutral861

rewriting task. We use the same prompt across all862

the language pairs as the task is source agnostic.863

C.2 GPT-4 Prompts864

The full prompt for Turkish-English can be found865

in Figures 7 and 8. Prompts for other languages use866

the same structure, but examples are customized to867

fit those languages.868

D Rewriting with GPT-4 869

Our solution uses chain-of-thought prompting 870

(Wang et al., 2023) to elicit GPT-4 to produce 871

three variant translations for each input source- 872

translation pair – all-neutral, all-female and all- 873

male, while leaving any gendered words associ- 874

ated with non-AGMEs unmodified. We ask it to 875

work step-by-step through the process of identify- 876

ing AGMEs before finally rewriting the original 877

translation: 878

• Identify unique individuals mentioned in the 879

target, as well as any gendered words that 880

refer to them. 881

• Identify words in the source that refer to those 882

same individuals. 883

• Determine which source words mark for gen- 884

der. 885

• Designate any individuals referred to by gen- 886

dered words in the target, but not in the source 887

as AGMEs 888

• Produce a neutral, feminine and masculine 889

variant translation where any gendered words 890

referring to AGMEs are modified to match the 891

respective gender. 892

Each step in the prompt is accompanied by de- 893

tailed clarifications and example vocabulary. The 894

prompt also includes three full examples, cus- 895

tomized per source language. The examples indi- 896

cate that "None" should be returned in lieu of trans- 897

lation variants when there are no AGMEs present. 898
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Change all gendered pronouns to use singular "they" instead. Don’t modify anything else : {input_text}

Figure 5: Zero-shot prompt template utilized in GPT-3.5 Turbo experiments.

Change all gendered pronouns to use singular "they" instead. Don’t modify anything else.

input : His bike is better than mine.
gender neutral variant : Their bike is better than mine.

input : Jack bores me with stories about her trip.
gender neutral variant: Jack bores me with stories about their trip.

input : He kissed him goodbye and left, never to be seen again.
gender neutral variant : They kissed them goodbye and left, never to be seen again.

input : Is she your teacher?
gender neutral variant : Are they your teacher?

input : Anime director Satoshi Kon died of pancreatic cancer on August 24, 2010, shortly before her 47th
birthday.
gender neutral variant : Anime director Satoshi Kon died of pancreatic cancer on August 24, 2010, shortly before
their 47th birthday.

input : {input_text}
gender neutral variant :

Figure 6: Few-shot prompt template utilized in GPT-3.5 Turbo experiments.

The full prompt for Turkish-English is shown found899

in Figures 7 and 8.900

E Mitigation Strategies Based on Source901

Rather than rewriting English-target translations902

into feminine, masculine, and neutral forms, one903

could use the source sentence as input to create904

these three variants directly. This section explains905

how GATE X-E can be employed to assess such a906

system.907

The first step is to verify that the generated femi-908

nine, masculine, and neutral variants are the same,909

except for changes related to gender. This is a910

crucial step as it ensures that the meaning of the911

translation remains consistent, regardless of the912

gender. If there are differences in the translations913

beyond the gender-related changes, it could imply914

that the translation is not accurate or is introducing915

additional bias. After this, the generated output916

can be compared with the feminine, masculine, and917

neutral references provided in GATE X-E using918

contextual MT evaluation metrics.919

Kuczmarski (2018) initially explored a source-920

based debiasing approach in which they enhanced921

a Neural Machine Translation (NMT) system to922

produce gender-specific translations. This was923

achieved by adding an additional input token at924

the beginning of the sentence to specify the re- 925

quired gender for translation (e.g., <2FEMALE> 926

O bir doktor → She is a doctor). However, they en- 927

countered challenges in generating masculine and 928

feminine translations that were exactly equivalent, 929

with the exception of gender-related changes. As a 930

result, they later switched to a target-based rewrit- 931

ing approach in their subsequent work (Johnson, 932

2020). 933
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I need help with a linguistic annotation task for a translation. I will give you an Turkish sentence along with its
translation into English. I would like you to help me find Arbitrarily Gender-Marked Entities (AGMEs), where
someone is mentioned without any marked gender in the Turkish sentence, but in the translation they have gender
marking. Please follow the following steps:

1. Identify all unique individuals mentioned in the English translation in the third person and find all
words that explicitly indicate those individuals’ genders.

- Group words for each individual separately, considering possessive determiners (e.g., "his", "her") as referring
to a separate individual from the one indicated by the noun they modify. For example, in "his uncle," "his" and
"uncle" refer to two separate individuals.

- Pay attention to gender indicated by kinship terms and other gendered nouns, like "mother", "nephew",
"actress".

- If the gender is explicitly indicated by pronouns in the target language, consider that gender information for
the analysis. (i.e. "she", "he", "him", "her", "his", "hers", "himself", "herself" all explicitly indicate gender)

- Treat names as if they do not indicate a gender, even if they are often associated with a gender. For example,
"Michael" could be either male or female, so it does not mark gender.

- Pay attention to how forms or "to be" (particularly "is") can join two mentions of the same individual. For
example, in "She is my daughter," "daughter" and "she" refer to the same person.

2. Find all words in the Turkish source sentence that refer to each of the individuals found in step one.

3. For each individual, do any of the corresponding words in the Turkish source explicitly indicate a gen-
der.

- Remember, pay attention to gender indicated by kinship words. For example, words like "erkek", "kız" ,
"amca", "anne" all explicitly indicate gender.

- Remember that some kinship words in Turkish are gender-neutral, such as yeğen. Do not include these as
marking gender.

- Treat names as if they do not (e.g. ’Michael’ can refer equally well to a man or woman).

4. Identify any instances where the gender-neutral terms in Turkish have been translated into gender-
specific terms in English (AGMEs).

- Answer separately for each individual identified.

5. Next create a set of variant translations with the following notes:
- If no changes are needed, then just use the original translation exactly as it is.
- Remember to only change the words referring to AGMEs.
- if any gendered words refer to non-AGMEs, leave them untouched.
- Do not make assumptions about heterosexual relationships. Men can have husbands and boyfriends. Women

can have wives and girlfriends.

Please create these three variant translations:
a. If any individuals are AGMEs and are referred to with gendered words in English, rewrite the English

translation changing only those words to use their gender-neutral variants where possible. Use singular "they"
instead of he, she, etc. Use "themselves" for gender neutral singular reflexives (never "themself"). Change nothing
else.

b. rewrite the English translation so that any masculine words referring to AGMEs are replaced by their
feminine variants. Don’t change any words referring to non-AGMEs. Change nothing else.

c. rewrite the English translation so that any feminine words referring to AGMEs are replaced by their
masculine variants. Don’t change any words referring to non-AGMEs. Change nothing else.

Figure 7: Part I of Few-shot prompt template utilized in GPT-4 experiments.

Original Gender-Neutral Gendered Alternatives

The teacher compared my poem
with one of his.

The teacher compared my poem
with one of theirs.

The teacher compared my poem
with one of hers.
The teacher compared my poem
with one of his.

Table 7: Examples illustrating the generation of gendered alternatives using gender-neutral rewrites
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Example 1 -
Source Sentence: Amcası kendi kendine konuşuyor.
Original Translation: His uncle talks to himself.
1. individual 1: "His" is masculine. individual 2: "uncle", "himself" are masculine.
2. individual 1: no explicit words in the source indiviudal 2: "Amcası", "kendi kendine"
3. individual 1: no words indicate gender indivudual 2: "Amcası" is masculine.
4. individual 1: AGME - masculine in translation ("His"), but gender neutral in the source (no explicit words)
individual 2: not an AGME - gender is masculine in both the source ("Amcası") and translation ("uncle")
5. a. Their uncle talks to himself.

b. Her uncle talks to himself.
c. His uncle talks to himself.

Example 2 -
Source Sentence: Annem öğle yemeğini yalnız yiyordu.
Original Translation: My mother ate her lunch alone.
1. individual 1: "mother", "her" are feminine.
2. individual 1: "Annem"
3. individual 1: "Annem" is feminine.
4. individual 1: not an AGME since gender is feminine in both the source and translation
5. None

Example 3 -
Source Sentence: O benim kızım
Original Translation: She is my daughter.
1. individual 1: "she", "daughter" are feminine.
2. individual 1: "O", "kızım"
3. individual 1: "kızım" is feminine.
4. individual 1: not an AGME since gender is feminine in both the source and translation
5. None

Source Sentence: {source_sentence}
Original Translation: {original_translation}

Figure 8: Part II of Few-shot prompt template utilized in GPT-4 experiments.

Error Category Error Label Description
Corrections unrelated to
neutral rewriting

Comma Comma added or removed.
Other corrections Error corrections that are not related to making the

text gender-neutral.

Neutral Rewriting

POS Wrong form of ‘they’ produced by the rewriter.
SVA Failure to make correct subject-verb agreement.
Them → Themselves Second appearance of them changed to themselves.
’None’ response The rewriter returns ‘None’ suggesting no changes

needed to make the input gender neutral.
Irrelevant modifications Other modifications Modifications unrelated to neutral rewriting.

Table 8: Description of the error labels
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Error Label Input Output Reference
Comma Well, you surprised

me!, Afshin said
as she opened the
door and saw Mary
standing there.

Well, you surprised
me! Afshin said
as they opened the
door and saw Mary
standing there.

Well, you surprised me!,
Afshin said as they opened
the door and saw Mary
standing there.

Other corrections I have never heard
of him before that.

I had never heard
of them before that.

I have never heard of them
before that.

POS The secretary noted
down what her boss
had said.

The secretary noted
down what they
boss had said.

The secretary noted down
what their boss had said.

SVA Does she come here
every week?

Does they come
here every week?

Do they come here every
week?

Them → Themselves She saw her play
baseball.

They saw them-
selves play base-
ball.

They saw them play base-
ball.

’None’ response He has no capacity
to be a teacher.

none They have no capacity to
be a teacher.

Other modifications In any case, I will
tell him about the
critical tone your
House has adopted
on this issue.

In any case, I will
tell them about the
critical tone their
House has adopted
on this issue.

In any case, I will tell them
about the critical tone
your House has adopted
on this issue.

Table 9: Examples for the error labels described in Table 8

Output Reference
They advised them to give up smoking, but
they wouldn’t listen.

They advised them to give up smoking, but
they wouldn’t listen to them.

They were able to hold back their anger and
avoid a fight.

Jim was able to hold back their anger and avoid
a fight.

The news that they had gotten injured was a
shock to them.

The news that they had got injured was a shock
to them.

They have done it with their colleagues and
the Committee of Legal Affairs.

They have done it with the colleagues and the
Committee of Legal Affairs.

In this respect , they have been very successful. In this respect I believe that they have been
very successful.

They cannot be older than me. They cannot be older than I.
They suggested going to the theater, but there
weren’t any performances that night.

They suggested to go to the theater, but there
weren’t any performances that night.

Table 10: More examples of errors of type ’Other Modifications’. Differences are in red.
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Category Error Label Zero-shot Few-shot
tu hu fi fa tu hu fi fa

Corrections Comma 0 0 2 2 0 0 0 0
Other Corrections 0 0 0 2 0 0 0 0

Neutral rewriting

POS 2 1 9 4 0 0 0 1
SVA 5 5 3 0 0 9 0 2
Them → Themselves 0 10 10 0 0 4 0 0
’None’ response 4 6 20 11 4 6 22 10

Irrelevant Modifications Other modifications 16 16 33 8 4 10 32 10

Total 27 38 77 27 4 19 54 23

Table 11: Error analysis of GPT-3.5 Turbo’s zero-shot and few-shot performance in English gender-neutral rewriting
task.

Category Feminine Masculine Neutral

Subject She He They
Object Her Him Them
Possessive Determiner Her His Their
Possessive Pronoun Hers His Theirs
Reflexive Herself Himself Themselves

Table 12: Pronoun categories

he she him
her his himself
herself Ms Mrs
Ms. Mrs. madam
woman women actress
actresses airwoman airwomen
aunts aunt uncle
uncles brother brothers
boyfriend boyfriends girlfriend
girlfriends girl girls
bride brides sister
sisters businesswoman businesswomen
chairwoman chairwomen chick
chicks mom moms
mommy mommies grandmother
daughter daughters mother
mothers female females
gal gals lady
ladies granddaughter granddaughters
grandmother grandmothers grandson
grandsons grandfather grandfathers
wife wives queen
queens policewoman policewomen
princess princesses spokeswoman
spokeswomen stepson stepdaughter
stepfather stepmother stepgrandmother
stepgrandfather

Table 13: Gendered English Nouns and Pronouns

18


	Introduction
	GATE X-E Dataset
	Arbitrarily Gender-Marked Entities
	Dataset Creation and Annotation 
	Labels
	Corpus Statistics

	Translation Gender Rewriting
	Experiments
	Rewriting with GPT-4
	Data Preparation

	Results
	Pronoun-Only Subset
	Gendered-Noun Subset
	Negative Subset
	Human Evaluation

	Related Work
	Conclusion
	Limitations
	Further details on GATE X-E
	Monolingual Rewriting with GPT-3.5 Turbo
	Gender-Neutral Rewriting
	Gender-Neutral to Gendered Rewriting
	Experiments
	 Rewriters 
	 Evaluation 
	Error Analysis


	Prompting Templates
	GPT-3.5 Turbo Prompts 
	GPT-4 Prompts

	Rewriting with GPT-4
	Mitigation Strategies Based on Source

