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ABSTRACT

The performance of large language models (LLMs) in natural language processing
(NLP) tasks is significantly influenced by the quality and diversity of data used for
supervised fine-tuning (SFT). Current data selection methods often focus solely on
quality or diversity, leading to underperforming models due to suboptimal training
data. In this paper, we introduce GRAPHFILTER, a novel method that represents
the dataset as a bipartite graph, linking sentences to their constituent n-grams.
This representation effectively captures the relationships between sentences and
linguistic patterns, facilitating the selection of sentences that enhance n-gram di-
versity. To balance quality and diversity during selection, we propose a priority
function that combines the quality metric with the diversity metric in a multiplica-
tive manner. GRAPHFILTER iteratively selects high-priority sentences, updates
the bipartite graph by removing covered n-grams, and re-calculates priorities to re-
flect the evolving data landscape. We conduct extensive experiments using three
model backbones across six widely used benchmarks. The results demonstrate
that GRAPHFILTER outperforms all nine baseline approaches, achieving superior
model performance and computational efficiency. Our analyses validate the ef-
fectiveness of our design choices, examine the subsets selected by GRAPHFILTER
and other methods, highlight the importance of instruction diversity, and explore
the role of quality and diversity in relation to subset sizes. GRAPHFILTER estab-
lishes a new foundation for effective data selection strategies, encouraging further
research in data selection for LLMs.

1 INTRODUCTION

Large language models (LLMs) have significantly advanced the field of natural language processing
(NLP), enabling models to generate coherent and contextually relevant text across a variety of tasks
(Ouyang et al., 2022; Sanh et al., 2022; OpenAI, 2023; Anil et al., 2023b; Touvron et al., 2023a;b;
Anil et al., 2023a; Mesnard et al., 2024; Yang et al., 2024). Central to the success of these models is
the quality and diversity of the data used during supervised fine-tuning (SFT). Fine-tuning on high-
quality data ensures that the model learns accurate language patterns and responds appropriately
to inputs (Wang et al., 2023; Zhou et al., 2023), while diversity in the data allows the model to
generalize across different contexts and topics (Abbas et al., 2023; Maharana et al., 2024). However,
the vastness of available SFT data presents a challenge: selecting a subset of data that balances both
quality and diversity to optimize model performance.

Recent methods for data selection often prioritize either quality or diversity, rarely achieving an
optimal balance of both. Approaches that focus exclusively on quality may overlook the variety of
language patterns necessary for effective generalization (Marion et al., 2023; Ankner et al., 2024).
Conversely, methods emphasizing diversity might include lower-quality data, which could nega-
tively impact model performance (Abbas et al., 2023; Lu et al., 2024). This focus can result in
models that either overfit to specific data patterns or underperform due to the inclusion of irrelevant
or poor-quality data. Hence, it is crucial to develop a data selection strategy that simultaneously
maximizes both data quality and diversity for effective supervised fine-tuning.
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Quality Diversity

Priority = Quality  Diversity

GRAPHFILTER

Raw Data Data Selection Selected Data

Figure 1: GRAPHFILTER.

In response to this challenge, we propose a novel method,
GRAPHFILTER, as shown in Figure 1, which models the
dataset as a bipartite graph to capture the relationships be-
tween sentences and their constituent n-grams. In this model,
sentences and n-grams are distinct sets of nodes, with edges
indicating n-grams’ presence in sentences, providing a com-
prehensive overview of n-gram coverage. This structure al-
lows us to prioritize sentences that contribute unique n-grams,
enhancing the diversity of the selected subset. To ensure high-
quality and diverse sentence selection, we use a priority func-
tion that evaluates sentences on these dimensions. For quality,
we use the SUPERFILTER, a metric that measures the informa-
tiveness of a response by comparing its perplexity when condi-
tioned on the instruction with its standalone perplexity, favor-
ing more relevant responses. For diversity, we calculate Term
Frequency-Inverse Document Frequency (TF-IDF) scores for
n-grams within sentences. By summing the TF-IDF scores of all n-grams present in a sentence, we
estimate the sentence’s contribution to covering significant and less frequent linguistic patterns in
the dataset. The priority function combines these two measures multiplicatively, assigning higher
priority to sentences that are both informative (high-quality) and contribute substantially to n-gram
diversity. During the selection process, GRAPHFILTER iteratively selects sentences with the highest
priority scores, updates the bipartite graph by removing the covered n-grams, and re-calculates the
priorities based on the modified graph.

To demonstrate the effectiveness of GRAPHFILTER, we conducted extensive experiments, compar-
ing GRAPHFILTER against nine baseline approaches using three model backbones: GEMMA-2-
2B (Team et al., 2024), MISTRAL-7B-V0.3 (Jiang et al., 2023), and LLAMA-3-8B (Dubey et al.,
2024). The evaluation was performed across six widely-used benchmarks: MMLU (Hendrycks et al.,
2021), ARC (Clark et al., 2018), HellaSwag (Zellers et al., 2019), GSM8K (Cobbe et al., 2021),
AlpacaEval-2.0 (Dubois et al., 2024), and MT-Bench (Zheng et al., 2023). Our empirical
results indicate that GRAPHFILTER significantly outperforms recent state-of-the-art baselines and
achieves notably better computational efficiency. Specifically, in terms of overall performance,
GRAPHFILTER outperforms the baselines by up to +2.37 for GEMMA-2-2B, +3.02 for MISTRAL-
7B-V0.3, and +3.38 for LLAMA-3-8B, and is up to 61× faster than these baselines without re-
quiring GPUs for computation. Furthermore, we performed an in-depth analysis to validate the
effectiveness of our design choices in GRAPHFILTER, examine the characteristics of the selected
subsets and the importance of instruction diversity, and investigate the significance of quality and
diversity under various data scales.

In summary, the contributions of this work are threefold:

• We introduce a novel bipartite graph model for datasets, named GRAPHFILTER, which
effectively captures the complex relationships between sentences and n-grams. This model
enables efficient data selection for supervised fine-tuning (see Section 3.2).

• We propose a priority function that seamlessly integrates quality and diversity metrics for
re-ranking the data. This ensures that the selected data maximizes n-gram coverage while
maintaining high quality (see Section 3.3).

• Through experiments, we demonstrate that our method, GRAPHFILTER, surpasses exist-
ing data selection strategies, achieving significantly better computational efficiency (see
Section 4). Additionally, our detailed analyses provide valuable insights into the design
choices of GRAPHFILTER, the characteristics of the selected subset, and the importance of
quality and diversity in relation to the subset sizes (see Section 5).

2 RELATED WORK

Data Engineering for Large Language Models The success of recent large language models
(LLMs) largely relies on the data used during their training process (Zha et al., 2023). State-of-
the-art LLMs are generally trained on vast corpora (OpenAI, 2023; Team et al., 2024; Dubey et al.,
2024). A significant area of research focuses on curating high-quality corpora for pre-training these
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models (Raffel et al., 2020; Computer, 2023; Soldaini et al., 2024; Penedo et al., 2024). Furthermore,
Wang et al. (2023) demonstrate that LLMs are capable of synthesizing high-quality datasets for
supervised fine-tuning, which leads to a surge of research on dataset synthesis (Xu et al., 2023;
Li et al., 2023; Gunasekar et al., 2023; Ding et al., 2023; Cui et al., 2023; Wu et al., 2024; Chen
et al., 2024a; Xu et al., 2024). These research efforts facilitate the synthesis of large-scale datasets
containing billions of tokens for various purposes, resulting in a significant demand for selecting
valuable subsets.

Data Selection Data selection strategies aim to identify the most informative data subsets for train-
ing or fine-tuning models by considering quality and diversity. Quality-focused approaches prioritize
metrics like complexity, difficulty, or informativeness (Marion et al., 2023; Chen et al., 2024b; Liu
et al., 2024; Li et al., 2024b;a), but may neglect the range of language patterns needed for general-
ization. Conversely, diversity-focused methods capture a broad spectrum of linguistic patterns and
contexts, potentially incorporating lower-quality data that could impair model performance (Abbas
et al., 2023; Lu et al., 2024).

Ours To overcome limitations in current data selection methods, we propose GRAPHFILTER, a
novel approach that represents the dataset as a bipartite graph of sentences and their n-grams. By
balancing quality and diversity with a priority function, our method improves model performance
across various downstream tasks.

3 METHODOLOGY

In this section, we first introduce the data selection problem for supervised fine-tuning in Section 3.1.
Subsequently, we describe the modeling of the dataset as a bipartite graph in Section 3.2. Finally,
we explain the re-ranking of the graph nodes using a priority function that integrates quality and
diversity metrics during the data selection process in Section 3.3.

3.1 DATA SELECTION PROBLEM

The data selection problem involves the challenge of identifying and selecting the most relevant and
informative subset of supervised instances from a larger dataset to fine-tune large language models
(LLMs). Formally, let D = {(xi, yi)}Ni=1 be the supervised fine-tuning (SFT) dataset, where xi

represents the instruction and yi its corresponding response for the i-th training instance. Our aim
is to select a subset Sπ of size k from D, utilizing the data selection strategy π, where k is the data
selection budget. The objective is to determine the optimal data selection strategy π∗ that is capable
of selecting a subset Sπ maximizing the performance of the fine-tuned LLM fθ on the downstream
tasks Dtst. Therefore, the data selection problem can be formally formulated as:

π∗ = argmax
π

R (fθ;Dtst) , subject to |Sπ| = k, where θ = FineTune(F ,Sπ), (1)

where Sπ is the subset of the training data selected by the strategy π, θ = FineTune(F ,Sπ) denotes
the parameters of the model backbone F after fine-tuning on the selected data subset Sπ , fθ is the
fine-tuned model with parameters θ, and R (fθ;Dtst) is the performance metric (e.g., accuracy) of
the fine-tuned model fθ evaluated on the downstream tasks Dtst.

3.2 GRAPHFILTER: MODELING DATASETS AS BIPARTITE GRAPHS

In our approach, we model the dataset as a bipartite graph to effectively represent the relationships
between sentences and their constituent n-grams. A bipartite graph is a special type of graph whose
vertices can be divided into two disjoint and independent sets such that every edge connects a vertex
from one set to a vertex from the other set. Formally, a bipartite graph G = (U ,V, E) consists
of sentence nodes (U = {ui}Ni=1), n-gram nodes (V = {vj}Mj=1), and edges (E ⊆ U × V). This
structure allows us to capture the occurrence of n-grams within sentences, providing a foundation
for selecting sentences that maximize n-gram coverage while adhering to specific priorities. We
introduce the details of the priority for re-ranking the sentences in Section 3.3.

3
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Algorithm 1: GRAPHFILTER

Input : U = {ui}Ni=1, the set of sentence nodes; V = {vj}Mj=1, the set of n-gram nodes;
E ⊆ U × V , the set of edges between sentence nodes and n-gram nodes; k, the data
selection budget; ϕ(u), the priority function for each u ∈ U ;

Output: The selected subset S;
1 S = ∅;
2 while |S| < k ∧ U ̸= ∅ do

// Select the sentence with the highest priority
3 u∗ ← argmaxu∈U ϕ(u);

// Find n-gram nodes connected to u∗

4 Vu∗ ← {v ∈ V | (u∗, v) ∈ E};
// Add u∗ to the selected set

5 S ← S ∪ {u∗};
// Remove u∗ from the remaining sentences

6 U ← U \ {u∗};
// Remove edges connected to u∗

7 E ← E \ {(u∗, v) | v ∈ Vu∗};
// Remove Vu∗ and edges connected to it

8 foreach v ∈ Vu∗ do
9 E ← E \ {(u, v) | u ∈ U};

10 V ← V \ {v};
11 end
12 end

Our objective is to select a subset of sentences, denoted as S, from the entire dataset, constrained by
a data selection budget k. The aim is to maximize the coverage of unique n-grams while aligning
with a priority function ϕ(u) for each sentence u ∈ U . As illustrated in Algorithm 1, our method,
referred to as GRAPHFILTER, operates iteratively by updating the graph structure to reflect the n-
gram coverage as sentences are selected. The process begins with an empty set of selected sentences,
S = ∅, and a bipartite graph G that includes sentence nodes, n-gram nodes, and connecting edges.
In each iteration, we select the sentence u∗ ∈ U that has the highest priority score ϕ(u∗), add u∗

to S, and then remove u∗ from the set of remaining sentences U . Next, we identify the n-grams
covered by u∗, denoted as Vu∗ . We then remove all edges that connect u∗ to the n-gram nodes in
Vu∗ . Subsequently, Vu∗ and all edges between its n-grams and other sentences are eliminated from
the graph. Note that the priority of each sentence u ∈ U is computed based on the most recent graph
G during each iteration.

Moreover, we present a minimalist example in Figure 2. Initially, the bipartite graph is displayed
in Figure 2a. In Figure 2b, the sentence node u1 is selected as u∗ and is highlighted in yellow,
along with its associated n-gram nodes, Vu1 , which are highlighted in red. Figure 2c demonstrates
the removal of edges connected to u1 and Vu1 , as indicated by dashed lines. Finally, Figure 2d
illustrates the removal of isolated nodes, shown in white. The next selected sentence node is u4. In
this example, GRAPHFILTER can cover all the n-grams by selecting only u1 and u4.

Our problem formulation is related to the classical set cover NP-hard problem (Garey & Johnson,
1979). In the set cover problem, given a universe of elements and a collection of sets whose union
comprises the universe, the objective is to identify the smallest number of sets whose union still
contains all elements in the universe. Similarly, in a special case of our problem where the priority
function assigns the same score to all sentences (i.e., ϕ(u) = 1 for all u ∈ U), and the goal is
to find the minimal set of sentences that cover all n-grams, our task becomes analogous to the set
cover problem. In this scenario, the greedy approach used in Algorithm 1 can be shown to have
an approximation factor of H(r) (Vazirani, 2001), where r is the maximum degree of the sentence
nodes in the graph (the largest number of n-grams contained in any sentence), and H(r) =

∑r
k=1

1
k

is the r-th harmonic number. This relationship highlights the theoretical foundations of our method
and provides insight into its performance guarantees in this special case.

By modeling the dataset as a bipartite graph and employing an iterative selection algorithm, GRAPH-
FILTER effectively selects a subset of sentences that maximizes n-gram coverage while adhering to

4
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(a) Initial Graph
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(b) Selection
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(d) Remove Nodes

Figure 2: An example of a single iteration of GRAPHFILTER without the priority function. In this
case, the degree of a sentence node serves as the priority score. Sentence nodes are in blue and
n-gram nodes in green. The selected sentence node is yellow, while connected n-gram nodes are
red. Removed n-gram nodes are white, with removed edges as dashed lines. Node u1 is selected in
the current iteration, and u4 will be the next.

specified priorities. Each SFT training instance comprises instructions and responses. In this work,
we apply GRAPHFILTER solely to the instructions of the SFT data.

Implementation In a brute-force implementation, the computational complexity of our algorithm
isO(N) per iteration. This complexity results from the need to perform operations such as selecting
the highest-priority sentence and removing edges, which involve scanning the sets of sentences (U),
n-grams (V), and edges (E). These sets are not optimized for efficient access or modification. To
enhance computational efficiency, we employ a max-heap (or priority queue) to select the highest-
priority sentence, allowing this selection to be performed in O(logN) time per iteration. This
reduces the selection complexity fromO(N) toO(logN). Additionally, the max-heap data structure
facilitates the localization of priority updates to affected nodes, eliminating the need to enumerate
all nodes and edges.

3.3 BALANCING QUALITY AND DIVERSITY WITH PRIORITY FUNCTION

As illustrated in Algorithm 1, GRAPHFILTER naturally selects a subset with maximal n-gram cov-
erage, emphasizing data diversity. However, the quality of the data is equally important for effective
language model training. To balance both quality and diversity in our selection process, we define
a priority function ϕ(u) for each sentence node u ∈ U , which is used to re-rank the sentence nodes
during selection.

SUPERFILTER for Quality For quality, we employ the SUPERFILTER as the quality measure (Li
et al., 2024a;b). The SUPERFILTER metric evaluates the informativeness of a response by comparing
the perplexity of the response conditioned on the instruction with the perplexity of the response
alone. Formally, for a given sentence node u associated with the instruction-response pair (x, y),
the quality priority metric is defined as:

QUALITY(u) = SUPERFILTER(x, y) =
PPL(y | x)

PPL(y)
,

where PPL(w) = exp

(
− 1

T

T∑
t=1

logP (wt | w<t)

)
,

(2)

where PPL(w) is the perplexity of the sentence w with a length of T , PPL(y) is the perplexity of
the response y, and PPL(y | x) is the perplexity of the response y conditioned on the instruction
x. A higher SUPERFILTER value indicates that the response is more relevant and informative given
the instruction, thus reflecting higher quality. It is important to note that quality metrics, such as
SUPERFILTER, can be pre-computed prior to the selection process.

TF-IDF for Diversity For diversity, we use the Term Frequency-Inverse Document Frequency
(TF-IDF) as a measure of the significance of each n-gram within the dataset. The TF-IDF score
of an n-gram v is calculated as TF-IDF(v) = TF(v)× IDF(v), where TF(v) (Term Frequency) is

5
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the number of times n-gram v appears in the corpus, and IDF(v) (Inverse Document Frequency) is
defined as IDF(v) = log

(
N
dv

)
, with N being the total number of sentences in the corpus, and dv

being the number of sentences containing n-gram v. Furthermore, we compute the sum of TF-IDF
scores of all n-grams (of varying lengths) present in the sentence:

DIVERSITY(u) =
∑
v∈Vu

TF-IDF(v), (3)

where Vu is the set of n-grams connected to sentence u in the graph G. In our work, Vu includes
unigrams (n = 1), bigrams (n = 2), and trigrams (n = 3) present in sentence u, capturing both
word-level and phrase-level features.

Combined Priority Function To effectively prioritize sentences based on both quality and diver-
sity, we combine the QUALITY score and the DIVERSITY score for the sentence node u into a single
priority function:

ϕ(u) = QUALITY(u)× DIVERSITY(u). (4)

This function assigns higher priority to sentences that are both high-quality and contribute signifi-
cantly to n-gram diversity. By integrating both quality and diversity into the priority function, our
selection algorithm can effectively choose a subset that not only covers a wide range of linguistic
patterns but also maintains a high standard of data quality.

4 EXPERIMENTS

In this section, we initially outline our experimental setup in Section 4.1, followed by a presentation
of our main results in Section 4.2.

4.1 EXPERIMENTAL SETUP

Training Dataset Xu et al. (2024) utilize state-of-the-art open-source large language models
(LLMs) to create a high-quality dataset collection known as Magpie. In our research, we employ
the Magpie dataset, which is generated by LLAMA-3-70B-INSTRUCT and comprises 300K train-
ing instances.1 For this study, we choose a subset of 10K training instances using various selection
methods from the entire dataset, unless otherwise stated.

Baselines We compare our approach, GRAPHFILTER, with a diverse array of baseline methods:

• Heuristic: (1) RANDOM randomly selects a subset from the entire dataset; (2) LONGEST
sorts the training instances in descending order based on the length of the instructions;

• Quality-based: (3) PERPLEXITY utilizes perplexity values, where larger values typically
indicate higher difficulty and quality of training instances; (4) ARMORM is the state-of-
the-art open-sourced reward model presented by Wang et al. (2024);2 (5) ALPAGASUS
demonstrates that state-of-the-art LLMs can be directly prompted for estimating data qual-
ity (Chen et al., 2024b); (6) DEITA leverages CHATGPT to synthesize a quality estimation
dataset and fine-tune LLMs for data quality estimation (Liu et al., 2024); (7) SUPERFILTER
indicates the Instruction-Following Difficulty (IFD) metric computed by smaller language
models. Li et al. (2024b) introduce this method, while Li et al. (2024a) demonstrate that
IFD scores from smaller models are as accurate as those from larger models;

• Diversity-based: (8) KMEANS clusters the training instances with the state-of-the-art sen-
tence embedding model and selects the training instances that are closest to their respective
cluster centroids (Arthur & Vassilvitskii, 2007); (9) INSTAG is designed for analyzing the
SFT dataset by tagging the topics of training instances, and can be used for selecting the
subset with the most diverse topics from the entire dataset (Lu et al., 2024).

We present more details of these baseline approaches in Section A.1. To demonstrate the effec-
tiveness and generality of GRAPHFILTER, we conduct experiments on three diverse model back-

1https://huggingface.co/datasets/Magpie-Align/Magpie-Pro-300K-Filtered
2https://huggingface.co/RLHFlow/ArmoRM-Llama3-8B-v0.1
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Table 1: Main results given by GEMMA-2-2B, MISTRAL-7B-V0.3, and LLAMA-3-8B on the stan-
dardized benchmarks and LLM-as-a-Judge benchmarks. The datasets HS, G8K, and AE-2 corre-
spond to HellaSwag, GSM8K, and AlpacaEval-2.0, respectively. The best results are high-
lighted in bold, and the second-best results are highlighted in underline.

Standardized LLM-as-a-Judge
µALLMMLU ARC HS G8K

µBENCH
AE-2 MT-Bench

µLLM

Acc Acc Acc Acc LC WR µMT 1st 2nd

GEMMA-2-2B
RANDOM 25.25 47.52 58.27 9.10 35.03 10.77 13.73 4.73 5.44 4.01 29.01 33.03
LONGEST 25.50 47.06 56.43 8.79 34.45 10.40 13.10 4.79 5.54 4.05 29.17 32.69
PERPLEXITY 23.34 47.58 59.04 6.48 34.11 12.19 14.76 4.98 5.75 4.21 31.00 33.07
ARMORM 25.42 48.06 56.19 10.62 35.07 13.40 16.39 4.84 5.55 4.14 30.92 33.69
ALPAGASUS 26.56 47.18 58.69 10.57 35.75 13.12 15.76 4.89 5.68 4.11 31.03 34.18
DEITA 28.72 47.51 58.35 10.16 36.18 12.99 15.86 4.82 5.62 4.01 30.57 34.31
SUPERFILTER 28.82 47.20 59.18 9.33 36.13 12.87 15.55 4.88 5.49 4.26 30.81 34.36
KMEANS 28.39 46.96 56.59 10.31 35.56 12.19 14.76 4.98 5.74 4.23 31.00 34.04
INSTAG 27.60 47.75 59.98 9.86 36.29 12.75 15.47 4.79 5.45 4.13 30.31 34.30

GRAPHFILTER 29.06 47.92 59.38 10.71 36.77 13.14 15.99 5.01 5.77 4.25 31.64 35.06

MISTRAL-7B-V0.3
RANDOM 25.50 52.17 67.44 9.17 38.57 14.76 17.41 5.03 5.93 4.13 32.51 36.55
LONGEST 25.17 52.11 67.32 10.30 38.73 13.67 16.14 4.96 6.00 3.91 31.62 36.36
PERPLEXITY 30.64 52.42 69.31 4.62 39.25 13.60 16.18 4.98 6.01 3.95 31.70 36.73
ARMORM 28.84 50.85 68.85 9.63 39.54 15.56 18.89 5.13 5.93 4.34 33.43 37.51
ALPAGASUS 28.67 51.92 68.61 9.48 39.67 14.67 18.14 5.21 6.13 4.30 33.40 37.58
DEITA 29.86 50.82 67.99 10.60 39.82 14.08 16.49 5.03 5.93 4.13 32.18 37.27
SUPERFILTER 33.59 52.45 68.56 9.93 41.13 13.59 16.75 5.23 6.01 4.44 32.92 38.40
KMEANS 28.77 50.58 67.81 11.55 39.68 13.98 16.83 5.11 5.93 4.29 32.52 37.29
INSTAG 28.29 50.99 67.44 12.59 39.82 14.55 17.36 5.11 5.86 4.36 32.84 37.50

GRAPHFILTER 33.24 52.48 69.69 11.92 41.83 15.16 18.85 5.38 6.23 4.54 34.49 39.38

LLAMA-3-8B
RANDOM 49.55 52.00 67.30 22.14 47.75 22.17 25.05 5.99 6.95 5.03 41.04 45.51
LONGEST 44.52 50.56 67.99 24.56 46.91 20.17 22.67 5.97 6.82 5.13 39.96 44.59
PERPLEXITY 51.08 52.31 68.74 20.96 48.27 20.38 22.87 6.02 7.02 5.01 40.28 45.61
ARMORM 47.84 52.24 68.11 24.64 48.21 23.45 26.60 6.19 7.14 5.24 42.66 46.36
ALPAGASUS 49.90 51.63 68.40 25.89 48.96 22.90 25.94 6.09 7.05 5.13 41.90 46.60
DEITA 48.49 52.40 68.46 25.78 48.78 22.23 24.42 6.12 7.12 5.11 41.70 46.42
SUPERFILTER 50.16 51.10 67.70 27.45 49.10 22.54 24.68 6.13 7.23 5.03 41.91 46.70
KMEANS 51.98 51.35 67.15 25.12 48.90 22.06 24.80 6.14 7.03 5.25 41.72 46.51
INSTAG 53.16 52.85 67.86 25.85 49.93 22.10 24.64 6.13 7.05 5.21 41.72 47.19

GRAPHFILTER 53.73 52.92 67.76 27.81 50.55 22.95 26.71 6.26 7.21 5.31 42.79 47.97

bones, including GEMMA-2-2B (Team et al., 2024),3 MISTRAL-7B-V0.3 (Jiang et al., 2023),4 and
LLAMA-3-8B (Dubey et al., 2024).5 The optimization details are in Section A.2.

Evaluation We conduct evaluations on six popular benchmarks, categorized into two groups:

• Standardized: We assess the LLMs using LM-EVALUATION-HARNESS (Gao et al., 2024)
on four standardized benchmarks: MMLU (Hendrycks et al., 2021), ARC (Clark et al., 2018),
HellaSwag (Zellers et al., 2019), and GSM8K (Cobbe et al., 2021). The model perfor-
mance on these benchmarks is measured by accuracy. We use the macro-average accuracy
across four benchmarks as the overall performance of this group, denoted as µBENCH.

• LLM-as-a-Judge: We evaluate LLMs using two benchmarks: AlpacaEval-2.0
(Dubois et al., 2024) and MT-Bench (Zheng et al., 2023), with GPT-4O-2024-05-13 as

3https://huggingface.co/google/gemma-2-2b
4https://huggingface.co/mistralai/Mistral-7B-v0.3
5https://huggingface.co/meta-llama/Meta-Llama-3-8B
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the judge. For AlpacaEval-2.0, GPT-4-1106-PREVIEW generates reference answers,
and we report both the length-controlled win rate (LC) and the original win rate (WR).
For MT-Bench, performance is denoted as µMT, the macro-average across all categories.
Overall performance of this group, µLLM, is the macro-average of LC and µMT.

We define overall model performance, µALL, as the macro-average of results from four standardized
benchmarks, LC, and µMT. In calculating µALL and µLLM, µMT is scaled by 10× to align with a range
of 1 to 100, matching other benchmarks. Further evaluation details are in Section A.3.

4.2 MAIN RESULTS

GRAPHFILTER surpasses all baseline approaches. As shown in Table 1, GRAPHFILTER con-
sistently outperforms all baseline approaches across the three model backbones on both standardized
benchmarks and LLM-as-a-Judge benchmarks. It achieves either the best or second-best results on
most individual benchmarks. Specifically, in terms of µALL, GRAPHFILTER outperforms the base-
lines by up to +2.37 for GEMMA-2-2B, +3.02 for MISTRAL-7B-V0.3, and +3.38 for LLAMA-
3-8B, compared to LONGEST. These results demonstrates the superiority of GRAPHFILTER which
effectively combines the quality and diversity in data selection.

Table 2: Runtime (in hours) for
data selection approaches when se-
lecting 10K training instances. †
indicate the CPU-only method.

Runtime (hrs)

PERPLEXITY 0.92
ARMORM 5.93
ALPAGASUS 32.34
DEITA 22.65
SUPERFILTER 1.95
KMEANS 2.26
INSTAG 25.48

GRAPHFILTER 2.48
w/o priority ϕ(u) 0.53†

Quality-based data selection approaches appear to ex-
hibit biases towards specific benchmarks. Quality-based
approaches often use neural models to estimate the quality
of each training instance. However, these models display bi-
ases that can significantly affect downstream performance. As
demonstrated in Table 1, models fine-tuned on subsets cho-
sen by ARMORM perform well on AlpacaEval-2.0 but
poorly on other benchmarks. Furthermore, the PERPLEXITY-
selected subset consistently results in the worst performance
on GSM8K, highlighting the risks of depending solely on neu-
ral models for selecting high-quality data.

GRAPHFILTER is highly efficient, with its variant running
quickly on a CPU. Recent baselines typically rely on neu-
ral models for quality estimation, which generally require a
GPU. We compare the runtimes of various baselines on a sys-
tem equipped with an A100 80G GPU and 20 CPU cores, as
shown in Table 2. As elaborated in Section 3.3, GRAPHFILTER defaults to using a quality estimation
model for QUALITY(u). When utilizing SUPERFILTER, GRAPHFILTER completes its tasks in 2.48
hours, highlighting its efficiency. Notably, without using the priority function ϕ(u) for re-ranking,
GRAPHFILTER becomes even faster, taking only 0.53 hours on a CPU. This is up to 61× faster than
other baselines, compared to the 32.34 hours by ALPAGASUS.

5 ANALYSIS

In this section, we perform an ablation study for GRAPHFILTER (Section 5.1), analyze the selected
subsets (Section 5.2), highlight instruction diversity (Section 5.3), and examine the interplay be-
tween quality and diversity concerning subset sizes (Section 5.4).

5.1 ABLATION STUDY

Combining n-grams captures features at different levels. We examine the effectiveness of n-
gram combinations, which are designed to capture both word-level and phrase-level features. The
results are presented in Table 3. Our observations suggest that the variant of GRAPHFILTER, which
integrates unigrams (n = 1), bigrams (n = 2), and trigrams (n = 3), significantly outperforms
other variations that do not incorporate n-gram combinations. Different n-grams capture features at
varying levels, and merging them can effectively consolidate this information.
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Table 3: Ablation study for n-gram combination
of GRAPHFILTER with LLAMA-3-8B. ✓ indi-
cates that various n-grams are used.

N-gram
µBENCH µLLM µALL

Unigram Bigram Trigram

✓ ✓ ✓ 50.55 42.79 47.97
✓ 49.02 41.41 46.48

✓ 49.09 41.70 46.63
✓ 49.84 41.78 47.15

Table 4: Ablation study for QUALITY(u)
and DIVERSITY(u) in the priority function of
GRAPHFILTER with LLAMA-3-8B. ✗ indicates
the component is not used.

QUAL(u) DIV(u) µBENCH µLLM µALL

SUPERFILTER TF-IDF 50.55 42.79 47.97
PERPLEXITY TF-IDF 49.21 40.85 46.43

✗ TF-IDF 48.94 41.87 46.58
SUPERFILTER ✗ 49.52 41.28 46.78

✗ ✗ 48.27 40.28 45.61
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(a) Quality-Diversity relationship (b) GRAPHFILTER vs. ARMORM (c) GRAPHFILTER vs. INSTAG

Figure 3: Figure 3a displays the quality-diversity relationships of subsets selected by different meth-
ods, with ↑ indicating a preference for higher values. Figure 3b shows the semantic diversity in a
t-SNE plot of subsets from GRAPHFILTER and ARMORM, where green rectangles indicate data
points chosen by GRAPHFILTER but not by ARMORM. Figure 3c depicts the semantic diversity in
a t-SNE plot comparing subsets from GRAPHFILTER and INSTAG.

Both QUALITY(u) and DIVERSITY(u) in priority function enhance the data selection. We
provide empirical evidence in Table 4 showcasing the effectiveness of our proposed priority function.
By incorporating the QUALITY(u) metric (using SUPERFILTER) and the DIVERSITY(u) metric (us-
ing TF-IDF) into GRAPHFILTER, we achieve superior performance across all evaluation metrics.
This demonstrates that our combined priority function significantly enhances the model’s ability to
select high-quality and diverse training data. Omitting either the quality metric (✗ + TF-IDF) or
the diversity metric (SUPERFILTER + ✗) results in noticeable performance declines. Furthermore,
replacing the SUPERFILTER metric with PERPLEXITY as the quality measure leads to reduced per-
formance, highlighting the importance of using optimal metrics. These findings support our decision
to integrate quality and diversity in the priority function.

5.2 WHAT DATA ARE SELECTED BY GRAPHFILTER?

GRAPHFILTER effectively balances quality and diversity in its selected datasets. In this sec-
tion, we analyze the subsets selected by GRAPHFILTER and other methods, with results shown in
Figure 3. To confirm that GRAPHFILTER maintains quality and diversity, we measure lexical diver-
sity using the MTLD metric (McCarthy & Jarvis, 2010) and assess data quality with the advanced
reward model, SKYWORKRM (Liu & Zeng, 2024).6 As depicted in Figure 3a, GRAPHFILTER
achieves the highest lexical diversity and ranks second in data quality. We also visualize GRAPHFIL-
TER instructions compared with ARMORM and INSTAG using the BGE-LARGE-EN-V1.5 model.7 It
is evident that GRAPHFILTER selects instructions not chosen by ARMORM, shown by green rectan-
gles in Figure 3b. Furthermore, Figure 3c illustrates that GRAPHFILTER and INSTAG exhibit similar
semantic diversity. These results suggest that GRAPHFILTER not only selects high-quality data but
also maximizes dataset diversity.

6https://huggingface.co/Skywork/Skywork-Reward-Llama-3.1-8B
7https://huggingface.co/BAAI/bge-large-en-v1.5
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Table 5: Applying GRAPHFILTER to instructions and responses with LLAMA-3-8B. The ✓ indicates
that GRAPHFILTER is applied. Lexical diversity is measured by MTLD (McCarthy & Jarvis, 2010),
and quality is assessed using ARMORM, scaled by 100×.

Content Type Benchmarks Lexical Diversity Quality
Inst. Resp. µBENCH µLLM µALL Inst. Resp.

GRAPHFILTER ✓ 50.55 42.79 47.97 102.43 71.74 81.54
✓ 47.16 39.71 44.68 90.22 73.57 81.52

✓ ✓ 48.03 41.20 45.76 90.13 72.60 81.52

5.3 THE DIVERSITY OF INSTRUCTION AND RESPONSE: WHICH MATTERS MORE?

Prioritizing instruction diversity most effectively improves model performance. Each SFT
training instance comprises an instruction and its response. This study evaluates the impact of
applying GRAPHFILTER to instructions, responses, or both on model performance. As shown in
Table 5, applying GRAPHFILTER only to instructions produces the best benchmark results, greatly
improving lexical diversity in instructions with minimal effect on response diversity compared to
other methods. Notably, all three variations maintain similar quality with different downstream
outcomes, underscoring the importance of instruction diversity.

5.4 QUALITY AND DIVERSITY: WHICH SHOULD BE PRIORITIZED?

1K 5K 10K 50K 100K 200K

0

1

2

Data selection budget

∆
A

L
L

SUPERFILTER INSTAG GRAPHFILTER

Figure 4: Performance gap (∆ALL) with
respect to µALL, comparing SUPER-
FILTER, INSTAG, and GRAPHFILTER
against RANDOM, across various data
selection budgets.

After showcasing GRAPHFILTER’s superiority in previ-
ous sections, an open question remains: When should di-
versity be prioritized over quality, and vice versa?

The priority of quality and diversity varies with data
selection budgets, and GRAPHFILTER excels at bal-
ancing these two factors effectively. We hypothesize
that the data selection budget plays a crucial role in de-
termining the priority between quality and diversity and
present the results in Figure 4. Our results indicate
that the effectiveness of quality-based and diversity-based
strategies is budget-dependent. Specifically, the quality-
based SUPERFILTER excels with smaller budgets (1K and
5K instances), but its advantage diminishes as the budget
increases. This suggests that quality-based methods with
neural models may exhibit biases toward certain linguistic patterns, which limits model generaliza-
tion when the budget is sufficiently large. Conversely, the diversity-based INSTAG performs poorly
with small budgets but surpasses SUPERFILTER with larger ones. This observation demonstrates
that diversity-based methods are more prone to introducing low-quality data with smaller budgets.
Notably, GRAPHFILTER consistently achieves significant performance gains compared to RANDOM
across all budget levels. These findings show that the data selection budget influences the effective-
ness of different approaches, and GRAPHFILTER successfully integrates both quality and diversity.

6 CONCLUSION

In this work, we introduce GRAPHFILTER, a novel method for data selection that models the dataset
as a bipartite graph linking sentences to their constituent n-grams. To balance quality and diversity,
we use a priority function that combines a quality metric with a diversity metric, allowing us to se-
lect subsets that enhance n-gram diversity and maintain high response quality. Our extensive experi-
ments demonstrate GRAPHFILTER’s effectiveness across three model backbones and six benchmark
datasets. Compared to nine baseline methods, GRAPHFILTER consistently delivers superior model
performance and computational efficiency. Our analyses validate our design choices, assess the sub-
sets chosen by GRAPHFILTER and other methods, highlight the importance of instruction diversity,
and examine the role of quality and diversity relative to subset sizes.
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7 ETHICS STATEMENT

In this work, we present GRAPHFILTER, a data selection method for supervised fine-tuning of large
language models (LLMs). We acknowledge the ethical considerations related to data usage, poten-
tial biases, and the societal impact of LLMs. All datasets utilized in our experiments are publicly
available and have been used extensively in prior research. We have adhered to all applicable li-
censes and terms of use for these datasets. However, we recognize that biases present in the training
data can be propagated or even amplified by LLMs. To mitigate this risk, we recommend that prac-
titioners applying GRAPHFILTER conduct thorough analyses of the selected data subsets to identify
and address potential biases. Furthermore, while our goal is to enhance model performance and
computational efficiency, we are aware that improved models could be misused in ways that are
harmful or unethical. We advocate for the responsible deployment of LLMs and encourage users to
follow ethical guidelines and best practices to prevent misuse.

8 REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility of our results presented in this paper. To facilitate
replication and verification by the research community, we provide comprehensive details of our
proposed method, GRAPHFILTER, in the main paper.

All hyperparameters, training configurations, and implementation specifics are thoroughly docu-
mented. For our experimental evaluations, we use publicly available datasets and benchmarks,
namely MMLU (Hendrycks et al., 2021), ARC (Clark et al., 2018), HellaSwag (Zellers et al., 2019),
GSM8K (Cobbe et al., 2021), AlpacaEval-2.0 (Dubois et al., 2024), and MT-Bench (Zheng
et al., 2023). All experiments were conducted using standard computational resources without the
need for specialized hardware. Details about the computational setup and resource requirements are
outlined in this work. By ensuring that all components of our work are transparently documented
and accessible, we aim to facilitate reproducibility and encourage further exploration of our method
by the research community.

We will release the source code of GRAPHFILTER and all scripts used for data selection, model
training, and evaluation upon acceptance of this paper.
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(eds.), Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics,
pp. 4791–4800, Florence, Italy, July 2019. Association for Computational Linguistics. doi: 10.
18653/v1/P19-1472. URL https://aclanthology.org/P19-1472.

Daochen Zha, Zaid Pervaiz Bhat, Kwei-Herng Lai, Fan Yang, Zhimeng Jiang, Shaochen Zhong, and
Xia Hu. Data-centric artificial intelligence: A survey. CoRR, abs/2303.10158, 2023. doi: 10.
48550/ARXIV.2303.10158. URL https://doi.org/10.48550/arXiv.2303.10158.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric P. Xing, Hao Zhang, Joseph E. Gonzalez, and Ion Stoica.
Judging llm-as-a-judge with mt-bench and chatbot arena. CoRR, abs/2306.05685, 2023. doi:
10.48550/arXiv.2306.05685. URL https://doi.org/10.48550/arXiv.2306.05685.

Chunting Zhou, Pengfei Liu, Puxin Xu, Srinivasan Iyer, Jiao Sun, Yuning Mao, Xuezhe
Ma, Avia Efrat, Ping Yu, Lili Yu, Susan Zhang, Gargi Ghosh, Mike Lewis, Luke Zettle-
moyer, and Omer Levy. LIMA: less is more for alignment. In Alice Oh, Tristan Nau-
mann, Amir Globerson, Kate Saenko, Moritz Hardt, and Sergey Levine (eds.), Advances
in Neural Information Processing Systems 36: Annual Conference on Neural Informa-
tion Processing Systems 2023, NeurIPS 2023, New Orleans, LA, USA, December 10 - 16,
2023, 2023. URL http://papers.nips.cc/paper_files/paper/2023/hash/
ac662d74829e4407ce1d126477f4a03a-Abstract-Conference.html.

17

https://doi.org/10.48550/arXiv.2407.10671
https://doi.org/10.48550/arXiv.2407.10671
https://aclanthology.org/P19-1472
https://doi.org/10.48550/arXiv.2303.10158
https://doi.org/10.48550/arXiv.2306.05685
http://papers.nips.cc/paper_files/paper/2023/hash/ac662d74829e4407ce1d126477f4a03a-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2023/hash/ac662d74829e4407ce1d126477f4a03a-Abstract-Conference.html


918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

A EXPERIMENTAL SETUP

A.1 BASELINES

In this work, we compare GRAPHFILTER against following baselines:

• RANDOM selects a random subset of size k from the entire dataset, where k is the desig-
nated data selection budget.

• LONGEST chooses the top-k instances from the entire dataset, ranking them in descending
order based on the number of words in each instruction.

• PERPLEXITY selects the top-k instances from the entire dataset, sorted in descending order
according to the perplexity values of the instructions. For the perplexity computation in this
work, we utilize GPT2 (Radford et al., 2019).8

• ARMORM represents one of the state-of-the-art reward models (Wang et al., 2024). It
evaluates multiple rewards from diverse perspectives and integrates these rewards using a
gating network.

• ALPAGASUS employs GPT-3.5-TURBO to assess data quality (Chen et al., 2024b). Given
the improved model performance and limited budget, we substitute GEMMA-2-27B-IT in
this work, using the prompt illustrated in Figure 5. GEMMA-2-27B-IT is the state-of-the-art
open large language model (LLM) and significantly surpasses GPT-3.5-TURBO according
to the Chatbot Arena Leaderboard.9

• DEITA utilizes CHATGPT to create a quality estimation dataset and fine-tune large lan-
guage models (LLMs) for evaluating data quality (Liu et al., 2024). We employ the official
codes and models provided by Liu et al. (2024) for data selection.10

• SUPERFILTER refers to the Instruction-Following Difficulty (IFD) metric, which is calcu-
lated using smaller language models. Introduced by Li et al. (2024b), this method is shown
by Li et al. (2024a) to provide IFD scores from smaller models that are as reliable as those
from larger models. In this study, GPT2 is used for computing these scores (Radford et al.,
2019).

• KMEANS involves clustering training instances using a state-of-the-art sentence embed-
ding model and selecting instances that are nearest to their respective cluster centroids
(Arthur & Vassilvitskii, 2007). In this work, we begin by sampling 50K instances from
the entire dataset and encoding their instructions into sentence embeddings using the BGE-
LARGE-EN-V1.5 model.11 These embeddings are used for training the KMEANS model
with 10K clusters. Once the KMEANS model is established, we cluster the sentence em-
beddings of instructions for the entire dataset and select the instances closest to each cluster
centroid.

• INSTAG is designed to analyze the SFT dataset by tagging the topics of training instances.
It can be used to select a subset with the most diverse topics from the entire dataset (Lu
et al., 2024). We utilize the official codes and models released by Lu et al. (2024) for data
selection.12

A.2 OPTIMIZATION

Hyperparameters In this study, all experiments utilize the same set of hyperparameters. Specifi-
cally, we employ a batch size of 64, a learning rate of 2× 10−5, a warmup ratio of 0.05, and a linear
learning rate schedule. All the experiments run for 3 epochs.

Computation Infrastructure For this study, all methods are trained using two A100 80GB GPUs,
which are interconnected via PCIe.

8https://huggingface.co/openai-community/gpt2
9https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

10https://github.com/hkust-nlp/deita
11https://huggingface.co/BAAI/bge-large-en-v1.5
12https://github.com/OFA-Sys/InsTag
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### System:
We would like to request your feedback on the performance of AI assistant in response to the instruction and

the given input displayed following.↪→

###Instruction:
{instruction}

### Input:
{input}

### Response:
{output}

### USER:
Please rate according to the accuracy of the response to the instruction and the input. Each assistant

receives a score on a scale of 0 to 5, where a higher score indicates higher level of the accuracy.
Please first output a single line containing value indicating the scores. In the subsequent line, please
provide a comprehensive explanation of your evaluation, avoiding any potential bias.

↪→
↪→
↪→

Figure 5: The prompt used for ALPAGASUS annotation.

A.3 EVALUATION

In this work, we evaluate the approaches on six widely used benchmarks:

• MMLU (Hendrycks et al., 2021) is a benchmark designed to assess knowledge acquired
during pretraining, by evaluating models exclusively in zero-shot and few-shot settings.
It covers 57 subjects across STEM, the humanities, social sciences, and more, totaling
approximately 14,000 test examples.

• ARC (Clark et al., 2018) is a multiple-choice question-answering dataset containing ques-
tions from science exams for grades 3 to 9, amounting to approximately 4,000 test exam-
ples.

• HellaSwag (Zellers et al., 2019) is a challenging dataset for evaluating commonsense nat-
ural language inference, which is particularly difficult for state-of-the-art models, though
its questions are trivial for humans. It contains approximately 10,000 test examples.

• GSM8K (Cobbe et al., 2021) comprises a collection of diverse grade school math word
problems created by human problem writers, containing approximately 1,000 test exam-
ples.

• AlpacaEval-2.0 (Dubois et al., 2024) is an automated tool for evaluating instruction-
following language models. Its test set consists of 805 instructions generated by large
language models (LLMs). Models are evaluated based on the winning rate against a refer-
ence answer, judged by a state-of-the-art LLM, such as GPT-4. AlpacaEval-2.0 is an
upgraded version of the original AlpacaEval, featuring reduced length bias for a fairer
evaluation of responses of varying lengths.

• MT-Bench (Zheng et al., 2023) is a multi-turn test set containing 80 questions that cover
8 aspects: writing, roleplay, reasoning, math, coding, extraction, STEM, and humanities.
A state-of-the-art LLM, such as GPT-4, is used to score model outputs on a scale from 1 to
10.
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