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Abstract

Biomedical Terminology Normalization aims001
to identify the standard term in a specified002
termbase for non-standardized mentions from003
social media or clinical texts, employing the004
mainstream “Recall and Re-rank” framework.005
Instead of the traditional pretraining-finetuning006
paradigm, we would like to explore the pos-007
sibility of accomplishing this task through a008
tuning-free paradigm using powerful Large009
Language Models (LLMs), hoping to address010
the costs of re-training due to discrepancies of011
both standard termbases and annotation pro-012
tocols. Another major obstacle in this task is013
that both mentions and terms are short texts.014
Short texts contain an insufficient amount of015
information that can introduce ambiguity, es-016
pecially in a biomedical context. Therefore,017
besides using the advanced embedding model,018
we implement a Retrieval-Augmented Gener-019
ation (RAG) based knowledge enhancement020
module. This module introduces an LLM agent021
that expands the short texts into accurate, har-022
monized, and more informative descriptions023
using a search engine and a domain knowledge024
base. Furthermore, we present an innovative025
tuning-free biomedical terminology normaliza-026
tion agent collaboration framework. By lever-027
aging the reasoning capabilities of LLM, our028
framework conducts more sophisticated rank-029
ing and re-ranking processes with the collabo-030
ration of different LLM agents. Experimental031
results across multiple datasets indicate that our032
approach exhibits competitive performance.033

1 Introduction034

Biomedical Terminology Normalization is a basic035

research task in clinical natural language process-036

ing, linking non-standard mentions extracted from037

social media or clinical texts to normalized terms in038

a standard termbase, e.g., UMLS, MedDRA, ICD,039

SNOMED CT, to find the standard terms that have040

the same semantics as them. (Ruch et al., 2008;041

Abasia
Abdomen crushing

…
Somnolence

…

sleepier

Embedding
model

Mention

Terms Text as vector Cosine-based Ranking

-0.017…0.018-0.030

0.005…0.0150.010

-0.010…-0.0100.004

…………

-0.024…0.025-0.015

Somnolence  0.5217
Sleep attacks  0.5002
Hypersomnia  0.4849
...
Dyssomnia   0.3851
Irregular sleep phase 0.3812
Sleep disorder  0.3811
...

…………

(a) Embedding-based approach

(b) LLM-based approach

Could you please help me to rank the input terms based on the semantic
similarity between the input terms and  the input mention?

The mention is "sleepier", and the candidate terms are "Abasia", "Abdomen- 
crushing", …, "Somnolence", …

Of course, please provide the input mention and the terms you'd like to rank, and 
I'll do my best to assist you with the ranking.

"sleepier" maybe describe a state of being more sleepy or drowsy than usual, … so 
the ranking result is "Somnolence", "Sleep inertia", "Hypersomnia", … 

Figure 1: Comparison of Embedding-based Approach
and LLM-based approach for Terminology Normaliza-
tion Tasks.

Leaman et al., 2013; Leal et al., 2015; Luo et al., 042

2019; Lee and Uzuner, 2020). 043

Mainstream approaches typically employ the 044

“recall and rerank” framework to accomplish this 045

task. This involves initially recalling some candi- 046

dates from the standard database and re-ranking 047

them more precisely. Due to the success of the 048

pre-trained language model BERT (Kenton and 049

Toutanova, 2019), most of the recent work adopts 050

the pretraining-finetuning paradigm, i.e., using a 051

BERT-level pre-trained model as the backbone, sub- 052

sequently fine-tune it on specific datasets (Miftahut- 053

dinov and Tutubalina, 2019; Xu et al., 2020; Liang 054

et al., 2021). This means we need to completely 055

retrain the model when the standard termbase 056

changes, which is not generalizable. Another bot- 057

tleneck is that both mentions and terms in this task 058

are short texts. Short text often contains insufficient 059

information and introduces ambiguities, especially 060

in the biomedical context, posing a considerable 061

challenge. 062

However, new trends and solutions have 063

emerged in the Large Language Models (LLMs) 064

era. Advanced embedding models, considered 065
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foundational for computing semantic similarity066

and retrieval, include examples such as instructor-067

xl (Su et al., 2022), BGE (Xiao et al., 2023), and068

OpenAI’s Text Embeddings (OpenAI, 2022, 2024).069

These models are trained using effective methods070

and substantial supervised data, exhibiting supe-071

rior performance. Meanwhile, very large language072

models appear to learn from the vast amount of073

data they process. They can perform tasks with-074

out gradient steps or fine-tuning, relying solely on075

task definitions and few-shot demonstrations pro-076

vided in their contexts (Brown et al., 2020). This077

method, known as Language Prompting or simply078

“Prompting”, has now become a new paradigm for079

accomplishing downstream tasks.080

Therefore, we intend to leverage the LLM and081

explore new paradigm-based solutions based on the082

mainstream “Recall and Rank” framework for the083

terminology normalization task. In Figure 1, we084

provide a simple comparison chart of the traditional085

and LLM-based approaches.086

To address the short-text challenge, we elabo-087

rate on a format for knowledge acquisition called088

a “knowledge card”. This format utilizes knowl-089

edge and expands on the names of mentions or090

terms through knowledge distillation from LLM.091

We introduce an LLM agent that uses search en-092

gines and knowledge bases to generate these ex-093

panded knowledge cards. Additionally, we propose094

a Knowledge-Enhanced Retrieval approach that095

employs an advanced embedding model, which096

considers both the name and the knowledge card097

during retrieval.098

Meanwhile, we have discovered that ranking can099

also be achieved by reasoning using the LLM. For100

instance, RankGPT Sun et al. (2023) utilizes an101

LLM to rank documents effectively based on user102

queries. We propose a training-free LLM-based103

multi-agent collaboration framework to improve104

the performance, building on the “recall and re-105

rank” framework. This framework is designed for106

the terminology normalization task and harnesses107

the capabilities of advanced embedding models and108

LLMs to enhance the entire process.109

Specifically, we introduce a terminology expert110

agent that manages both the Knowledge-Enhanced111

Retrieval module as the rough recall module and112

the “Top-k Ranking” module to further refine the113

selection of candidate terms. Additionally, we aim114

to obtain conclusions from different professional115

perspectives and achieve more reasonable answers116

through ensemble learning. Therefore, we expand117

our system to include three additional agents: a clin- 118

ical doctor agent, an outpatient doctor agent, and 119

an internet doctor agent to conduct further detailed 120

ranking. These agents collaborate in a multi-agent 121

framework to perform detailed rankings. 122

As shown in Figure 2, the overall framework and 123

our contributions can be summarized as follows: 124

• We design a training-free multi-agent collabo- 125

ration framework for terminology normaliza- 126

tion that utilizes advanced embedding mod- 127

els and LLMs to acquire the candidate terms 128

via Knowledge-Enhanced Retrieval and ob- 129

tain the final standard terms through ranking 130

with demonstration and chain-of-thought us- 131

ing an LLM. 132

• We propose a knowledge expansion approach 133

that introduces an LLM agent to use search 134

engines and knowledge bases to extend short 135

medical texts into knowledge cards containing 136

enhanced descriptive information and medical 137

knowledge. 138

• We employ prompt engineering techniques 139

such as chain-of-thought instructions and 140

demonstration selection to develop a work- 141

flow for ranking with multi-agent collabora- 142

tion. Utilizing the Divide-and-Conquer algo- 143

rithm’s concept, the “Top-K Ranking” module 144

further refines the list of candidate terms. Ad- 145

ditionally, by aggregating the ranking conclu- 146

sions of different agents, we further improve 147

the performance of the re-ranking stage. 148

2 Related Work 149

2.1 Biomedical Terminology Normalization 150

Biomedical term normalization is one of the fun- 151

damental tasks within biomedical natural language 152

processing (Leaman et al., 2013; Ji et al., 2020; Li 153

et al., 2017), aiming at finding standard terms for 154

various clinical statements. 155

Early approaches for clinical term normalization 156

involve using dictionaries for lookup (Lee et al., 157

2016) or employing heuristic search methods based 158

on string matching (Leal et al., 2015), which in- 159

curred significant manual effort. With the advance- 160

ment of Artificial Intelligence, methods such as Ma- 161

chine Learning and Deep Learning emerge (Savova 162

et al., 2008; Sui et al., 2022; Zhou et al., 2021b; Ji 163

et al., 2021; Zhou et al., 2021a). 164
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Figure 2: The proposed framework. The left side is the Knowledge-Enhanced Retrieval stage, and the right side
shows the LLM-based Multi-Agent Collaboration Ranking flow.

Due to the massive scale of the knowledge base,165

it becomes challenging to rank the entire standard166

terminology base directly. It is vital to recall some167

semantically related candidate terms for subsequent168

ranking. Therefore, the two-stage clinical term169

normalization tasks consist of two main steps: re-170

call and rank. For instance, Liang et al. (2021)171

proposed a framework based on “recall, rank, and172

fusion,” and introduced a model-based online nega-173

tive sampling strategy in the recall stage. Xu et al.174

(2020) also proposed an architecture that includes175

a candidate generator and a list-wise ranker based176

on BERT.177

The recall module can be traditional models such178

as Elastic Search, BM25, and TF-IDF, while vector-179

based text semantic similarity has become main-180

stream. Ji et al. (2020) was the first to use the181

BM25 scores as the recall evaluation. Liu et al.182

(2020) provided an ABTSBM method for ICD-9-183

CM3 terminology normalization. The N-gram algo-184

rithm was applied to generate a standard candidate185

terminology set. Niu et al. (2019) presented a multi-186

task character-level attentional network that learned187

character structure features. Yan et al. (2020) sug-188

gested a generative sequence framework to gener-189

ate all the corresponding candidate medical proce-190

dure entities directly and adopt prefix tree decoding191

to avoid producing unrealistic results.192

The ranking module is usually a scoring or clas-193

sification model incorporating various features to194

find the standard term corresponding to a few candi- 195

dates’ mentions. For example, Leaman et al. (2013) 196

proposed a linear pair-wise model for represent- 197

ing medical terms, ranking standard terminologies 198

based on the similarity between vectors, and de- 199

vising strategies for choosing negative samples in 200

the training process. In addition, many studies 201

regard normalization tasks as a classification prob- 202

lem. Liu et al. (2020) use the BERT-based clas- 203

sification model to classify the correct standard 204

terminology. Ji et al. (2020) fine-tuned the existing 205

BERT models as well. 206

2.2 Leveraging Large Language Models 207

Recently, pretrained language models (Radford 208

et al., 2018; Kenton and Toutanova, 2019) have 209

shown promising improvements across many NLP 210

tasks. Motivated by the finding that model scal- 211

ing enhances the model capacity (Kaplan et al., 212

2020), researchers have further explored the scal- 213

ing effect by scaling up the parameters to a larger 214

size (Ouyang et al., 2022). With parameter scal- 215

ing, LLMs exhibit unique and powerful abilities 216

that enable multiple ways to leverage LLMs for 217

accomplishing downstream tasks. 218

The concept of In-Context Learning (ICL) was 219

rigorously introduced by GPT-3 (Brown et al., 220

2020). This framework posits that once the LLM 221

is given natural language instructions and multiple 222

task demonstrations, it can generate the expected 223
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Dataset NAME KC RAG HR@1 HR@5 HR@10 HR@20 HR@50 HR@100 HR@200

AskPatient
✓ ✗ ✗ 66.35 87.22 92.33 95.42 97.69 99.11 99.46
✓ ✓ ✗ 66.38 85.03 90.08 94.34 97.15 98.59 99.12
✓ ✓ ✓ 70.80 91.30 95.47 97.67 99.06 99.41 99.57

TwADR-L
✓ ✗ ✗ 35.39 61.67 68.26 76.17 84.37 89.00 93.55
✓ ✓ ✗ 38.26 62.23 71.13 77.86 85.63 89.98 94.74
✓ ✓ ✓ 39.38 63.70 72.67 79.89 86.83 90.89 94.81

SMM4H-17
✓ ✗ ✗ 47.36 64.56 78.16 85.08 90.52 93.04 95.28
✓ ✓ ✗ 57.64 73.12 80.04 84.84 90.84 93.48 94.80
✓ ✓ ✓ 57.68 78.20 83.60 87.92 93.52 94.80 95.72

Table 1: The Knowledge-Enhanced Retrieval experiment result, where “NAME” denotes the names of mentions and
terms be used in retrieval, “KC” denotes the knowledge cards be used in retrieval, “RAG” denotes the Retrieval
Augmented Generation technique be used when generating knowledge cards, “HR@num” denotes the hit rate of
candidate terms containing the correct answer, and “num” denotes the number of candidate terms recalled.

output of a test instance by completing the word224

order of the input text (prompt) without additional225

training or gradient updates (Zhao et al., 2023).226

For instance, designing appropriate prompts makes227

it possible to leverage LLMs for knowledge ac-228

quisition.Nori et al. (2023) examines the impact229

of various prompting techniques on LLM perfor-230

mance in medicine, including chain-of-thought,231

kNN demonstration examples, and model output232

ensemble, which enhance the specialist capabilities233

of LLMs. RankGPT Sun et al. (2023) explores us-234

ing large models to solve document ranking issues235

and investigate new paradigms for this task.236

Retrieval-Augmented Generation (RAG) repre-237

sents another pivotal and effective development238

of LLM technique (Lewis et al., 2020; Gao et al.,239

2023; Asai et al., 2023) that enhances the accuracy240

and expertise of large model responses. It retrieves241

relevant reference information related to the user’s242

query and passes it to the LLM, thereby mitigating243

the problem of hallucination (Tonmoy et al., 2024).244

Besides these, LLM agents are autonomous sys-245

tems (Wang et al., 2024; Guo et al., 2024; Zhao246

et al., 2024) powered by advanced language mod-247

els. These agents are assigned different roles and248

use their natural language processing capabilities to249

interact, make decisions, and perform tasks across250

various domains. For example, some researchers251

use multi-agent debate (Chan et al., 2023) to con-252

duct detailed and automated performance evalua-253

tions of systems.254

3 Method255

We outline the comprehensiveness of our solution.256

It is a training-free multi-agent collaboration frame-257

work based on LLM and comprises two primary258

stages. The ’Knowledge-Enhanced Retrieval’ stage 259

generates knowledge cards using an agent and re- 260

calls high-quality candidate terms. The ’Multi- 261

Agent Collaboration Ranking’ stage includes the 262

’Top-K Ranking’ module and the ’Collaboration 263

Re-ranking’ module, which minimize the range 264

of candidate terms and find the optimal standard 265

term through multi-agent collaboration. Specific 266

framework details are displayed in Figure 2. 267

3.1 Knowledge-Enhanced Retrieval 268

3.1.1 RAG-based Knowledge Enhancement 269

This step focuses on generating knowledge cards 270

using advanced LLM. The knowledge is then ex- 271

plicitly employed to enhance the semantics of men- 272

tions and terms. 273

Initially, we introduce a terminology expert 274

agent, construct a seed task, and manually craft 275

a prompt. Specifically, we configure the agent as a 276

terminology expert, define explicit task objectives 277

and output formats for generating knowledge cards, 278

and provide several reference dimensions. For in- 279

stance, for a medicine term, the knowledge card 280

contains pertinent details such as its definition de- 281

scription, active ingredient, content specification, 282

dosage form, etc. 283

Meanwhile, we integrated a search engine as 284

a tool for the agent and enhanced it with knowl- 285

edge from a specialized terminology base to im- 286

prove the quality of the generated knowledge cards. 287

Additionally, the prompt includes some chain-of- 288

thought instructions, which require the LLM to 289

analyze the type of input mentions or terms, then 290

refer to some dimensions given to determine the 291

dimensions of this knowledge card, and finally out- 292

put the specific content of the knowledge card. The 293

specific prompt content is displayed in Figure A1. 294
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3.1.2 Embedding-based Retrieval295

We employ “Embedding + Knowledge Card” as296

our final retrieval strategy, whereby both the term297

name and its expanded information via knowledge298

cards are encoded as vectors by a text embedding299

model. These vectors are then concatenated to300

form a knowledge-enhanced representation for the301

term, followed by the similarity score computation.302

The algorithm flow for this approach is presented303

in Algorithm 1. The vector retrieval engine em-304

beds every standard term t in the standard termi-305

nology base T and its corresponding knowledge306

card Kt, and concatenates the term name embed-307

ding and knowledge card embedding into a vector308

t̂ ∈ T̂. Meanwhile, the mention m, and its associ-309

ated knowledge card Km is encoded as m̂ through310

the same operation. The cosine similarities be-311

tween the mention m and every standard term t in312

the entire terminology base are used as measures,313

some standard terms with high similarities to the314

mention m are selected and added to a candidate315

set C, and we select the term with the highest score316

as the standard term.

Algorithm 1: Algorithm of Knowledge-
Enhanced Retrieval
Input: mention m
standard terminology base T
knowledge cards Km,Kt ∈ KT

Output: standard term s of mention m
candidate terms C of mention m

1 foreach t in T do
2 embedToVecWithKC(t,Kt) → t̂ ∈ T̂;
3 end
4 embedToVecWithKC(m,Km) → m̂;
5 searchSimTerm(m,T, m̂, T̂) → C;
6 searchMaxSimTerm(m,T, m̂, T̂) → s;

317

3.2 Multi-Agent Collaboration Ranking318

3.2.1 Memory for Multi-Agent319

Memory is where multi-agent interactions con-320

verge. In this framework, memory includes the321

knowledge cards and recalled candidate terms gen-322

erated in “Knowledge-Enhanced Retrieval” stage,323

as well as some demonstration examples related to324

input mentions.325

Demonstration Selection. Demonstrations have326

proven very effective information for LLM to con-327

duct in-context learning to accomplish tasks. so328

we designed a demonstration selection module to329

find higher-quality demonstration examples from 330

the training data based on the k-nearest neighbors 331

algorithm. By employing the knowledge-enhanced 332

retrieval between the input mention and the men- 333

tions in training data, based on the input mention 334

m, we find the appropriate demonstration examples 335

E from the training set D. The specific algorithm 336

flow is shown in Algorithm 3. 337

3.2.2 Agent Initialization 338

In addition to the terminology expert agent men- 339

tioned above, we introduced three more agents: 340

a clinical doctor agent, an internet doctor agent, 341

and an outpatient doctor agent. During the rank- 342

ing phase, these agents are assigned different roles 343

via system prompts to focus the capabilities of the 344

LLM on various biomedical perspectives. They 345

then process content prompts to complete tasks, 346

including the following items. Specific prompt 347

content we provide in the appendix A. 348

The task definition for the LLM is to rank a 349

given candidate terms list and then output the top 350

K most relevant terms with the input mentions. 351

Demonstrations and knowledge Card of men- 352

tion. Valid prior knowledge comes from memory 353

that can help the agent find evidence and clues. 354

Chain-of-thought instructions are introduced 355

for the agent to perform step-by-step reasoning to 356

improve the task accuracy, including learning the 357

pattern from the given demonstrations, analyzing 358

the meaning of the input mention, giving the basis, 359

and then outputting the ranking result. 360

Output format is an unnecessary part to realize 361

a more automated and controllable algorithm pro- 362

cess, we let the agent’s output in JSON format so 363

that it is accessible to extract the conclusions and 364

contents we want to obtain. 365

The task input consists of a mention and some 366

candidate terms from memory. Heuristically, we 367

group the candidates so that the number of ele- 368

ments in each group remains at a suitable level. 369

Moreover, discarding sequential grouping, we use 370

a balanced grouping strategy that randomly assigns 371

candidates C to groups G according to their cosine 372

scores. This approach guarantees consistency in 373

the number and distribution of each group. Since 374

the agent can access k-NN demonstration exam- 375

ples from memory, we add the standard terms from 376

these examples as expanded candidates to each 377

group and obtain supplemented G̃. 378
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3.2.3 Ranking and Re-ranking379

The specific ranking procedure lets the term expert380

agent complete a “Top-K Ranking” task. The ob-381

jective here is to further refine the list of candidate382

terms, reducing their number to K, where K rep-383

resents a relatively small value. Subsequently, the384

“Collaboration Re-ranking” module re-ranks these385

terms and selects the most suitable standard term386

corresponding to the mention by three medical per-387

sona agents. The specific algorithm flow is shown388

in Algorithm 2.389

Algorithm 2: Algorithm of LLM-based
Ranking
Input: given mention m,
candidate terms set C,
Term Expert Agent At,
Clinical Doctor Agent Ac,
Outpatient Doctor Agent Ao

Internet Doctor Agent Ai

Output: nomalized result s
1 candidateGrouping(C) → g ∈ G;
2 addDemocandidate(G) → g̃ ∈ G̃;
3 foreach g̃ in G̃ do
4 At: topkRanking(m, g̃) → v ∈ V ;
5 end
6 At: topkRanking(m,V ) → C̃;
7 Ac: re-ranking(m, C̃) → rc ∈ R;
8 Ao: re-ranking(m, C̃) → ro ∈ R;
9 Ai: re-ranking(m, C̃) → ri ∈ R;

10 ensemble(R) → s;

Top-K Ranking. Applying the divide-and-390

conquer algorithm, the term expert agent At finds391

the top K terms from each group, individually com-392

bines the answers, and then finds the top K terms v393

again from the new combination candidate set V .394

The final result is a set C̃ with only a few candidate395

terms.396

Collaboration Re-ranking. To find the most ap-397

propriate term from a smaller set of candidate terms398

C̃ as the standard term corresponding to the men-399

tion, we delete the constraint of finding K terms in400

the ranking prompt and change it to filtering out401

the relevant terms and then re-ranking them. Each402

of the three medical persona agents, Ac, Ao, Ai,403

provides its own opinion, and the final answer s is404

then determined through ensemble learning.405

4 Experiment 406

4.1 Datasets 407

Following the complete setting of (Xu et al., 2020), 408

We conduct our experiment on three datasets, 409

AskPatient (Limsopatham and Collier, 2016), 410

TwADR-L (Limsopatham and Collier, 2016), and 411

SMM4H-17 (Sarker et al., 2018). 412

AskAPatient: The AskAPatient dataset1 com- 413

prises 17,324 annotations of adverse drug reactions 414

(ADRs) sourced from blog entries. These anno- 415

tations are linked to 1,036 medical concepts, en- 416

compassing 22 semantic categories derived from 417

a segment of the Systematized Nomenclature 418

of Medicine-Clinical Terms (SNOMED-CT) and 419

the Australian Medicines Terminology (AMT). 420

Our methodology aligns with the 10-fold cross- 421

validation framework utilized in the study by (Lim- 422

sopatham and Collier, 2016), which presents 10 423

separate training, validation, and testing divisions. 424

TwADR-L: Encompassing 5,074 expressions 425

of ADRs extracted from social media platforms, 426

the TwADR-L dataset1 aligns these expressions 427

with 2,220 concepts from the Medical Dictionary 428

for Regulatory Activities (MedDRA), spanning 18 429

semantic categories. Our approach also adheres 430

to the 10-fold cross-validation model established 431

by (Limsopatham and Collier, 2016). 432

SMM4H-17: SMM4H-172 includes 9,149 hand- 433

picked ADR expressions from Twitter posts. These 434

expressions are linked to 22,500 concepts, incorpo- 435

rating 61 semantic types from MedDRA Preferred 436

Terms (PTs). The training dataset includes 5,319 437

expressions from the publicly released set while 438

reserving the 2,500 expressions from the original 439

test set for evaluation purposes. 440

4.2 Implementation Details 441

For the Knowledge-Enhanced Retrieval, we use 442

text-embedding-3-large (OpenAI, 2024) as our Em- 443

bedding model, and we set the number of can- 444

didates as 200. The search engine tool for the 445

term expert agent is DuckDuckGo (DuckDuckGo, 446

2008), and the additional terminology knowledge 447

comes from the UMLS2023ab version (Bodenrei- 448

der, 2004). 449

For the Agents, we chose gpt-3.5-turbo- 450

1106 (OpenAI, 2023) as the basic LLM. In the 451

demonstration selection module, we chose 10 452

1https://zenodo.org/records/55013
2https://data.mendeley.com/datasets/

rxwfb3tysd/1
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Method AskPatient TwADR-L SMM4H-17

Unsupervised methods

TF-IDF 55.47 22.93 22.16
BM25 55.46 23.00 24.20
text-embedding-ada-002 (OpenAI, 2022) 64.94 35.18 45.48
text-embedding-3-large (OpenAI, 2024) 69.31 38.68 55.92
∗ text-embedding-ada-002 + KnowledgeCard 72.95 39.38 64.28
∗ text-embedding-3-large + KnowledgeCard 74.07 42.47 64.40

Supervised methods

WordCNN (Limsopatham and Collier, 2016) 81.41 44.78 -
WordGRU+Attend+TF-IDF (Tutubalina et al., 2018) 85.71 - -
BERT+TF-IDF (Miftahutdinov and Tutubalina, 2019) - - 89.64
CharCNN + Attend+MT (Niu et al., 2019) 84.65 46.46 -
CharLSTM + WordLSTM (Han et al., 2017) - - 87.20
LR + MeanEmbedding (Belousov et al., 2017) - - 87.70
BERT + BERT-rank + ST-reg (Xu et al., 2020) 87.46 47.02 88.24
∗ Ours 88.54 52.28 90.84

Table 2: Comparison of different approaches for biomedical terminology normalization. The evaluation metric is
accuracy, and the “∗” denotes our proposed approach or module.

nearest-neighbor examples for each mention. In the453

candidates grouping step, we divided the 200 can-454

didates into 4 groups by default, and in the “Top-K455

Ranking” module, we finally chose the top 10 terms456

as input candidates for the re-ranking module. The457

temperature for LLM inference is set to 0, and the458

seed is set to 42.459

4.3 Evaluation of Knowledge-Enhanced460

Retrieval461

We conducted experiments to prove the importance462

of the knowledge card for the embedding-based463

retrieval stage, and the evaluation metric is the Hit464

Rate, denoted as “HR@num”, which means the ra-465

tio of samples in which the candidates contain the466

corresponding normalized term, where “num” rep-467

resents the number of candidates to be retrieved, the468

results are displayed in the Table 1. We also com-469

pared the effect of RAG on the quality of knowl-470

edge cards in it. Additionally, in the demonstration471

selection module, as mentioned above, we used472

the same retrieval technique to select the demon-473

stration examples, and we show the corresponding474

effect in the Appendix Table A1.475

In the recall phase, the results of all three datasets476

specify that the use of both mentions and the name477

of the term, as well as the knowledge card, will re-478

sult in a higher hit rate than the use of only the name479

in general. Introducing knowledge cards enhances480

the retrieval process by incorporating additional in-481

formation and context. This additional knowledge482

helps refine the candidate set and improves the re-483

call rate, and RAG further improves performance, 484

alleviates some of the illusions, and makes the in- 485

formation on the knowledge cards more accurate. 486

Meanwhile, when we consider it as an unsuper- 487

vised term normalization method directly in the top 488

half of Table 2, we only consider the term with the 489

highest scores, and we still notice that the results af- 490

ter using the knowledge cards are much better than 491

the traditional BM25 model and TF-IDF model, as 492

well as better than just using the advanced embed- 493

ding model. 494

These improvements indicate that the introduc- 495

tion of knowledge cards can enhance the retrieval 496

process by integrating additional information and 497

context. This additional knowledge helps the em- 498

bedded vectors have more specific semantics, help- 499

ing to find terms with the same semantics. 500

However, we have also noticed the superior per- 501

formance of advanced embedding models, and it 502

can be noted that when we select a more significant 503

number of candidates (e.g., 200), the difference 504

between whether or not to use the knowledge card 505

is not so significant, suggesting that these advanced 506

models are learning richer semantics from a large 507

amount of data. In addition, in our demonstra- 508

tion selection experiments, we found that on the 509

TwADR-L and SMM4H-17 datasets, sometimes 510

the results are better without using the knowledge 511

card instead, as we will discuss in the Limitation 512

Section 6. 513
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Setting SMM4H-17

Top-K Ranking HR@10

Ours 97.36
w/o Knowledge-Enhanced Retrieval 96.20
w/ Knowledge-Enhanced Retrieval

w/o CoT Instructions 93.64
w/o Demonstration Examples 76.96
w/o Grouping 96.56
w/ Grouping

w/o Balanced Grouping 97.12
w/o Expanded Candidates 93.04

Term Selection Acc

Ours 90.84
w/o Knowledge-Enhanced Retrieval 90.64
w/ Knowledge-Enhanced Retrieval

w/o CoT Instructions 84.92
w/o Demonstration Examples 58.40
w/o Grouping 90.72
w/ Grouping

w/o Balanced Grouping 90.52
w/o Expanded Candidates 87.88
w/o Collaboration Re-ranking 89.84
w/o Ensemble(Ac/Ao/Ai) 90.76/ 90.56 /90.80

Table 3: Ablation experiments to validate the effective-
ness of individual modules, the indentation indicates the
subordination between the different settings.

4.4 Evaluation of Multi-Agent Collaboration514

Ranking515

Although we proposed a training-free terminology516

normalization framework, we still use the demon-517

stration examples from the training set to enable518

the LLM to accomplish the task through in-context519

learning. Therefore, we compare our approach to520

supervised methods using the same datasets.521

The evaluation metric of the final normalization522

result is the accuracy score, which denotes the per-523

centage of samples where the selected term is the524

correct normalized term. The bottom half of Ta-525

ble 2 presents the accuracy scores of the introduced526

methods compared to our proposed model. Mean-527

while, to study the contribution of each module to528

the final result, we conducted ablation experiments529

on the SMM4H-17 dataset, which has the most530

extensive standard terminology base and the most531

significant number of semantic types. The specific532

results are displayed in Table 3.533

Our proposed method significantly improves534

over models that have been fine-tuned on individ-535

ual datasets, which were only intended to provide536

demonstration examples for in-context learning537

without requiring parameter fine-tuning. The ab-538

lation experiments demonstrate that all of our pro-539

posed modules positively contribute to the final per-540

formance. The primary contributors are the high- 541

quality demonstrations, the specifically designed 542

CoT instructions, the expanded candidate terms 543

supplemented by the demonstration examples, and 544

the collaborative re-ranking module. It is evident 545

that supervised signals are crucial for informing the 546

LLM agents. Introducing medical persona agents 547

yields more accurate results as different agents rea- 548

son to different conclusions and can complement 549

each other. As the context lengths supported by cur- 550

rent advanced LLMs have increased and their logi- 551

cal reasoning capabilities have improved, grouping 552

and ensemble strategies have proven minor yet ef- 553

fective enhancements to the system’s robustness. 554

5 Conclusion 555

In this paper, we propose a training-free LLM- 556

based multi-agent collaboration framework for 557

biomedical normalization tasks, which incorpo- 558

rates two key components: Knowledge-Enhanced 559

Retrieval and Multi-Agent Collaboration Ranking. 560

For Knowledge-Enhanced Retrieval, to address 561

the ambiguity caused by short texts, we expand 562

mentions and terms using a terminology expert 563

agent. This agent uses a search engine tool com- 564

bined with UMLS to generate knowledge cards, 565

providing more informative vector representations 566

during retrieval. This improves the accuracy and hit 567

rate across various datasets without the additional 568

training of a supervised recall model. The agent’s 569

use of a tool follows an RAG technique to obtain 570

high-quality knowledge cards and to minimize hal- 571

lucinations 572

For Multi-Agent Collaboration Ranking, we 573

leverage the reasoning capabilities of the LLM 574

agents to rank and re-rank the candidate terms fur- 575

ther to improve performance. By using a very com- 576

prehensive and effective prompt, the terminology 577

expert agent is able to narrow down the list of can- 578

didate terms by completing the Top-K ranking task. 579

Then, we modify the prompt and introduce three 580

medical persona agents: a clinical doctor agent, 581

an outpatient doctor agent, and an internet doc- 582

tor agent. These agents collaboratively reason to 583

achieve more precise term normalization results. 584

With extensive experiments on the framework, 585

experimental results demonstrate that all our pro- 586

posed modules are effective. Remarkably, our un- 587

trained framework achieves the same level of per- 588

formance as the state-of-the-art methods. 589
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6 Limitations590

First, we observed that the knowledge cards nega-591

tively impacted the demonstration selection exper-592

iments. This was due to calculating the semantic593

similarity between mentions during example se-594

lection, which differs from the similarity between595

mentions and terms. Mentions often have slight596

character differences but are not significantly dis-597

tinct overall, especially given the high repetition598

rate of mentions in the SMM4H-17 dataset. Con-599

sequently, the knowledge cards generated by the600

terminology expert agent provide only a vague de-601

scription of the mentions or terms rather than pre-602

cise, structured knowledge, even with RAG and a603

specialized knowledge base. Future research can604

explore this interaction with LLM to distill more605

fine-grained knowledge.606

Secondly, we found that some model outputs607

failed the format check during the ranking process608

using the large model. This might indicate that the609

model could not find the current candidates’ an-610

swers. We addressed this issue by choosing a more611

relaxed temperature setting, such as 0.5, which612

might have led to incorrect answers. However, us-613

ing dynamic candidates could be a better solution.614

This also suggests that multiple rounds of inter-615

action with the LLM could further improve task616

accuracy.617

Finally, we propose a training-free multi-agent618

collaboration framework to accomplish the task,619

using advanced LLMs such as ChatGPT as agents.620

However, we cannot entirely eliminate randomness621

even with the temperature set to 0 and fixed seeds622

provided.623

References624

Akari Asai, Zeqiu Wu, Yizhong Wang, Avirup Sil, and625
Hannaneh Hajishirzi. 2023. Self-rag: Learning to626
retrieve, generate, and critique through self-reflection.627
In The Twelfth International Conference on Learning628
Representations.629

Maksim Belousov, William G Dixon, and Goran Ne-630
nadic. 2017. Using an ensemble of linear and deep631
learning models in the smm4h 2017 medical con-632
cept normalisation task. In SMM4H@ AMIA, pages633
54–58.634

Olivier Bodenreider. 2004. The unified medical lan-635
guage system (umls): integrating biomedical termi-636
nology. Nucleic acids research, 32(suppl_1):D267–637
D270.638

Tom Brown, Benjamin Mann, Nick Ryder, Melanie 639
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind 640
Neelakantan, Pranav Shyam, Girish Sastry, Amanda 641
Askell, et al. 2020. Language models are few-shot 642
learners. Advances in neural information processing 643
systems, 33:1877–1901. 644

Chi-Min Chan, Weize Chen, Yusheng Su, Jianxuan Yu, 645
Wei Xue, Shanghang Zhang, Jie Fu, and Zhiyuan Liu. 646
2023. Chateval: Towards better llm-based evaluators 647
through multi-agent debate. In The Twelfth Interna- 648
tional Conference on Learning Representations. 649

DuckDuckGo. 2008. Duckduckgo. 650

Yunfan Gao, Yun Xiong, Xinyu Gao, Kangxiang Jia, 651
Jinliu Pan, Yuxi Bi, Yi Dai, Jiawei Sun, and Haofen 652
Wang. 2023. Retrieval-augmented generation for 653
large language models: A survey. arXiv preprint 654
arXiv:2312.10997. 655

Taicheng Guo, Xiuying Chen, Yaqi Wang, Ruidi Chang, 656
Shichao Pei, Nitesh V Chawla, Olaf Wiest, and Xi- 657
angliang Zhang. 2024. Large language model based 658
multi-agents: A survey of progress and challenges. 659
arXiv preprint arXiv:2402.01680. 660

Sifei Han, Tung Tran, Anthony Rios, and Ramakanth 661
Kavuluru. 2017. Team uknlp: Detecting adrs, classi- 662
fying medication intake messages, and normalizing 663
adr mentions on twitter. In SMM4H@ AMIA, pages 664
49–53. 665

Zongcheng Ji, Qiang Wei, and Hua Xu. 2020. Bert- 666
based ranking for biomedical entity normalization. 667
AMIA Summits on Translational Science Proceedings, 668
2020:269. 669

Zongcheng Ji, Tian Xia, Mei Han, and Jing Xiao. 2021. 670
A neural transition-based joint model for disease 671
named entity recognition and normalization. In Pro- 672
ceedings of the 59th Annual Meeting of the Associa- 673
tion for Computational Linguistics and the 11th Inter- 674
national Joint Conference on Natural Language Pro- 675
cessing (Volume 1: Long Papers), pages 2819–2827, 676
Online. Association for Computational Linguistics. 677

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B 678
Brown, Benjamin Chess, Rewon Child, Scott Gray, 679
Alec Radford, Jeffrey Wu, and Dario Amodei. 2020. 680
Scaling laws for neural language models. arXiv 681
preprint arXiv:2001.08361. 682

Jacob Devlin Ming-Wei Chang Kenton and Lee Kristina 683
Toutanova. 2019. Bert: Pre-training of deep bidirec- 684
tional transformers for language understanding. In 685
Proceedings of NAACL-HLT, pages 4171–4186. 686

André Leal, Bruno Martins, and Francisco M Couto. 687
2015. Ulisboa: Recognition and normalization of 688
medical concepts. In proceedings of the 9th Interna- 689
tional Workshop on Semantic Evaluation (SemEval 690
2015), pages 406–411. 691

9

https://duckduckgo.com/
https://doi.org/10.18653/v1/2021.acl-long.219
https://doi.org/10.18653/v1/2021.acl-long.219
https://doi.org/10.18653/v1/2021.acl-long.219


Robert Leaman, Rezarta Islamaj Doğan, and Zhiy-692
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A Supplementary materials857

Algorithm 3: Algorithm of Demonstration
Selection
Input: given mention m
training dataset (d, t) ∈ D
knowledge cards Km,Kd ∈ KD

Output: k-NN demonstration examples E
of input mention m

1 foreach d,_ in D do
2 embedToVecWithKC(d,Kd) → d̂ ∈ D̂
3 end
4 embedToVecWithKC(m,Km) → m̂;
5 searchSimTrain(m,D, m̂, D̂) → E;
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Dataset De-dup NAME KC HR@1 HR@5 HR@10 HR@20 HR@50 HR@100 HR@200

AskPatient
✗

✓ ✗ 82.68 93.98 96.21 97.65 98.95 99.51 99.71
✓ ✓ 84.30 94.26 96.36 97.67 99.00 99.56 99.81

✓
✓ ✗ 70.92 89.65 93.47 95.96 98.19 99.15 99.50
✓ ✓ 73.67 90.10 93.75 96.01 98.27 99.24 99.68

TwADR-L
✗

✓ ✗ 41.20 73.70 81.87 87.83 93.11 95.79 97.93
✓ ✓ 40.06 74.47 82.72 88.30 93.04 96.10 97.63

✓
✓ ✗ 25.85 60.18 71.54 80.92 89.00 93.33 96.69
✓ ✓ 23.40 59.60 72.47 81.27 88.87 93.75 96.19

SMM4H-17
✗

✓ ✗ 89.68 94.96 96.20 97.16 97.72 97.88 98.08
✓ ✓ 89.48 94.72 96.08 96.80 97.36 97.84 98.00

✓
✓ ✗ 68.95 84.84 88.56 91.46 93.14 93.62 94.22
✓ ✓ 68.35 84.12 88.21 90.37 92.06 93.50 93.98

Table A1: The Demonstration Selection experiment, where “De-dup” denotes deduplication, meaning that I remove
samples in the test set that duplicate mentions in the training set, “NAME” denotes the names of mentions and terms
used in retrieval, “KC” denotes the knowledge cards (with RAG) used in retrieval, “HR@num” denotes the hit rate
of the terms of examples containing the standard term corresponding to the input mention, and “num” denotes the
number of examples recalled.

system:
You are a Terminology Expert Agent, assisting in the management and standardization of terminology across various fields. They help 
ensure consistency and accuracy in the use of terms by analyzing data, researching terminology usage, and coordinating with subject 
matter experts. This role involves the creation and maintenance of glossaries, dictionaries, and knowledge bases to support clear and 
effective communication. 

user:
You are asked to play the role of a doctor and you need to help me with a knowledge card generation task based on your medical 
knowledge.
For knowledge Card Generation, please recognize the medical terms in the input (e.g., disease, symptom, procedure, medication) and 
generate a knowledge card for them.
Please decide on the content of the knowledge card based on your medical knowledge, but it must include definitional descriptions and 
I will give you some references for common terminology type content. Knowledge card content needs to be exported item by item.

Knowledge Card Content Dimension Reference:
Disease diagnosis terms can contain dimensions such as definition description, etiology, pathology, site, disease type, and clinical 
manifestations (e.g., symptoms, characteristics, classification, gender, age, acute chronic, onset time).
Symptom terms may contain dimensions such as definition description, cause, classification, site, characteristics, and associated 
diseases.
Surgical operation terms may contain dimensions such as definition description, surgical technique, target site, surgical approach, and 
nature of the surgical condition, etc.
Medicine terms can contain dimensions such as definition description, active ingredient, content specification, dosage form, etc.

Requirements:
1. be as detailed as possible, consistent with medical knowledge, not made up, unrecognized term types and dimensions need not be 
output.
2. do not refuse to answer, output relevant medical knowledge as much as possible.
3. indicate the type of terminology, if possible
4. do not engage in explanations and politeness.
5. do not make additional summaries.

Input:
{term}

Knowledge Card:

Figure A1: The specific prompt for knowledge card generation, used in the knowledge distillation step of the
Knowledge-Enhanced Retrieval.
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system:
You are a Terminology Expert Agent, assisting in the management and standardization of terminology across various fields. They help 
ensure consistency and accuracy in the use of terms by analyzing data, researching terminology usage, and coordinating with subject 
matter experts. This role involves the creation and maintenance of glossaries, dictionaries, and knowledge bases to support clear and 
effective communication. You are asked to rank the input terms based on their semantic similarity to the meaning of the input mention. 
The more semantically similar, the higher the ranking. Note that mentions are often written in an informal way and terms are written in 
a relatively formal way. 

user:
I will provide you with several candidate terms, your task is to output the most relevant topk terms after your ranking, in this task k is 
set to 10.

I have also provided some examples of mention with its corresponding standard term annotated by experts and some special cases.
[Example]:
{example}

[Two Special Cases]:
1. If the mention input is the same as a term, this term should be put at the top of the ranking topk_list.
2. If the mention in the examples are the same as the input mention, the corresponding term in the example should be put at the top of 
the ranking topk_list.

Follow the steps below for step-by-step reasoning:
1. Summarize the correspondence between mentions and terms from examples as the ranking reference.
2. Analyze the meaning of the input mention or the state it describes.
3. Give the basis for this ranking.
4. Rank the candidate list and select the topk terms according to the task objectives.
5. Final check: Determine if there are any special cases I mentioned before, if so, correct the ranking result.

Please follow the above reasoning steps for the task input and then output the reasoning process and and the selected topk terms in the 
follow JSON format::
{
"reasoning_process": 1.xxx, 2.xxx, ...,
"topk_list": [term1,term2,...] ,
}

[Task Input]:
mention:
{mention}

List of candidate terms:
{cand}

[Task Output]:

Figure A2: The specific prompt for “Top-K Ranking” task.
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system:
p You are a Clinical Doctor Agent, assisting in managing patient diagnoses and treatment processes. You may handle data analysis, 

medical records management, and patient follow-ups, ensuring that the clinician can focus on delivering high-quality healthcare.
p You are an Outpatient Doctor Agent, helping manage daily outpatient operations, including appointment scheduling, patient 

reception, and basic medical examinations. You ensure that the outpatient process runs smoothly, allowing the doctor to efficiently 
see more patients.

p You are an Agent of Internet Doctor, supporting online healthcare services by assisting with remote consultations, patient inquiries, 
and health management. You may also help schedule virtual meetings, manage online patient records, and provide technical support.

You are asked to rank the input terms based on their semantic similarity to the meaning of the input mention. The more semantically 
similar, the higher the ranking. Note that mentions are often written in an informal way and terms are written in a relatively formal way. 

user:
I will provide you with several candidates, your task is to find the term that is closest to its meaning or to the state it describes for the 
input mention as its standard term from the input candidates, and then re-rank candidate list according to the task objectives.

I have also provided some examples of mention with its corresponding standard term annotated by experts and some special cases.
[Example]:
{example}

[Three Special cases]:
1. If the mention input is exactly the same as one term, this term should be put at the top of the ranking result list.
2. If the mention in the examples is exactly the same as the input mention, the corresponding term in the example should be put at the 
top of the ranking result list.
3. If more than one standard terms are selected the annotation preferences and habits of the experts should be considered in ranking.

Follow the steps below to reason about the task input step by step, giving details of the process at each step::
1. Summarize the correspondence between mentions and terms and the annotation preferences and habits of experts from examples as 
the ranking reference.
2. Analyze the meaning of the input mention or the state it describes.
3. Give the basis for this ranking.
4. Rank the selected terms according to the task objectives.
5. Final check: Determine if there are any special cases I mentioned before, if so, correct the ranking result.

Please follow the above reasoning steps for the task input and then output the reasoning process and ranking result in format as follows, 
note that the ranking result is in JSON format::
{
"reasoning_process": 1.xxx, 2.xxx, ...,
"ranking_result": [term1, term2, …]
}

[Task Input]:
mention:
{mention}

List of candidate terms:
{cand}

[Task Output]:

Figure A3: The specific prompt for “Collaboration Re-ranking” module.
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