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Abstract

Large Language Models (LLMs) exhibit ad-001
vanced proficiency in language reasoning and002
comprehension across a wide array of lan-003
guages. While their performance is notably004
robust in well-resourced languages, the capa-005
bilities of LLMs in low-resource languages,006
such as Bahasa Malaysia (hereinafter referred007
to as Malay), remain less explored due to a008
scarcity of dedicated studies and benchmarks.009
To enhance our understanding of LLMs’ perfor-010
mance in Malay, we introduce the first multi-011
task language understanding benchmark specif-012
ically for this language, named MalayMMLU.013
This benchmark comprises 24,213 questions014
spanning both primary (Year 1-6) and sec-015
ondary (Form 1-5) education levels in Malaysia,016
encompassing 5 broad topics that further divide017
into 22 subjects. We conducted an empirical018
evaluation of 18 LLMs, assessing their profi-019
ciency in both Malay and the nuanced contexts020
of Malaysian culture using this benchmark. We021
will release the MalayMMLU benchmark and022
the corresponding code publicly upon paper023
acceptance.024

1 Introduction025

Large Language Models (LLMs) like GPT-4 (Ope-026

nAI et al., 2024), LLaMA (Touvron et al., 2023),027

and Mistral (Jiang et al., 2023) are renowned for028

their proficiency in various benchmarks related029

to language understanding (Wang et al., 2018;030

Hendrycks et al., 2021) and question answer-031

ing (Rajpurkar et al., 2018; Talmor et al., 2019).032

These models excel in fields such as science, hu-033

manities, business, and mathematics due to their034

training on multilingual datasets predominantly035

comprising well-resourced languages like English036

and Chinese. However, their performance in low-037

resource languages, such as Bahasa Malaysia (here-038

after referred to as Malay), which is widely used in039

Malaysia, has been inadequate (see Table 4).040
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Figure 1: Data distribution by education level and topics
in MalayMMLU benchmark. MalayMMLU contains
22 subjects that are categorized into topics such as Lan-
guage (Lang.), Humanities (Hum.), STEM, Social Sci-
ence (Social) and Others.

Despite ongoing research into multilingual 041

LLMs, there remains a significant gap in sys- 042

tematic and comprehensive benchmarks for low- 043

resource languages comparable to the Multitask 044

Machine Learning Understanding (MMLU) frame- 045

work. This gap impedes the evaluation of LLMs’ 046

reasoning capabilities in these languages. 047

For instance, the SeaLLMs initiative (Nguyen 048

et al., 2023) is designed to boost the multilingual 049

capabilities of LLMs across Southeast Asia, focus- 050

ing on languages such as Indonesian, Thai, Viet- 051

namese, English, and Chinese. However, the ini- 052

tiative’s training corpus comprises less than 2% 053

Malay content, significantly ten times less than that 054

for Indonesian. Furthermore, its evaluation plat- 055

form, SeaBench, contains fewer than 100 Malay 056

language questions, suggesting that the initiative 057

may not provide a comprehensive assessment of 058

Malay language capabilities. 059

Similarly, the IndoMMLU project (Koto et al., 060

2023) has advanced the evaluation of LLMs in In- 061
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Education Level Topic Count
Language 4684
Humanities 1721

Primary Social science 1078
Others 426
STEM 224
Social science 5840
Others 3743

Secondary Humanities 2674
STEM 2219
Language 1604

Total 24,213

Table 1: Data distribution by education level and topics
in MalayMMLU benchmark.

donesian and other regional languages, including062

Madurese, Makassarese, and Balinese. This com-063

prehensive evaluation has demonstrated that even064

sophisticated models like GPT-3.5 encounter dif-065

ficulties with high school-level examinations in066

these specific linguistic and cultural contexts, em-067

phasizing the substantial challenges LLMs face in068

adapting to local nuances.069

Given that Malay is the official language of070

Malaysia and is spoken by over 30 million peo-071

ple, it is crucial yet underexplored in linguistic072

research. Prior initiatives, including SeaLLMs and073

Sailor (Dou et al., 2024), have attempted to inte-074

grate Malay into their datasets, but the proportion075

of Malay data remains below 5%.076

To address this research deficiency, we intro-077

duce MalayMMLU, a benchmark consisting of078

24,213 multiple-choice questions from primary to079

secondary education levels in Malaysia, covering080

five topics subdivided into 22 subjects. This bench-081

mark aims to rigorously assess the proficiency of082

LLMs in Malay language (please refer to Figure 1083

and Table 1).084

Our contributions are as follows:085

• We introduce MalayMMLU, the first ded-086

icated benchmark for the Malay language,087

featuring 24,213 questions across five topics088

and 22 subjects at different educational levels.089

This novel benchmark enables detailed assess-090

ments of language understanding in Malay.091

• Our empirical evaluation of 18 LLMs high-092

lights GPT-4 outperforms others by approxi-093

mately 13% and shows the advantages of re-094

gional dataset training (refer Table 4).095

• We analyze how question length, number of096

options, and educational levels impact LLM097

performance, noting a decline in accuracy as 098

these factors increase. This provides insights 099

into LLM scalability and task complexity han- 100

dling (refer Section 5.2.) 101

• By comparing LLMs on Malay and Indone- 102

sian (two closely related languages1), we ex- 103

amine the effects of lexical similarities and 104

cultural nuances on model effectiveness, en- 105

riching our understanding of language model 106

training across very similar languages (refer 107

Table 7). 108

2 Related works 109

Evaluation benchmarks. LLMs are acclaimed 110

for their human-like proficiency in language un- 111

derstanding and reasoning (OpenAI et al., 2024; 112

Touvron et al., 2023; Jiang et al., 2023). As these 113

models advance, systematic evaluations of their 114

linguistic capabilities are increasingly essential. 115

Benchmarks such as GLUE (Wang et al., 2018) 116

and SQuAD (Rajpurkar et al., 2016) have tradition- 117

ally assessed language models’ (LMs) abilities in 118

natural language understanding (NLU) and ques- 119

tion answering (QA), respectively. 120

With the continuous improvement of LMs, mod- 121

els have excelled in these benchmarks, creating 122

a demand for more challenging and comprehen- 123

sive evaluations. XGLUE (Liang et al., 2020) and 124

XTREME-R (Ruder et al., 2021) introduced multi- 125

lingual benchmarks to evaluate LMs’ cross-lingual 126

capabilities. While these benchmarks are invalu- 127

able for assessing language performance across 128

languages, they do not thoroughly test LMs on 129

broader aspects such as world knowledge, common- 130

sense reasoning, mathematics, and coding. Recent 131

benchmarks like MMLU (Hendrycks et al., 2021), 132

CommonsenseQA (Talmor et al., 2019), Trivi- 133

aQA (Joshi et al., 2017), GSM8K (Cobbe et al., 134

2021), and HumanEval (Chen et al., 2021) pro- 135

vide more comprehensive evaluations across these 136

various domains. However, these evaluations are 137

predominantly in English, leading to a gap in un- 138

derstanding LLMs’ capabilities in other languages. 139

For example, IndoMMLU (Koto et al., 2023) re- 140

vealed that while LLMs perform adequately on 141

English-based MMLU (Hendrycks et al., 2021), 142

their performance significantly declines when as- 143

sessed in Indonesian. 144

1Malay and Indonesian are mutually intelligible, with dif-
ferences mainly in vocabulary, pronunciation and spelling.
Please check http://alturl.com/2wfh9 for more details.
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Low-Resource Languages. Low-resource lan-145

guages, characterized by a scarcity of available146

datasets, pose unique challenges for LLM devel-147

opment. English dominates online content, com-148

prising about 50% of web content2. In contrast,149

Southeast Asian languages such as Indonesian and150

Vietnamese represent only around 1% of web con-151

tent. Malay, even less prevalent, accounts for a152

mere 0.1%, ten times less than Indonesian.153

Although initiatives like SeaLLMs (Nguyen154

et al., 2023) and Sailor (Dou et al., 2024) have155

made strides in incorporating Malay into their pre-156

training datasets, these efforts are limited, with only157

about 1% and 4% Malay content, respectively. Con-158

sequently, the evaluations of LLMs in Malay are159

constrained, and comprehensive linguistic datasets160

in Malay are extremely scarce. This paucity hin-161

ders a thorough assessment of LLMs’ performance162

in the Malay language.163

Language Similarity. Malay and Indonesian share164

a high degree of lexical similarity, approximately165

90% (Omar, 2001). Studies by Ranaivo-Malancon166

and Lin et al. highlighted the existence of numer-167

ous identical words with differing meanings in both168

languages. Despite these similarities, the impact169

on LLM performance remains largely unexplored.170

Understanding how these linguistic similarities af-171

fect LLMs’ handling of low-resource languages172

like Malay and Indonesian is crucial, yet remains173

an under-investigated area of research.174

As a summary, these insights underscore the crit-175

ical necessity of establishing comprehensive bench-176

marks like MalayMMLU to rigorously evaluate177

LLMs in low-resource languages.178

3 Bahasa Malaysia: National Language179

Context and Usage Overview180

Malay, the national language of Malaysia, remains181

significantly underexplored in computational lin-182

guistics and natural language processing research.183

Known as Bahasa Malaysia in official contexts,184

Malay serves as the primary medium for govern-185

ment announcements, documents, and official com-186

munications across Malaysia. This extensive usage187

underscores its central role in Malaysian public life188

and governance.189

In the educational system, Malay is a mandatory190

subject from primary through secondary school.191

The Malaysian education system mandates profi-192

ciency in Malay, requiring students to pass Malay193

2http://alturl.com/tcwg4

language examinations to progress to tertiary edu- 194

cation levels3. This requirement reflects Malay’s 195

crucial role in academic and professional advance- 196

ment within Malaysia. 197

Furthermore, the Bahasa Malaysia curriculum 198

encompasses a wide range of subjects, ensuring 199

that students gain a deep and comprehensive under- 200

standing of the language. According to the Ministry 201

of Education Malaysia4, the curriculum is designed 202

not only to promote linguistic proficiency but also 203

to instill a deep appreciation for Malay literature, 204

culture, and heritage. The language’s prominence 205

extends to various national examinations, including 206

the Sijil Pelajaran Malaysia (SPM) and Pentaksiran 207

Tingkatan 3 (PT3), which are critical milestones 208

for Malaysian students. 209

Malay’s status as a national language also trans- 210

lates into its usage in legal documents, media, and 211

public signage, reinforcing its pervasive influence 212

in everyday life. Despite its wide use and cultural 213

significance, Malay has received limited attention 214

in the development and evaluation of LLMs. As 215

such, there is a pressing need for more dedicated 216

research and resources to enhance the capabilities 217

of LLMs in understanding and processing Malay, 218

particularly in low-resource contexts. 219

4 MalayMMLU 220

Motivated by the scarcity of datasets in Malay, 221

we propose MalayMMLU, a benchmark that com- 222

prises Malay-language questions contextualized 223

for Malaysia, covering various education levels 224

and subjects. Following the format of the English 225

MMLU, we curated this dataset in alignment with 226

the local educational curriculum. 227

The Malaysian curriculum is divided into two 228

phases: (i) primary school level and (ii) secondary 229

school level. The primary school level spans ages 7 230

to 12, while the secondary school level covers ages 231

13 to 17. For each level, we prepared the dataset in 232

accordance with the standard curriculum set by the 233

Ministry of Education, Malaysia5. 234

By aligning the MalayMMLU with educational 235

standards, we aim to establish a comprehensive 236

benchmark for assessing LLMs’ capabilities in un- 237

derstanding and processing the Malay language 238

across various educational levels. This thorough 239

3https://blog.mytutor.my/halatuju-pendidikan-spm-vs-
igcse

4Website: https://www.moe.gov.my/
5Links to the curriculum: Primary school level and Sec-

ondary school level
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Mathematics (Form 4) 

Diberi set M = 
{2,3,4,5,6,7,8,9,10}. Satu 
nombor dipilih secara rawak 
daripada set itu.Cari 
kebarangkalian bahawa nombor 
yang terpilih itu ialah faktor bagi 
32 
A. 1/3 
B. 2/3 
C. 2/9 
D. 4/9 

Given a set M = 
{2,3,4,5,6,7,8,9,10}.  
A number is chosen at random 
from the set. Find the probability 
that the chosen number is a factor 
of 32 
A. 1/3 
B. 2/3 
C. 2/9 
D. 4/9 

Chemistry (Form 4) 

Larutan akueus sesuatu elektrolit 
mengandungi: 
* Anion dan kation elektrolit. 
* Ion hidrogen dan ion 
hidroksida daripada penceraian 
molekul air. 
Hanya satu kation dan satu anion 
yang akan dipilih untuk 
dinyahcas pada setiap elektrod. 
Antara faktor yang berikut,yang 
manakah mempengaruhi 
pemilihan ion untuk dinyahcas? 
I Kedudukan ion dalam siri 
elektrokimia. 
II Kepekatan ion di dalam 
elektrolit. 
III Isipadu elektrolit dalam sel 
elektrolisis. 
IV Kuantiti arus yang mengalir 
melalui elektrod. 
A. I dan II sahaja 
B. I dan IV sahaja 
C. II dan III sahaja 
D. II dan IV sahaja 

An aqueous solution of an 
electrolyte contains: 
* Electrolyte anions and cations. 
* Hydrogen ions and hydroxide 
ions from the dissociation of water 
molecules. 
Only one cation and one anion will 
be selected to be discharged at 
each electrode. Which of the 
following factors affects the 
selection of ions to be discharged? 
I The position of ions in the 
electrochemical series. 
II Concentration of ions in the 
electrolyte. 
III The volume of the electrolyte in 
the electrolysis cell. 
IV The quantity of current flowing 
through the electrodes. 
A. I and II only 
B. I and IV only 
C. II and III only 
D. II and IV only 

 

Figure 2: Sample questions in Malay (left) and their
English translation (right). The correct answer is bolded.

evaluation is designed to contextualize LLM per-240

formance within the Malaysian educational frame-241

work, systematically testing these models against242

locally relevant curriculum and exam-style ques-243

tions. Additionally, this benchmark enables re-244

searchers to pinpoint specific weaknesses of LLMs245

in the Malaysian context, underscoring the impor-246

tance of developing models that are attuned to local247

nuances to better serve the Malaysian community.248

This targeted approach not only enhances model249

accuracy but also fosters LLMs that are more cul-250

turally and contextually relevant.251

4.1 Data Preparation252

We collected the dataset through an online learn-253

ing platform widely adopted by most primary and254

secondary schools in Malaysia. On this platform,255

teachers can voluntarily upload practice exam ques-256

tions they have created, along with the correspond-257

ing answers, and specify the education level.258

The platform allows for various modes of ques-259

tions, enabling teachers to include images, videos,260

and audio references. However, for the purpose261

of our benchmark, which focuses on unimodal,262

text-based evaluation, we excluded all questions263

containing images, videos, and audio. This ensures264

that our dataset remains consistent and suitable for265

Category Subjects

STEM Computer Science (Secondary),
Biology (Secondary), Chemistry
(Secondary), Computer Literacy
(Secondary), Mathematics (Primary,
Secondary), Additional Mathematics
(Secondary), Design and Technology
(Primary, Secondary), Core Science
(Primary, Secondary), Information and
Communication Technology (Primary),
Automotive Technology (Secondary)

Language Malay Language (Primary, Secondary)

Social science Geography (Secondary), Local Studies
(Primary), History (Primary,
Secondary)

Others Life Skills (Primary, Secondary),
Principles of Accounting (Secondary),
Economics (Secondary), Business
(Secondary), Agriculture (Secondary)

Humanities Quran and Sunnah (Secondary), Islam
(Primary, Secondary), Sports Science
Knowledge (Secondary)

Table 2: Fine-grained subjects by Category and Level.
All subjects are labeled according to their respective
education levels.

text-based analysis. 266

4.2 Data Cleaning and Standardization 267

To ensure our dataset quality, we implemented a 268

data cleaning pipeline designed to standardize the 269

dataset. The pipeline is designed as follows: 270

• Discard all questions with non-text contents 271

such as images, videos, and audio. 272

• Exclude questions containing non-Latin char- 273

acters, such as Arabic and Jawi, to focus on 274

Malay content. 275

• Remove questions that do not provide options 276

and corresponding answers. 277

• Filter out questions with external URLs. 278

• Strip HTML tags and irrelevant symbolic char- 279

acters from the text. 280

• For questions lacking alphabetical options, 281

generate them as necessary. 282

• Apply a deduplication algorithm using string 283

matching to eliminate redundant questions, 284

identifying and removing those with similarity 285

above 85%. 286

After implementing the aforementioned pipeline, 287

we conducted random sampling and manual ver- 288

ification of the processed questions. This pro- 289

cess yielded a total of 24,213 questions for 290

MalayMMLU spanning 22 subjects. Subsequently, 291
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we categorized these subjects according to the pre-292

defined topics in MMLU (refer Figure 1).293

4.3 Data Distribution294

We first visualize the distribution of MalayMMLU295

according to the subjects and education levels, or-296

ganized according to the MMLU format, as shown297

in Figure 1. We then present the exact count of298

each subject in Table 1. The dataset encompasses299

categories such as “Humanities”, “Social Science”,300

“Science, Technology, Engineering, and Mathemat-301

ics” (STEM), “Others”, and an additional category302

for “Language”. Each category is further subdi-303

vided into detailed subjects, as depicted in Table 2,304

and their detailed descriptions are provided in Ta-305

ble 8 (see Appendix). We also depict sample ques-306

tions and their corresponding English translations307

in Figure 2, where the correct answers are bolded.308

Question length. In Table 3, we present the aver-309

age length of questions across various topics and310

education levels. The data reveal a trend of increas-311

ing question length as educational levels progress,312

implying an enhancement in students’ language313

comprehension with higher educational attainment.314

This suggests a correlation between the complexity315

of language use and the educational level.316

Fine-grained subjects. In Table 8 (see Appendix),317

we illustrate the detailed distribution of subject-318

specific data. Each subject encompasses a mini-319

mum of 96 questions, providing a robust dataset to320

thoroughly assess the performance of LLMs within321

the context of Malaysia’s standardized curriculum322

at both primary and secondary educational levels.323

5 Experiments324

5.1 Experimental Setup325

We conduct a comprehensive study across cur-326

rent state-of-the-art models6, under both zero-327

shot and few-shot settings. We study a total328

of 18 LLMs, including both open-source and329

close-sourced models. For open-source models,330

we include LLaMA (Touvron et al., 2023), Mis-331

tral (Jiang et al., 2023), SeaLLMs (Nguyen et al.,332

2023), Sailor (Dou et al., 2024), Phi (Abdin et al.,333

2024), Qwen (Bai et al., 2023), Gemma (Team334

et al., 2024), Komodo (Owen et al., 2024) and335

MaLLaM (Zolkepli et al., 2024); meanwhile for336

close-sourced models, we study both GPT-3.5,337

GPT-4 (OpenAI et al., 2024). For GPT-3.5338

and GPT-4, we utilize gpt-3.5-turbo-0125 and339

6As of June 2024.

Group Question Answer

Primary school 107.69 13.71
Secondary school 144.73 18.37

STEM 142.78 17.55
Social science 150.78 19.01
Humanities 106.48 15.11
Language 116.47 13.64
Other 146.54 19.28

Table 3: Average question and answer length (in char-
acters) for each education group and subject area. We
observe the secondary school level has a longer question
and answer length compared to the primary school level.

gpt-4-turbo-2024-04-09 respectively. Among 340

these models, SeaLLMs and Sailor are finetuned 341

with multiple SEA languages dataset, while Ko- 342

modo is finetuned solely on Indonesian languages 343

and MaLLaM is finetuned on Malaysian languages 344

which includes Malay, Chinese, English and Tamil. 345

We include the artifacts of the evaluated models in 346

Table 17 (Appendix). 347

Accuracy. For open-source models, we calculate 348

their first token and full answer accuracy, follow- 349

ing the implementation of IndoMMLU. For closed- 350

source models, we employ string matching to cal- 351

culate its first token and full answer accuracy. 352

Prompt. For MalayMMLU, we employ the prompt 353

template: “Berikut adalah soalan aneka pilihan 354

tentang [SUBJECT]. Sila berikan jawapan sa- 355

haja.”, followed by the question and options. Our 356

prompt template translates into “The following is 357

a multiple choice question for [SUBJECT]. Please 358

provide the answer only.” For IndoMMLU, we 359

reuse their prompt template. 360

5.2 Results 361

We report the zero-shot results of 18 LLMs on 362

MalayMMLU, as depicted in Table 4. We calculate 363

their first token accuracy, according to the topics, 364

regardless of the education levels. The full answer 365

accuracy is included in Table 9 (see Appendix). 366

Best performer. From Table 4, it is evident that 367

GPT-4 achieved the highest first token accuracy, 368

establishing it as the leading LLM for the Malay 369

language. Among the open-source LLMs, Sailor- 370

7B recorded the highest average scores, surpass- 371

ing LLaMA-3-8B. This indicates that Sailor-7B, 372

despite having a smaller model size compared to 373

some peers, effectively captures and processes the 374

linguistic features essential for understanding and 375
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Model Language Humanities STEM Social Science Others Average
Acc. Acc. Acc. Acc. Acc. Acc.

GPT-4 82.90 83.91 78.80 77.29 77.33 80.11
GPT-3.5 69.62 71.01 67.17 66.70 63.73 67.78
LLaMA-3 (8B) 63.93 66.21 62.26 62.97 61.38 63.46
LLaMA-2 (13B) 45.58 50.72 44.13 44.55 40.87 45.26
LLaMA-2 (7B) 47.47 52.74 48.71 50.72 48.19 49.61
Mistral-v0.3 (7B) 56.97 59.29 57.14 58.28 56.56 57.71
Mistral-v0.2 (7B) 56.23 59.86 57.10 56.65 55.22 56.92
Sailor† (7B) 74.54 68.62 62.79 64.69 63.61 67.58
SeaLLM-v2.5† (7B) 69.75 67.94 65.29 62.66 63.61 65.89
Phi-3 (14B) 60.07 58.89 60.91 58.73 55.24 58.72
Phi-3 (3.8B) 52.24 55.52 54.81 53.70 51.74 53.43
Qwen-1.5 (7B) 60.13 59.14 58.62 54.26 54.67 57.18
Qwen-1.5 (4B) 48.39 52.01 51.37 50.00 49.10 49.93
Qwen-1.5 (1.8B) 42.70 43.37 43.68 43.12 44.42 43.34
Gemma (7B) 45.53 50.92 46.13 47.33 46.27 47.21
Gemma (2B) 46.50 51.15 49.20 48.06 48.79 48.46
Komodo† (7B) 43.62 45.53 39.34 39.75 39.48 41.72
MaLLaM-v2† (5B) 42.56 46.42 42.16 40.81 38.81 42.07

Table 4: Zero-shot results of various LLMs on MalayMMLU. We report the first token accuracies of the LLMs.
Highest scores are bolded and second highest scores are underlined. † denotes LLMs finetuned with SEA datasets.

generating Malay language content.376

LLMs finetuned with SEA datasets. Our analysis377

reveals that LLMs finetuned with Southeast Asian378

(SEA) datasets, such as Sailor and SeaLLMs ex-379

hibit enhanced performance in Language subjects,380

which coheres with the findings of (Koto et al.,381

2023). However, their performance in other top-382

ics is comparable to that of LLaMA-3-8B, which383

has not been finetuned with SEA datasets. This384

suggests that regional finetuning primarily boosts385

language processing capabilities, possibly due to386

better handling of regional linguistic nuances.387

Additionally, our observations indicate that Ko-388

modo, which is finetuned exclusively on an Indone-389

sian dataset, and MaLLaM, finetuned on a diverse390

dataset including Malay, Chinese, English, and391

Tamil, underperforms on the MalayMMLU dataset.392

This highlights potential areas for improvement,393

particularly in optimizing these models for broader394

linguistic adaptability and comprehension. The395

discrepancy in performance could stem from insuf-396

ficient representation of Malay linguistic features397

in training datasets, suggesting the need for more398

balanced and comprehensive data inclusions.399

Accuracies across Education Levels. In Figure 3,400

we present the performance of various LLMs seg-401

mented by educational levels, where levels 1-6 cor-402

respond to primary school (Year 1-6) and levels 7-403

11 pertain to secondary school (Form 1-5). We ob-404

1 2 3 4 5 6 7 8 9 10 11
Education level

55

60

65

70

75

80

85

Ac
cu

ra
cy

 (%
)

GPT-4
GPT-3.5

LLaMA-3 (8B)
Sailor (7B)

SeaLLM-v2.5 (7B)
Mistral-v0.3 (7B)

Figure 3: Accuracy of LLMs on MalayMMLU across
different education level. Level 1-6 refer to primary
school level (Year 1-6), while level 7-11 refer to sec-
ondary school level (Form 1-5). The education of 1 to
6 belong to primary school and level 7 to 11 belong to
secondary school.

serve a notable decline in the accuracies of LLMs 405

as the educational level increases from Year 1 to 406

Form 5. This suggests an increase in the complex- 407

ity and difficulty of questions at higher educational 408

levels. 409

We hypothesize that this decrease in accuracy is 410

indicative of the heightened cognitive and linguis- 411

tic demands of questions designed for higher-level 412

students, which may challenge the current capa- 413

bilities of LLMs. These findings underscore the 414

need for targeted improvements in model training, 415

particularly in enhancing comprehension and pro- 416
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2 3 4 5
Number of options

40

50

60

70

80
Ac

cu
ra

cy
 (%

)

GPT-4
GPT-3.5

LLaMA-3 (8B)
Sailor (7B)

SeaLLM-v2.5 (7B)
Mistral-v0.3 (7B)

Figure 4: Accuracy of LLMs across different number of
options. We observe that LLMs’ performances generally
decrease as the number of options increases.

Model Correlation
GPT-4 -0.3331
GPT-3.5 -0.5339
LLaMA-3 (8B) -0.5776
Sailor (7B) -0.4813
SeaLLM-v2.5 (7B) -0.4842
Mistral-v0.3 (7B) -0.6522

Table 5: Correlation between first token accuracies and
question lengths (number of characters) of LLMs.

cessing abilities for complex educational content.417

This analysis could serve as a foundation for further418

research into the adaptation of language models to419

educational contexts, focusing on the scalability of420

model effectiveness across varying levels of aca-421

demic complexity.422

Accuracies across Number of Options. We report423

the accuracies of LLMs over different number of424

options in MalayMMLU, as depicted in Figure 4.425

We observe that as the number of option increases,426

the accuracies of the LLMs decreases, which sug-427

gest that questions with more options are more428

difficult to LLMs. We hypothesize this is due to as429

number of options increases, selecting the correct430

options requires a better and more thorough cog-431

nitive capability, hence poses more challenges to432

LLMs.433

Accuracies across Question Lengths. We report434

the Pearson correlation coefficient between LLMs’435

accuracy and question length in Table 5. We ob-436

serve negative correlations across all models be-437

tween their accuracies and the length of questions,438

suggesting that as the questions are longer, LLMs439

are experiencing difficulties in answering the ques-440

tions correctly. We conjecture that stronger models441

have lower correlations due to their consistent per-442

formances across different question lengths.443

5.3 Analysis 444

Confidence on Difficult Questions. We conduct a 445

quantitative analysis to assess the challenges posed 446

by the MalayMMLU questions to LLMs. We define 447

question difficulty using three criteria: (i) question 448

length, (ii) education levels, and (iii) number of 449

options. To explore these dimensions, we calcu- 450

late correlations between LLMs’ confidence scores 451

and their correct, incorrect, and overall predictions 452

across the dataset. 453

Our findings, as documented in Table 6, reveal 454

a negative correlation between LLMs’ confidence 455

score between (i) question length, (ii) education 456

levels and (iii) number of options. A negative cor- 457

relation between question length and LLMs’ con- 458

fidence scores indicates that longer questions typi- 459

cally result in lower confidence in predictions. This 460

trend suggests that increased textual complexity 461

and information load may challenge the models’ 462

processing capabilities. 463

Further analysis in Table 6 indicates similar 464

trends for education levels and number of options. 465

With the increase in educational level and number 466

of options, LLMs exhibit lower confidence scores. 467

These results highlight that higher educational con- 468

tent complexity and increased decision-making de- 469

mands (as indicated by more options) exacerbate 470

the difficulty for LLMs. 471

These observations collectively suggest that fac- 472

tors such as question length, education level, and 473

choice complexity are critical in determining the 474

challenge level of questions for LLMs, thereby im- 475

pacting their prediction confidence. Such insights 476

underscore the importance of considering these 477

variables in the design and training of models for 478

educational content. 479

Few-Shot performance. In Figure 5, we illustrate 480

the few-shot learning results for various LLMs us- 481

ing the MalayMMLU dataset. For each instance, 482

we select examples that are specific to the subject 483

matter of the question being addressed. For in- 484

stance, only biology-related prompts are used for 485

biology questions. Notably, the addition of few- 486

shot examples does not appear to enhance the mod- 487

els’ predictive capabilities. This finding aligns with 488

those reported in CMMLU (Li et al., 2023), where 489

few-shot prompts were found to be minimally ben- 490

eficial for instruction-tuned LLMs. 491

This observation suggests a potential limita- 492

tion in the adaptability of current instruction-tuned 493

LLMs when faced with context-specific tasks in a 494
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Model Question Length Education Level No. of Options
Correct Wrong All Correct Wrong All Correct Wrong All

SeaLLM-v2.5 (7B) 0.0462 -0.0364 -0.0010 -0.1051 -0.0521 -0.1069 0.1024 -0.0149 0.0250
LLaMA-3 (8B) -0.0460 -0.0933 -0.0905 -0.0773 -0.0498 -0.0872 -0.0887 -0.2193 -0.1771
Sailor (7B) -0.2038 -0.2560 -0.2450 -0.1030 -0.0473 -0.1168 -0.1817 -0.3767 -0.2779
Mistral-v0.3 (7B) -0.1302 -0.1702 -0.1701 -0.0369 -0.0426 -0.0528 -0.1846 -0.2666 -0.2564

Table 6: Correlation between LLMs’ confidence and (i) question length, (ii) education level and (iii) number of
options. Generally, we observe negative correlations between LLMs’ confidence and all three factors.

Detected Malay Detected Indonesian Others

Model
Split

45.98% 53.53% 0.48%

GPT-4 79.38 80.74 80.34
GPT-3.5 67.07 68.40 65.81
LLaMA-3 (8B) 63.33 63.66 54.70
Sailor (7B) 66.00 69.00 61.54
SeaLLM-v2.5 (7B) 65.33 66.46 55.56
Mistral-v0.3 (7B) 57.63 57.82 53.85

Table 7: Malay vs Indonesian Language: First token
accuracies of various LLMs on MalayMMLU, splitted
by detected language using fastText classifier.

few-shot setting. Such results highlight the need495

for further refinement in the training processes496

or model architectures to better leverage few-shot497

learning for specialized content.498

Language Similarity. In Table 7, we present the499

results of applying the fastText classifier (Joulin500

et al., 2017) to the MalayMMLU dataset. No-501

tably, approximately 50% of the questions in502

MalayMMLU are classified as Indonesian. Kar-503

garan et al. (2023) have indicated that current lan-504

guage identification classifiers may suffer from con-505

tamination between data from higher-resource and506

lower-resource languages and face challenges in507

distinguishing closely related languages. Our find-508

ings affirm this perspective, underscoring the ur-509

gent need for enhanced research in language iden-510

tification for closely related languages, such as511

Malay and Indonesian.512

Further, we categorized the MalayMMLU data513

based on the fastText classifier’s detections into514

Malay, Indonesian, and Other categories, and as-515

sessed their accuracies. The performance of vari-516

ous LLMs was found to be consistent across the517

fastText-detected Malay and Indonesian categories,518

suggesting that the models’ effectiveness in han-519

dling Indonesian is likely transferable to Malay.520

6 Discussion521

As LLMs are gradually evolving, it is important522

to evaluate their performances through systematic523

benchmarks such as MMLU, which sheds light in524

understanding LLMs cognitive ability. Although525

0-shot 1-shot 2-shot 3-shot
Few-shot

58

60

62

64

66

68

Ac
cu

ra
cy

 (%
)

GPT-3.5
LLaMA-3 (8B)

Sailor (7B)
SeaLLM-v2.5 (7B)

Mistral-v0.3 (7B)

Figure 5: Few-shot results of LLMs. We observe similar
performances to (Li et al., 2023).

being superior in various benchmarks, LLMs of- 526

ten struggle to comprehend the local cultures and 527

low-resource languages, due to the scarcity of such 528

data in their pretraining dataset. As reported in Ta- 529

ble 4, GPT-4 is the only LLM that scores 80%, high- 530

lighting the need for improving LLMs in the low- 531

resource languages regime, specifically for Malay. 532

We highlight the similarity between Indonesian 533

and Malay (with lexical similarity of ∼90%), and 534

suggest the performance of LLMs are likely trans- 535

ferable across similar language families. We further 536

conjecture such a finding could be potentially help- 537

ful for training LLMs with low-resource languages, 538

by pretraining on a similar, resourceful language. 539

7 Conclusion 540

This paper introduces MalayMMLU, the first mul- 541

titask dataset specifically designed the Malay lan- 542

guage, a low-resource language. MalayMMLU 543

offers a systematic evaluation of LLMs in relation 544

to the Malaysian educational curriculum. These re- 545

sults underscore the necessity for further research 546

and development in Malay language processing. It 547

is our hope that MalayMMLU will poise to have a 548

substantial impact on the growth and enrichment 549

of the Malay language, fostering advancements in 550

natural language understanding and technology tai- 551

lored to the needs of Malay-speaking communities. 552
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Limitation553

We discuss several limitations of our MalayMMLU554

benchmark as follows: (i) absence of multimodal555

questions, (ii) lack of essay-format questions, and556

(iii) exclusion of local colloquial variations such as557

the Kelantan-Malay dialect.558

Firstly, we excluded all questions that required559

multimodal content such as images, videos, or au-560

dio to focus solely on text-based evaluations. This561

decision limits our ability to assess how well LLMs562

handle multimedia information, which is increas-563

ingly relevant in real-world applications. Secondly,564

MalayMMLU does not include essay-format ques-565

tions, which are critical for evaluating LLMs’ ca-566

pabilities in generating extended text and engag-567

ing in deeper, more comprehensive language tasks.568

Lastly, the benchmark does not incorporate local569

colloquialisms, resulting in a less nuanced under-570

standing of LLM performance when dealing with571

dialect-specific or culturally nuanced content. This572

exclusion could impact the effectiveness of LLMs573

in fully grasping the linguistic diversity within the574

Malaysian context.575

Ethical Consideration576

MalayMMLU is designed strictly for research pur-577

poses to advance the study of Malay, a low-resource578

language. It is important to note that our experimen-579

tal results specifically represent the performance580

of LLMs on our dataset. We also want to high-581

light that our dataset may not accurately reflect582

the performance of LLMs on real-world exami-583

nation questions, which often include multimodal584

elements and essay formats. This limitation should585

be considered when generalizing the findings to586

broader applications.587
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A Appendix918

This Appendix provides additional details and ex-919

perimental results to support the main submission.920

We begin by providing the sample questions from921

MalayMMLU and IndoMMLU, to highlight the922

similarities between the two languages in Sec-923

tion A.1. We then include the descriptions and924

data distributions of MalayMMLU in Section A.2.925

In Section A.3, we report additional results on926

MalayMMLU, including the full answer accura-927

cies, and result breakdowns of selected LLMs on928

different subjects. Next, we display the few-shot929

prompt template in Section A.4. Lastly, we de-930

pict the model artifacts used in our experiments, in931

Section A.5.932

A.1 Sample Questions933

In Figure 6, we display sample questions from both934

MalayMMLU (left) and IndoMMLU (right). We935

observe significant similarities between both lan-936

guages.937

MalayMMLU 
Malay language (Form 5) 

IndoMMLU 
Indonesian language (Kelas XII SMA) 

Tukarkan struktur ayat pasif dalam 
bahasa klasik kepada bahasa moden: 
Bahasa klasik: Maka oleh diparang 
oleh Hang Tuah kepada orang 
mengamuk itu berbelah dua. 
A. Adapun memarangnya Hang Tuah 
kepala dua orang yang mengamuk 
itu dan terbelah dua. 
B. Terbelah dua kepala dua orang 
yang mengamuk itu oleh Hang Tuah. 
C. Lalu Hang Tuah memarang 
kepala dua orang yang 
mengamuk itu dan terbelah dua. 
D. Hang Tuah memarang kepala dua 
orang yang mengamuk itu dan 
terbelah dua. 

Penyerahan barang yang tepat waktu 
dan bentuk layanan lainnya menjadi 
dominan sangat berpengaruh pada 
reputasi dan bonaviditas bisnis 
mereka. 
Kata dominan, reputasi, dan 
bonaviditas dalam kalimat itu 
mengandung makna... 
A. dapat dipercaya, nama baik, 
kejujuran 
B. sangat menentukan, nama baik, 
kejujuran 
C. berkuasa, berbuak baik, dapat 
dipercaya 
D. sangat menguasai, perbuatan baik, 
jujur 
E. berpengaruh, nama baik, 
menentukan 

 

Figure 6: Sample questions of Malay from
MalayMMLU (left) and Indonesian from IndoMMLU
(right).

A.2 Data Statistics938

In this section, we provide the detailed descriptions939

and the number of questions according to each940

subject in Table 8.941

A.3 Additional Results942

In Table 9, we report the full answer accuracies943

of multiple LLMs. Additionally, we report the944

breakdown of first token accuracies of GPT-3.5,945

GPT-4, LLaMA-3, Sailor, SeaLLM and Mistral, in946

Table 10, 11, 12, 13, 14 and 15 respectively.947

A.4 Few-Shot Prompt948

In this section, we display the few-shot prompt949

template used in our experiments, as shown in Ta-950

ble 16. 951

A.5 Model Artifacts 952

We include the open-source model artifacts from 953

Hugging Face Hub in Table 17. 954
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Category Subject Description Number of
questions

Social
Science

History Explores past events, particularly in human affairs 5515

Geography Studies Earth’s lands, features, inhabitants, and
phenomena

1163

Local Studies Focuses on the history, geography, and social
aspects of local areas

240

Language Malay
Language

National language of Malaysia 6288

Humanities Islam Studies Understanding of the Islamic faith, its practices,
and its impact on the world

4169

Quran and
Sunnah

Focuses on the study of the Quran and Sunnah, the
primary sources of Islamic teachings

130

Sports Science
Knowledge

Studies the body’s response to exercise and how
sports enhance health

96

Others Life Skills Teaches practical skills everyday life 2920

Principles of
Accounting

Teaches financial accounting principles and
reporting rules

752

Business Basics of buying, selling, producing, and
distributing goods or services

199

Economics Creation, distribution, and use of goods and
services, and the workings of economies

199

STEM Chemistry Studies the composition, structure, properties, and
reactions of matter

482

Computer
Literacy

Teaches the confident and efficient use of
computer applications

394

Mathematics Studies numbers, shapes, and patterns, and their
properties and relationships

313

Biology Studies life and living organisms, including their
structure, function, and evolution

282

Computer
Science

Studies computers and computing technologies,
including programming and software development

277

Design and
Technology

Applies knowledge and skills to create innovative
solutions to real-world problems

257

Core Science Provides a broad study of the material, living, and
technological world

125

Additional
Mathematics

Provides a basis for more advanced studies in
mathematics

110

Information and
Communication
Technology

Covers technologies that provide access to
information through telecommunications

105

Table 8: Summary of the subjects of MalayMMLU.
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Model Language Humanities STEM Social Science Others Average
Full Acc. Full Acc. Full Acc. Full Acc. Full Acc. Full Acc.

GPT-4 79.52 81.14 76.26 72.93 74.48 76.73
GPT-3.5 67.33 69.65 65.04 63.28 61.98 65.44
LLaMA-3 (8B) 54.10 56.00 52.11 51.99 52.22 53.32
LLaMA-2 (13B) 44.99 46.39 40.11 41.01 39.67 42.70
LLaMA-2 (7B) 44.93 49.97 45.11 46.24 45.86 46.40
Mistral-v0.3 (7B) 56.23 58.23 55.26 55.52 55.12 56.10
Mistral-v0.2 (7B) 56.65 59.29 56.20 55.93 55.27 56.64
Sailor† (7B) 67.80 61.30 55.59 56.74 56.92 60.35
SeaLLM-v2.5† (7B) 63.23 61.87 58.25 58.27 57.45 60.07
Gemma (7B) 43.15 49.97 45.93 46.30 47.40 46.30
Gemma (2B) 44.64 50.78 48.92 47.79 49.08 47.85
Qwen-1.5 (7B) 55.39 55.79 51.99 50.68 52.27 53.24
Qwen-1.5 (4B) 45.77 50.97 47.81 47.37 48.57 47.86
Qwen-1.5 (1.8B) 42.81 49.19 44.99 45.20 47.95 45.76
Komodo† (7B) 42.03 49.85 44.17 45.24 46.27 45.31
MallaM-v2† (5B) 42.06 40.16 36.10 36.34 37.08 38.62
Phi-3 (14B) 59.53 56.50 57.31 55.35 52.39 56.33
Phi-3 (3.8B) 52.47 55.63 53.50 53.17 52.17 53.29

Table 9: Zero-shot results of various LLMs on MalayMMLU. The full answer accuracies are reported. Highest
scores are bolded and second highest scores are underlined. † denotes the LLMs that are finetuned with SEA
datasets. We observe that GPT-4 achieved highest accuracies across all topics.

Subject Primary Secondary

Information and Communication Technology 82.86 -
Core Science 77.78 72.41
Islam 77.16 67.65
History 74.94 63.50
Design and Technology 74.73 65.66
Mathematics 73.68 55.44
Local Studies 72.50 -
Malay Language 71.54 64.03
Life Skills 69.72 65.04
Additional Mathematics - 43.64
Agriculture - 68.69
Automotive Technology - 65.31
Biology - 74.82
Business - 73.37
Chemistry - 59.96
Computer Literacy - 77.66
Computer Science - 68.95
Economics - 65.83
Geography - 72.40
Principles of Accounting - 52.26
Quran and Sunnah - 61.54
Sports Science Knowledge - 59.38

Table 10: GPT-3.5 performance (% accuracy) across
Primary and Secondary education levels by subject. “-”
denotes that the subject is not available in the curriculum
of the education level.

Subject Primary Secondary

Information and Communication Technology 92.38 -
Islam 88.15 81.90
Design and Technology 85.71 69.88
Malay Language 85.65 74.88
Life Skills 84.27 76.50
History 83.53 74.92
Local Studies 83.33 -
Core Science 77.78 82.76
Mathematics 63.16 65.31
Additional Mathematics - 51.82
Agriculture - 78.79
Automotive Technology - 80.61
Biology - 87.94
Business - 85.43
Chemistry - 81.33
Computer Literacy - 86.80
Computer Science - 75.45
Economics - 83.92
Geography - 81.08
Principles of Accounting - 72.07
Quran and Sunnah - 73.08
Sports Science Knowledge - 73.96

Table 11: GPT-4’s accuracy across primary and sec-
ondary education levels by subject. “-” denotes that the
subject is not available in the curriculum of the educa-
tion level.
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Subject Primary Secondary

Information and Communication Technology 79.05 -
Islam 71.93 63.15
Local Studies 71.25 -
Design and Technology 69.23 63.86
History 68.62 60.38
Life Skills 67.14 62.67
Core Science 66.67 70.69
Malay Language 65.37 59.73
Mathematics 57.89 55.10
Additional Mathematics - 46.36
Agriculture - 63.64
Automotive Technology - 62.24
Biology - 68.44
Business - 69.35
Chemistry - 51.66
Computer Literacy - 71.57
Computer Science - 62.09
Economics - 67.34
Geography - 67.58
Principles of Accounting - 49.87
Quran and Sunnah - 55.38
Sports Science Knowledge - 56.25

Table 12: LLaMA-3 (8B) performance (% accuracy)
across Primary and Secondary education levels by sub-
ject. “-” denotes that the subject is not available in the
curriculum of the education level.

Subject Primary Secondary

Information and Communication Technology 81.90 -
Core Science 77.78 66.38
Malay Language 76.99 67.39
Islam 73.74 65.40
History 73.15 61.68
Local Studies 72.50 -
Design and Technology 71.43 65.66
Life Skills 70.66 65.24
Mathematics 52.63 53.40
Additional Mathematics - 46.36
Agriculture - 72.73
Automotive Technology - 63.27
Biology - 68.09
Business - 71.36
Chemistry - 51.45
Computer Literacy - 74.87
Computer Science - 63.18
Economics - 65.33
Geography - 69.05
Principles of Accounting - 50.53
Quran and Sunnah - 63.85
Sports Science Knowledge - 65.62

Table 13: Sailor (7B) performance (% accuracy) across
Primary and Secondary education levels by subject. “-”
denotes that the subject is not available in the curriculum
of the education level.

Subject Primary Secondary

Information and Communication Technology 83.81 -
Islam 73.56 64.99
Malay Language 71.63 64.28
Life Skills 70.42 63.63
History 69.09 59.95
Local Studies 67.50 -
Design and Technology 60.44 64.46
Mathematics 47.37 48.30
Core Science 44.44 69.83
Additional Mathematics - 47.27
Agriculture - 73.74
Automotive Technology - 70.41
Biology - 70.57
Business - 74.37
Chemistry - 61.20
Computer Literacy - 78.17
Computer Science - 67.15
Economics - 66.33
Geography - 67.93
Principles of Accounting - 54.79
Quran and Sunnah - 58.46
Sports Science Knowledge - 55.21

Table 14: SeaLLM-v2.5 (7B) performance (% accuracy)
across Primary and Secondary education levels by sub-
ject. “-” denotes that the subject is not available in the
curriculum of the education level.

Subject Primary Secondary

Information and Communication Technology 72.38 -
Core Science 66.67 68.10
Islam 66.30 54.78
Design and Technology 65.93 60.24
Local Studies 65.00 -
History 62.89 56.08
Life Skills 62.68 57.78
Malay Language 57.66 54.93
Mathematics 36.84 50.00
Additional Mathematics - 39.09
Agriculture - 67.68
Automotive Technology - 58.16
Biology - 60.28
Business - 66.33
Chemistry - 48.76
Computer Literacy - 65.48
Computer Science - 57.04
Economics - 55.28
Geography - 62.42
Principles of Accounting - 45.35
Quran and Sunnah - 54.62
Sports Science Knowledge - 55.21

Table 15: Mistral-v0.3 (7B) performance (% accuracy)
across Primary and Secondary education levels by sub-
ject. “-” denotes that the subject is not available in the
curriculum of the education level.
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0-shot Multi-shot

Berikut adalah soalan
aneka pilihan tentang
[Subject]. Sila berikan
jawapan sahaja.

[Question]
Jawapan:

Berikut adalah soalan
tentang [Subject].

[Example question 1]
Jawapan: [Answer 1]

[Example question 2]
Jawapan: [Answer 2]

[Example question 3]
Jawapan: [Answer 3]

[Question]
Jawapan:

Table 16: The prompt template for MalayMMLU in
zero-shot and multi-shot setting. On the right, we show
an example of prompt template in 3-shot setting.
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Models (#parameters) Source
GPT-4 gpt-4-turbo-2024-04-09
GPT-3.5 gpt-3.5-turbo-0125

LLaMA-3 (8B) meta-llama/Meta-Llama-3-8B-Instruct
LLaMA-2 (13B) meta-llama/Llama-2-13b-chat-hf
LLaMA-2 (7B) meta-llama/Llama-2-7b-chat-hf

Mistral-v0.3 (7B) mistralai/Mistral-7B-Instruct-v0.3
Mistral-v0.2 (7B) mistralai/Mistral-7B-Instruct-v0.2

Sailor (7B) sail/Sailor-7B-Chat

SeaLLM-v2.5 (7B) SeaLLM-7B-v2.5

Phi-3 (14B) microsoft/Phi-3-medium-4k-instruct
Phi-3 (3.8B) microsoft/Phi-3-mini-4k-instruct

Qwen-1.5 (7B) Qwen/Qwen1.5-7B-Chat
Qwen-1.5 (4B) Qwen/Qwen1.5-4B-Chat
Qwen-1.5 (1.8B) Qwen/Qwen1.5-1.8B-Chat

Gemma (7B) google/gemma-7b-it
Gemma (2B) google/gemma-2b-it

Komodo (7B) Yellow-AI-NLP/komodo-7b-base

MallaM-v2 (5B) mesolitica/mallam-5b-20k-instructions-v2

Table 17: All the models used in this study were sourced from Hugging Face Hub except GPT-3.5 and GPT-4.
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