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ABSTRACT

We introduce generative monoculture, a behavior observed in large language mod-
els (LLMs) characterized by a significant narrowing of model output diversity
relative to available training data for a given task: for example, generating only
positive book reviews for books with a mixed reception. While in some cases,
generative monoculture enhances performance (e.g., LLMs more often produce
efficient code), the dangers are exacerbated in others (e.g., LLMs refuse to share
diverse opinions). As LLMs are increasingly used in high-impact settings such as
education and web search, careful maintenance of LLM output diversity is essen-
tial to ensure a variety of facts and perspectives are preserved over time. We exper-
imentally demonstrate the prevalence of generative monoculture through analysis
of book review and code generation tasks, and find that simple countermeasures
such as altering sampling or prompting strategies are insufficient to mitigate the
behavior. Moreover, our results suggest that the root causes of generative mono-
culture are likely embedded within the LLM’s alignment processes, suggesting a
need for developing fine-tuning paradigms that preserve or promote diversity.
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In this paper, we focus on a different concern: ~COVErs a narrower range of algorithms. Model: GPT-4
that for a given prompt and task, LLMs do not faithfully represent the diversity of potential responses
available in their training data. We call this behavior generative monoculture: given some task (e.g.,
generating book reviews) and a data attribute (e.g. sentiment), generative monoculture refers to the
narrowing of the probability distribution of the considered attribute from source data (i.e., available
human-written book reviews as part of the training data) to the generated data (i.e., LLM-generated
book reviews).

As a preview, for book reviews (Fig. [1fLeft)), we compare the diversity in sentiment of Goodreads
reviews (Wan et al., 2019) (i.e., src)—uvery likely a portion of LLM training data (Achiam et al.|
2023)—with LLM-generated reviews (i.e., gen). The range of mean sentiment scores per book
across gen book reviews is much narrower than that in the src: in the experiment pictured, the
average sentiment score for gen reviews are mostly over 0.85, whereas the the average sentiment



score for src reviews over the same books have a wider range from zero to one. For the code
generation task (Fig. |I{Right)), the range of algorithms employed in (correct) solutions to a given
coding problem (i.e., gen) was much less varied than a sample of human answers (src) available
on the web (L1 et al., 2022)): we show this through the range of Jaccard similarity of the algorithms
employed in sets of human-written (src) and LLM-generated (gen) responses to a coding prompt.

Through the rapid adoption of LLMs such as ChatGPT, CoPilot, and Devin across education, code
generation, and day-to-day information gathering, generative monoculture can harm society through
loss of information, creativity, and intellectual diversity. For example, students asking LLMs ques-
tions about class material to get help researching for an essay may have their opinions formed with-
out exposure to a sufficiently wide subset of available information; this will allow for certain opin-
ions to die out over time. Concretely, a reduction in diversity of sentiment displayed above may
lead to the loss of arguments from negative opinions on controversial books, potentially crucial for
historical or literary context or a nuanced understanding of a book’s contributions.

Generative monoculture could even lead to security threats, depending on the application: soft-
ware engineers across the globe relying on ChatGPT and CoPilot receiving similar code generations
which do not reflect the true diversity of methods to solve a given problem may lead to similar code
vulnerabilities across several large tech companies. Indeed, as we preview in Fig. |I| and show in
detail in § [5] LLM output exhibits are less diverse than human-written solutions in the training data
(e.g., by employing a narrower array of algorithms), which could lead to similarity across a wide
range of code bases, leading in turn to repeated vulnerabilities (Perry et al., [2023; Pearce et al.,
2022). However, in this case, LLM outputs not reflecting the full diversity of available coding ex-
amples can be positive: LLM outputs over-represent correct and efficient solutions. We present a
nuanced picture of generative monoculture: while it can highlight the optimal portion of human-
written data for some attributes, its pervasiveness across generation tasks and attributes may cause
harm without careful intervention.

In this paper, we (1) define the concept of generative monoculture, and compare it to prior work
around related topics (§ [2]and [7); (2) introduce a paradigm for measuring generative monoculture
in LLMs (§ [3); (3) show experimental evidence for the prevalence of generative monoculture across
a variety of application areas (book reviews and code) and (open-source and proprietary) LLMs,
and provide some evidence for what may exacerbate generative monoculture, such as alignment
tuning (Ouyang et al.| [2022), (§ E] and @); and (4) show the (in)efficacy of several methods to abate
generative monoculture: changing temperature, sampling, and prompting techniques (§ [5|and[6).

2 DEFINING GENERATIVE MONOCULTURE

We broadly characterize generative monoculture as a distribution shift from source data (i.e., human-
written training data) to model generated data (i.e., model outputs) for a specific task, such as gen-
erating reviews for books or solutions to coding problems. This can be formalized using measures
of statistical dispersion applied to various task-specific attributes.

Definition 1 (Generative Monoculture). For a given task, let P,.. denote the probability distri-
bution of the source data, Pgy.,, denote the probability distribution of the LLM-generated data, h
denote a function extracting attributes from data (such as sentiment, or algorithms used in code),
and Dispersion(-) denote a dispersion metric (e.g., entropy). Then we define generative monocul-
ture as the condition where Py, is statistically narrower than Ps,., namely: Dispersion(h(z)|z ~
Pgen) < Dispersion(h(z)|x ~ Psrc).

Note, Psrc/ Pgen can be the distribution of human-written/model-generated responses, for a given
task, conditioned on one specific given prompt (which we refer to as the conditional distribution),
or the distribution of human-written/model-generated responses for any possible prompt in a con-
sidered domain (which we call the unconditional distribution).

This phenomenon signifies a shift towards less varied outputs. We emphasize that the investigation
of generative monoculture is intrinsically task-dependent, as the attributes of interest differ across
tasks. In addition, as we often do not have access to the source distribution in practice, we approxi-
mate it using a source dataset (D), comprised of a subset of the training data of the LLMs. Simi-
larly, we approximate the generated distribution through a dataset generated by the model (Dyep).



Generative Monoculture, Human Preference, and Alignment: Generative monoculture can
cause LLMs to over-emphasize human-preferred areas of a distribution for a certain data attribute;
this is often desired behavior. For example, as we demonstrate in § [6] generative monoculture can
result in having a narrower distribution of code correctness or efficiency biased towards correct,
fast, and low-memory code. We conjecture this is a consequence of alignment procedures such as
reinforcement learning with human feedback (RLHF)|Ouyang et al. (2022).

However, when a tendency stemming from human preference bleeds beyond its intended use—e.g.,
a preference for positive sentiment affecting outputs that need or should not be positive—these
seemingly advantageous behaviors can prevent an equally important goal: maintaining diversity of
opinion and expression. Further, along data attributes which do not have a clear “preferred area” of
the distribution, generative monoculture can limit the scope of methods, topics, or ideas expressed.

3 MEASURING GENERATIVE MONOCULTURE

We outline a general approach to measuring generative monoculture in LLMs. In particular, follow-
ing Definition (I} we outline steps to construct D, and Dy, and compare their diversity through
extracting data attributes and calculating dispersion metrics. We illustrate our approach in Fig.

3.1 DATA CURATION

For a given task, we aim to create a source dataset that is likely to have been used in training the
LLM we wish to investigate. Training data for most LLMs is a closely guarded secret. While recent
work (Oren et al.| 2023) describes how dataset contamination can be determined, such approaches
are (a) riddled with false positives, and (b) computationally expensive. Thus, we often take an
educated guess (based on dataset popularity and ease of use) in ascertaining if a given dataset is a
likely training dataset candidate.

Formally, we define the source dataset as Dg,. = {g;, srci}ie[N] where (a) ¢; is a problem
instance within a task (e.g., name of a book for which a review has to be written), and (b)
src; = {src]}jcin,] is a set of n; human-written answers to the given prompt ¢; (e.g., a set
of n; of book reviews for that particular book). In practice, we utilize existing datasets likely to be
used during LLM training, and perform filtering and sub-sampling to obtain our Dg....

To create the model-generated dataset Dy.,, for each sample ¢;, we prompt the LLM (M) we
wish to evaluate, m; times to generate a set of responses, gen; = {gen’ }je[mi]- Here, gen] «+
M (Pas(g:), kwargs) is the response obtained in the j-th call of M, where (a) Py denotes the
task-specific formatting prompt that wraps the sample ¢;, and (b) kwargs denotes the generation
keyword arguments (e.g., temperature) that specify the sampling strategy. Across both D, and
Dgen, we select or generate a large enough number of responses per g; to ensure variety.

1. Data curation 2. Attribute extraction 3. Metric calculation
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Figure 2: An overview of the procedure.

3.2 ATTRIBUTE EXTRACTION

For a given task, we identify and compile a list of attributes that are of interest from the perspective of
preserving diversity. This is a subjective task, but we focus on metrics which target understanding the
content of LLM output (e.g., book review sentiment and topic; code time complexity and algorithms
used), as opposed to more general metrics of output language quality such as saliency, fluency and
coherence. More importantly, we need to ensure that extraction functions are efficient, accurate, and



reproducible—we outline our tests to ensure these qualities in § [5]and the Appendices[BJand[D!. For
example, care must be taken to use LLMs for attribute extraction, as they are known to be biased
towards their own responses (Xu et al.,[2024)). For a given attribute A, extraction function h 4 takes
a string tgt to obtain the attribute value h4(tgt). Note that tgt can either be src! or gen?.
The extracted attribute can either be a continuous/categorical variable or of other more complicated
types, depending on the nature of the attribute.

3.3 METRIC CALCULATION

As the last step, we compute metrics on the extracted attributes. Given a set of responses, dispersion
metrics aim to capture their breadth or coverage of these attributes. We describe those used in this
paper below and in Fig.

Dispersion Metrics. We introduce dispersion metrics suited to different data types.

A. Distribution of the mean. For ordinal or continuous attributes, we calculate the mean over the
conditional distribution—that is, we calculate the metrics over each src; or gen; (e.g. reviews for
a given book), and show the distribution of this mean over all ¢; for a certain task (e.g. over all
books). While the mean itself does not directly measure dispersion, the distribution of the mean
values sheds light on dispersion: concentrated mean values indicates a smaller dispersion of the
data. The advantage is that it not only describes dispersion, but also the qualitative tendency of the
attribute (e.g. bias towards positive/negative sentiment), which cannot be captured otherwise.

B. Entropy and standard deviation. For categorical attributes, we measure dispersion using entropy
over the conditional distribution. For continuous attributes, we use standard deviation over the con-
ditional distribution to quantify the dispersion of values around the mean, providing the variability.

C. Mean pairwise similarity. For attributes that are not easily characterized as categorical or contin-
uous, we adopt specific similarity metrics catered to the data type. We then calculate the pairwise
similarity values for the conditional distribution—i.e. calculate the mean similarity value for all the
pairs of elements within each src;/gen;, then show the distribution for all N samples. We use:

1. Mean pairwise Jaccard index: Given two sets of categorical variables A and B, the Jaccard index,
J(A, B) = |AnBl/|auB|, measures similarity between them. An example of such a set could be a
set of several algorithms inferred from a piece of code. A higher mean Jaccard index indicates a
higher overall similarity between the set, and consequently, lower dispersion.

2. Mean pairwise cosine similarity: Given two multi-dimensional embeddings e; and e5 obtained
via a sentence embedder (Reimers & Gurevych, 2019), we calculate their similarity via cosine
similarity, i.e., Sc(e1, e2) = (€1:€2)/||es|||le2||. A higher mean cosine similarity indicates a higher
similarity and lower dispersion.

3. Mean pairwise fingerprint similarity: For tasks related to coding or computer programs, sim-
ilarity is based on the overlap of selected hash values (or fingerprints) generated by Winnow-
ing (Schleimer et al.| 2003). We adopt an existing open-source tool COPYDETECT (Lingenfel-
ter), which takes in a set of programs and returns the pairwise similarity scores for all programs in
the set. We then calculate the mean value of these pairwise similarity scores as an indicator of the
similarity for the set of programs. A higher mean fingerprint similarity indicateshigher structural
and syntactical similarity of the code.

In addition to the dispersion metrics, we consider one other approach—visualizing the top modes of
unconditional distributions for certain attributes, e.g., topics. This helps identify areas of emphasis
in src and gen distributions, as well as the tendency of change across distributions.

4 MITIGATING GENERATIVE MONOCULTURE

To attempt to mitigate generative monoculture, we test four methods known to increase LLM output
diversity: increasing the temperature T', top-p parameter, setting a temperature decay, and changing
prompts. More details are in Appendices[A and [C.6.



Temperature 7. This determines the dispersion of the probability distribution over the next token:
increasing the temperature leads to a more flat probability distribution and increases the likelihood
of sampling from less probable tokens, resulting in more diverse generations.

Top-p. This controls the randomness of the generations by limiting the range of tokens considered.
Specifically, it considers the smallest subset (consisting of the top probability tokens) whose cumu-
lative probability exceeds the threshold p. A smaller p encourages the model to sample from a more
focused set of likely tokens.

Decaying Temperature. We choose the starting temperature 7' = 10.0 and follow a linear schedule
for temperature decay, over the course of 50 time-steps (i.e., from the 1-st output token to the 50-th
output token), with an ending temperature 7' = 1.2. The method is inspired by (Carlini et al.|(2021).

Prompts. Tuning the specific content and framing of the prompt can steer the model’s output more
effectively (Brown et al.,[2020; |Sclar et al.,2023) and significantly impact the diversity of the gener-
ated text. We use “role-playing” or impersonation (Salewski et al.,2024)), which instructs the model
to produce the output in the persona of a specific person, and expect it to induce more personalized
and varied responses.

5 EXPERIMENTAL SETUP

In this section, we describe our experimental setup for measuring and mitigating generative mono-
culture for two tasks, namely, generating book reviews and code solutions. We provide details for
datasets, LLMs used, and most notably, the data attributes and metrics considered. We open source
our code atthttps://github.com/GeMoLLM/GeMO.

5.1 GENERATING BOOK REVIEWS

Data Curation: For Dy, ., we use the Goodreads dataset (Wan et al.|[2019), which contains multiple
books with several reviews each. We perform filtering and sampling to ensure reliable attribute
extraction (see Appendix [B.T), and craft a final dataset of N = 742 books with English titles, and
Vi, n; = 10 reviews per book such that the review length is between 300 and 700 words.

To obtain Dg.,, we used the following LLMs:
(a) Llama-2-13b (Touvron et al., [2023)

Attribute Data type  Level Metric
(henceforth referred to as L1 ama—2), (b) sentiment categorical C mean, entropy
—_2_ _ Book
Llama—-2-13b-chat (Touvron et al.| 2023) review  topic categorical  C entropy
(henceforth referred to as Llama-2-chat), U distribution visualization
(c) Vicuna-13b-v1.5 (Chiang et all 2023) wording _catcgorical U count, entropy
(henceforth referred to as Vicuna-13b), correctness _ categorical € mean
. ffici . C i
(d) GPT-3.5-turbo-instruct (complexity)  citegorical S
U distribution visualization
(0914) (Ouyang et al., 2022) (hence- Coting  cFAciency
odain; 5 v ot P iati
fOI'th referred to as GPT-3. 5)’ and (6) g (runtime) continuous  C mean, standard deviation
GPT-4-turbo (0125 ) (MlCl‘OSOft, 2024; fingerprint hash values C mean pa.irwi'se. .
0 gerp i fingerprint similarity
Achiam et all 2023) (henceforth referred —
code summary beddin C mean pairwise
to as GPT-4). We performed nucleus (text) embedding cosine similarity

sampling (Holtzman et al., 2019) with var-

code summary
(categorical)

categorical

mean pairwise
Jaccard index

ious sampling parameters: (a) temperature
T € {0.5,0.8,1.0,1.2,1.5}, and (b) top-
p € {0.90,0.95,0.98,1.00}. We also experi-
mented with two candidates for Pg: prompt
(1) “Write a personalized review
of the book titled {title}:”, and
prompt (2) “Write a book review for the book titled {title} as if you
are {person}:”. Prompt (2) was chosen as LLMs are known to generate more diverse responses
when instantiated with a persona (Salewski et al.| [2024). We list the names of the 10 persons we
considered in Appendix [B.2. For comprehensiveness, we experimented with three more groups of
prompts and report the results in Appendix[C.7. For each combination of LLM, sampling parameter,
and prompt, we independently sampled from the LLM 10 times to generate responses. We filtered
out low-quality (generated) reviews by examining their perplexity (see Appendix [C.I). This is to

Figure 3: A summary of the scenarios, the attributes
we consider, their data types, and the corresponding
analysis levels as well as metrics. C and U stand for
conditional and unconditional distributions.


https://github.com/GeMoLLM/GeMO

ensure that the data used for analysis represents well-formed and coherent text, thereby improving
the reliability of our findings. Thus, Vi, m; < 10.

Attribute Extraction: We want attributes that capture both the semantics and syntax of book re-
views, representative of the key thematic and linguistic elements. Most importantly, while these
attributes are not exhaustive, their extraction is reliable and efficient.

1. Sentiment indicates whether a review is positive (praising the book) or negative (criticizing the
book). We employ a fine-tuned sentiment classifier (HuggingFace, |b) as the attribute extractor
which accepts text and returns a prediction in {0, 1}. This model has been downloaded ~ 5.4
million times, and reaches an accuracy of 91.3 % on the dev set of SST-2 (Socher et al., 2013)).

2. Topic refers to the themes discussed in a review (Wallach, [2006; |Alghamdi & Alfalqi, [2015)).
We leverage BERTop1ic (Grootendorst, 2022) pre-trained on Wikipedia (HuggingFace, a) which
assigns one topic to each review out of a total of ~2,000 topics.

3. Word choice captures the lexical diversity in a review. To quantify this, we produce a frequency
table of the unique words (see Appendix[B.3), and immediately have the number of unique words.

Metric Calculation: For sentiment, we calculate mean and entropy for the conditional distribution.
For topic, we calculate entropy for the conditional distribution as well as visualize the unconditional
distribution of topics across all reviews, focusing on the top 10 classes. Finally, for word choice, we
calculate count and entropy of the unconditional distribution.

5.2 GENERATING CODE SOLUTIONS

Data Curation: For D,., we chose the CodeContests dataset (Li et al., |2022), a competitive
programming problem dataset where each problem comes with multiple correct and incorrect solu-
tions. We limited the scope to a subset (/N = 100) of level-A problems (easy problems) on Code-
forces (CodeForces), and the language of the solutions to python3. More details in Appendix [D.T]
For each problem in the subset, we randomly sampled Vi, n; = 20 correct solutions from all of the
n§reet solutions for that problem.

To obtain Dy.,, we use: (a) GPT-4, and (b) Claude-3-Sonnet (Anthropic, 2024). We
did not use open-source LLMs, as these were not able to generate correct solutions for the
problems we chose. More details are in Appendix [E.4] We performed nucleus sampling (Holtz-
man et al., [2019) with various sampling parameters: (a) temperature 7 € {0.5,1.0}, and
(b) top-p € {0.9,1.0}. We used only one candidate for P,y i.e., “Please read the
below problem description and generate a python code to solve

the problem {problem description} Please only generate code and
nothing else.” While we experimented with providing the LLM with a persona i.e., asking
the LLM to pretend to be a “grandmaster in solving competitive programming problems”, the
resulting accuracy was lower (see Appendix [E2). For each combination of LLM, sampling
parameter, and prompt, we produce Vi, m; > 20 generations such that at least 20 of the generated
solutions were correct (details in Appendix [D.2). We instantiated this by keep generating samples
and measuring their correctness, until at some point all problems reached at least 20 correct
solutions; we then stopped. This gave us &k = 100 for GPT—-4 and k& = 200 for Claude-3.

Attribute Extraction: We consider the following attributes which characterize different aspects of
code. We rely on GPT-3. 5 for extracting some of the attributes; we manually verified the extracted
attributes and confirmed their quality is high (see Appendix [E.3).

1. Correctness refers to whether a piece of code correctly solves the given problem and passes all
the test cases. We measure accuracy as the ratio of correct solutions among all solutions (details
in Appendix [D.3), to quantify the quality of human-/model-generated solutions.

2. Efficiency is crucial for scalability (Huang et al., 2024)). This is measured through: asymptotic
time/space complexity and runtime efficiency. We prompt GPT-3. 5 to infer the big O time and
space complexity (MacNeil et al.| [2022), and execute the code on test cases to measure runtime
and memory usage (see Appendix [D.4).

3. Fingerprint provides insights into the structural and syntactical uniqueness of each code segment.
As stated in Section[3.3] we use the COPYDETECT tool for this.



4. Code Summary (textual) explains the functionality of the code. Prior work has demonstrated
the effectiveness of GPT-3. 5 in code understanding 2024). Thus, we use it to pro-
duce text-based summaries, and adescription, functionality,algorithm,and data
structure (prompt for this task is in Appendix [D.5). To compare the similarity for these text
summaries, we produce their embeddings using the a11-MiniLM-L6-v2 model (Hugging-
5)

5. Code Summary (categorical) reflects the techniques employed in the code through categorical
tags, as used on the Codeforces website. We prompt GPT—-3. 5 to assign tags to a code segment
by providing it a set of tags to choose from (prompt for this task is in Appendix [D.5). We obtain
one set per code segment. We similarly prompt GPT-3. 5 to choose from a list of algorithms
and data structures.

Metric Calculation: For correctness, we calculate the mean value i.e., accuracy over the con-
ditional distribution. For efficiency (asymptotic complexity), we calculate: (a) entropy for the
conditional distribution, and (b) plot the histogram for the unconditional distribution. For runtime
efficiency, we calculate mean and standard deviation for the conditional distribution. We measure
the following over the conditional distribution: (a) fingerprints, where we calculate the mean
pairwise fingerprint similarity; (b) code summary (textual), where we calculate the mean pairwise
cosine similarity in their embedding space; and (c) code summary (categorical), where we calculate
the mean pairwise Jaccard index.

6 RESULTS AND TAKEAWAYS
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Figure 4: (a-c) stacked barplots for the mean sentiment scores under varying sampling parameters, prompts,
and models. For these plots, in each bar, darker hues (bottom) represent lower scores while lighter one
(top) denote higher scores. See the legend for the value range of each hue. In subfigure (b), (1) and (2)
refer to the two prompts as introduced in Section In subfigure (c¢), (a-c) refer to Llama-2-chat,
Vicuna-13b, and Llama-2. (d) kernel density estimation (KDE) for the entropy values calculated on
the conditional distribution of the topics. (e) unconditional topic distribution for top-10 topics. For all the
subfigures, we mark the sampling parameters in them; unless marked with (1-2) or (a-c), the results are
obtained on Llama-2-chat under prompt (1). These subfigures show that the model-generated reviews
are overwhelmingly positive and cover a narrower range of the topics per book; moreover, there is distinctive
under- and over-representation of the topics covered overall.

Guide: We present our results on measuring, and attempting to mitigate, generative monoculture
in Fig.[dand [5] We display results mainly in three formats: (a) stacked bar charts, where different
hues correspond to different value ranges as indicated in the legend; (b) histograms (or grouped bar
charts), to reflect the probability mass of a categorical variable; and (c) kernel density estimation



(KDE) plots, to reflect the estimated probability density of a continuous variable. We note that, in
the code results, for all plots except that evaluating accuracy, we restrict to correct solutions.

Takeaway 1: Monoculture Exists and is Severe, Within and Across LLMs. As shown in Fig. 4|
and |3} there exists significant narrowing from the source to generation distribution in all attributes
considered for both scenarios, book reviews and coding.

Notably, for book review, proprietary OpenAl LLMs (GPT-3.5 and GPT—-4) demonstrate even
more severe monoculture compared with the open-source L1ama family LLMs (see Fig.[9]in Ap-
pendix [C.5 for more details). Particularly, for both GPT-3.5 and GPT-4, 100% of the samples
have average positivity falling in (0.95,1.00] under prompt (1), and 98.9% and 97.6% under prompt
(2). For coding, similar reductions in diversity can be seen: in Fig. [5[e), we see increased simi-
larity in natural language descriptions of LLM-generated code solutions, and Fig. [[(f) shows the
Jaccard similarity of the generated solutions in terms of the inferred algorithms, with the ma-
jority of problems displaying high similarity across generated solutions. Of particular interest, the
plagiarism scores of the LLM-generated code are extremely high (Fig. [5[b)), compared to the source
solutions which achieve an utterly zero plagiarism score for all the problems. We examine a few
pairs of examples and their plagiarism scores in Appendix [E.I]

Takeaway 2: LLMs tend to produce Human-favorable Generations. Our results show that
LLMs tend to over-represent parts of the attribute distribution that are preferred by humans: hu-
mans largely prefer text with positive sentiment (Dodds et al., 2015; |Augustine et al., 2011} Boucher
& Osgood, [1969) as well as correct and efficient code, and researchers have specifically infused
these preferences into LLM assistants through preference tuning (e.g. RLHF) (Ouyang et al., 2022}
Bai et al., 2022; |Roziere et al., 2023). Fig. Eka) and Appendix E show that LLMs produce over-
whelmingly positive generations. Fig.[5] as well as Fig. 22] and [23]in the Appendix reveal that
LLM-generated code segments (a) are over 2x more accurate than the average human solutions, (b)
enjoy an overall lower asymptotic time and space complexity, and (c) use less runtime and memory
during execution. This may just be the intended consequence of RLHF, which explicitly optimizes
the LLM towards producing human-favored responses in its objective, as guided by a reward model
trained on human preferences.

However, as our results show, this implies a loss of diversity guided by human preferences, which,
if only naively understood and enforced, could lead to unwanted consequences if going unnoticed.
One example of the unintended artifacts is the under- and over-represented topics (Fig. [e)); the
topic group 15 which contains keywords “rob” and “kill” etc. is significantly under-represented,
likely a consequence of RLHF alignment tuning.

Takeaway 3: RLHF Hurts Diversity the Most. Llama-2-chat is obtained via performing
RLHF tuning (Ouyang et al.,[2022) on the pre-trained (PT) L1ama—2. Similarly, Vicuna-13b is
obtained via supervised fine-tuning (SFT) on the PT L1ama-2 (Chiang et al.,[2023). Comparisons
on these LLMs (see Fig. [c), as well as Fig. [§]in Appendix [C.4) show that the PT LLM-generated
reviews are much more similar to the source. The PT LLM Llama-2 has 5.9% of samples with av-
erage sentiment values falling in the range of (0.95,1.00], which is much closer to the source percent-
age of 2.8% than 44.7% for Vicuna-13b and 82.1% for L1lama-2-chat. Vicuna-13b also
shows better diversity than L1ama-2-chat—this is consistent with findings suggesting RLHF
reduces output diversity compared with SFT (albeit with different metrics) (Kirk et al., 2024).

Takeaway 4: Naive Mitigations are Insufficient. Changing the sampling parameter (increasing 7’
and p) and using a more diversity-inducing prompt (e.g., prompt (2) for book reviews) can reduce
the gap (see Fig. @fa-b) and Fig. [5). For example, using prompt (2) reduces the percentage of the
most positive range from 82.1% to 58.1% in Fig.[d[b) for T' = 1.2, p = 1.0. However, the gap is still
large. More results in Appendix (Figures [I3]and [14] and Appendix [E) show similar conclusions.

We attempted two other strategies: (a) picking a higher temperature, and (b) leveraging a decaying
temperature scheme (see § ). Results in Appendix [C.2] show that the gap still remains big even
at such high randomness. Furthermore, for larger 7', we notice a significant degradation of the
generation quality as a result of the increased randomness. In Table[T} we present the average fraction
of valid generations for L1ama-2-chat and Vicuna-13b under various sampling parameters.
The table shows that the valid number of generations rapidly drops as the randomness increases,
particularly at 7" = 1.5; the implication is that such a high randomness setting cannot be adopted for
practical use.
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Figure 5: (Left) (a) stacked barplot for accuracy and (b) probability mass along with KDE for plagiarism
scores. (Middle) Time complexity: (c) histogram of the (unconditional) distribution of the asymptotic com-
plexity and (d) probability mass for the (conditional) distribution of entropy values. (Right) Selected code
summary: (e) KDE plot for the mean pairwise cosine similarity scores for “description” as natural language
and (f) stacked barplot for the mean pairwise Jaccard scores for “algorithms” as categorical values. Overall, the
model-generated solutions are more accurate and efficient, display higher description similarity to each other,
and cover a narrower span of algorithms. (More results in Appendix )

Table 1: The average fraction of valid generations (out of a total of 10) for two models under various
sampling parameters (temperature, top-p, and prompt—denoted (1) and (2)). We regard a “valid” generation as
text of perplexity value < 20—as a support, we present high perplexity samples in Appendix |C.1} We observe
that the number drops as the randomness increases (along the increase of both 71" and top-p values). As a
reference, GPT-4 achieves an average ratio of 1.000 at 7' = 1.2 and p = 1.0.

LLama-2 p=0.90 p=0.95 p=0.98 p=1.00 Vicuna p=0.90 p=0.95 p=098 p=1.00
Ab-chat TN T @9 ) @ ) @ 1B Hm» e o o o o O @

T=05 1.000  1.000 1.000 1.000 1.000 1.000 1.000 1.000 T =0.5 0987 0992 0987 099 0984 0989 0984 0.988
T=10 1.000  1.000 0.999 1.000 0999 1.000 0.998 0.999 T =1.0 0961 0962 0951 0958 0942 0953 0935 0.947
T=15 0.994 0988 0.930 0.883 0.743 0.649 0512 0394 T =15 0871 0903 0.835 0.876 0.766 0.840 0.680 0.767

Though prior work showed promise for decaying temperature to encourage diversity while main-
taining quality (Carlini et al.,[2021), this too failed to achieve higher diversity (see Fig. #(d) and Ap-

pendix [C.6).

7 RELATED WORK

Diversity and LLMs. [Santurkar et al.|(2023) demonstrate that LLMs do not give representative
opinions to polling questions when compared to the general U.S. population. Our work focuses on
the narrowing of diversity in LLM output from its human-written training data—while Santukar et
al. demonstrate a narrowing in diversity from actual human survey respondents (and not training
data). Additionally, our work proposes a general framework for measuring monoculture. Padmaku-
demonstrate that using LLM assistance can lead to reduced diversity in human-
written argumentative essays when compared to essays written without LLM assistance. While
they mention that this is partially because the models themselves do not produce diverse output,
they do not focus on the narrowing of diversity from LLM training data to LLM-generated data.
Finally, Zhang et al. (2024) propose an approach to fine-tune LLMs to output desired target distri-




butions, and|Sorensen et al. (2024) outline an alignment framework to emphasize pluralism to work
towards creating models which express a variety of opinions and perspectives. While these are cer-
tainly related to our work, generative monoculture as a phenomenon extends beyond differences in
opinion, and expresses the narrowing of any number of task-specific attributes, from code correct-
ness to topics covered to many others. One common thread across many of these works, which our
work adds to, is that current alignment practices—namely RLHF— harms output diversity.

Other Notions of Monoculture. Our notion of generative monoculture relates to, but differs from,
other notions of monoculture in the Al literature. For example, algorithmic monoculture (Kleinberg
& Raghavan| 2021)) and outcome homogeneity (Bommasani et al., [2022) describe the societal state
where many decision-making actors rely on the same underlying algorithms to generate (classifica-
tion or ranking) predictions, from the perspective of decision-making actors and individuals subject
to those decisions respectively. These works show that algorithmic monoculture is sub-optimal for
both decision-making actors (due to correlated failures across models) and for those subject to model
decisions, as repeated outcomes across models leave little room for algorithmic recourse. In contrast,
generative monoculture focuses on documenting the phenomenon of individual LLMs narrowing the
diversity of their output in relation to their source data—for example, only returning positive book
reviews about a controversial book. We do, however, document in this work that generative mono-
culture exists to similar extents and in similar directions across a variety of available LLMs, (e.g.,
Llama, Vicuna, ChatGPT-4) leaving open the possibility of concerns brought up by |Kleinberg &
Raghavan|(2021)), but in a generative context.

Connections to Model Collapse: We evaluate models trained on human-curated data, whereas
model collapse evaluates models trained iteratively on synthetic data (either fully, or mixed with
human data). In settings of model collapse where the model is trained only on synthetic data (Shu-
mailov et al., 2023} [Taori & Hashimoto| [2023)), it is understandable that the generation quality is
low. In contrast, our work shows that the generation quality is good (e.g., model generates correct
coding solutions), but the “diversity” in generations is low. Unlike model collapse which converges
to the mean of the distribution (Shumailov et al.| | 2023)), our observation is there’s an emphasis on a
specific part of the distribution which is not necessarily the mean. In this way, the work is tangen-
tially related to collapse, but is not a special case of it (as the collapse phenomenon necessitates the
distribution to match the mean with many rounds).

8 CONCLUSION AND LIMITATIONS

In this work, we introduce the concept of generative monoculture, a phenomenon where LLMs nar-
row the diversity of their output relative to their source data for a given task. We experimentally
demonstrate its prevalence across text and code generation tasks, and show the difficulty in miti-
gating the behavior. Our work has limitations: first, we did not analyze the full training set of the
LLMs we study due to time and compute restrictions, as the corpora are large and often proprietary.
Further, as we note in § 3] measuring monoculture is difficult as selecting attributes is subjective,
and the attribute extraction process is sensitive to the reliability of extraction techniques. (We ver-
ify our own attribute extraction techniques in the appendix). Further, while generative monoculture
itself can have unfair consequences by enforcing the suppression of minority opinions, mitigating
monoculture without extreme care could lead to the proliferation of harmful ideas or even toxicity by
allowing for representation of the entire distribution of source text. We look forward to future work
mitigating monoculture while maintaining low levels of toxicity and other dangerous behavior.
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