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Abstract

Out-of-distribution (OOD) problems commonly occur when models process data
with a distribution significantly deviates from the in-distribution (InD) training data.
In this paper, we hypothesize that a field or potential more essential than features
exists, and features are not the ultimate essence of the data but rather manifestations
of them during training. With this in mind, we first treat the output of the feature
extractor as charged particles and investigate their collective behavior dynamics
within a self-consistent electric field. Then, to characterize the relationship between
OOD problems and dynamical equations, we introduce the basin of attraction and
prove that its boundary can be represented as the zero level set of a differentiable
function of the potential, i.e., the spatial integral of field. We further demonstrate
that: i) InD and OOD inputs can be effectively separated based on whether they are
steady state solutions for specific field conditions, enabling robust OOD detection
and outperforming prior methods over three benchmarks. ii) the generalization
capability correlates positively with the basin of attraction. By analyzing the
dynamics of perturbations, we propose that the potential is well-characterized
by a Fourier-domain form of the Poisson equation. Evaluated on six benchmark
datasets, our method rivals the SOTA approaches for OOD generalization and can
be seamlessly integrated with them to deliver additional gains. The code is available
athttps://github.com/wongzbb/CBD.

1 Introduction

Machine learning systems [15, 25, 70] have achieved significant success under the i.i.d. assumption,
where training and test data are drawn from the same distribution, known as in-distribution (InD).
However, this assumption is often violated in real-world scenarios [89, 95], as test data frequently
originate from different distributions, referred to as out-of-distribution (OOD) data, which causes
distribution shift and substantial performance degradation [20, 61, 21, 87]. Prior work on addressing
OOD challenges primarily follows two directions: 1) OOD detection [19, 27, 49], which aims to
identify test inputs that deviate from the training distribution to enhance model robustness and safety
on unknown or anomalous data; 2) OOD generalization [8, 57, 1], which seeks to improve model
performance on OOD data to enhance model transferability and adaptability. Despite extensive
prior works and diverse methodologies, recent study [72, 36] in the community inspired by other
disciplines is expected to provide new perspectives and insights into OOD problem:s.

Recent advancements witness the success of physics-inspired deep generative models, such as the
Poisson flow model derived from electrostatics [92, 93] and the model based on the stochastic reversed
heat equation [63]. The former abstracts data as charges and generates samples by evolving them
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Figure 1: Conceptual illustration of our collective behavior dynamics insight for addressing OOD
problems. High-level features are viewed as interacting particles within basin of attraction, transition-
ing from initial to steady states under the influence of a self-consistent electric field.

along electric field lines in an augmented space, while the latter interprets the solution of the forward
heat equation with added constant noise as a variational approximation to a diffusion-based latent
variable model. Overall, these approaches focus on learning the field of data using physical partial
differential equations (PDE), rather than directly modeling the data distribution. These impressive
achievements make us realize the fundamental nature of field or potential, with data are merely
external manifestations or inherent properties of these deeper underlying concepts. This motivates us
to model InD data using physical PDE. However, directly transferring prior work to OOD problems
is infeasible, as generative models primarily focus on the behavior of individual particles within a
field. In contrast, OOD problem center on determining field or potential boundaries, which requires
analyzing collective behavior rather than individual behaviors. This discrepancy motivates us to first
pose the following question:

Can we find a concise, theoretically grounded yet tractable PDE to model the collective
behavior of the high-level features and measure the boundary of the basin of attraction?

In pursuit of this, we introduce the Vlasov-Poisson system [67, 18], a dynamic physics model that
describes the evolution of collective particle behavior under self-consistent electric field. This system
captures the feedback loop where particle positions induce changes in the field, which, in turn,
influence particle positions, driving the system towards a steady state'. In this sence, we abstract
high-level features from the feature extractor as charged particles, with their values corresponding to
initial positions and assigned uniform initial velocities. Under the assumption that all InD features
correspond to a steady-state solution of the Vlasov-Poisson system, their dynamics will naturally
evolve toward that equilibrium. The region formed by such initial states is referred to as the basin
of attraction (as depicted in Figure 1). For OOD detection, we provide two principles: i) Vlasov-
Poisson systems modeled by collective particles with distinct initial positions but identical initial
velocities, typically yield unique steady-state solutions (Theorem 2.1), and ii) minor perturbations
outside the basin of attraction amplify during system evolution, sharpening gradients at the boundary
(Corollary 2.3). Thus, the basin of attraction is ideal for distinguishing InD and OOD features. Since
this process operates on pretrained high-level features, it is therefore a post-hoc detection method.
On the other hand, for OOD generalization, considering potential latent defects outside the basin of
attraction, we assume that network robustness improves as the basin’s range expands. So we next
seek to address the following question:

[How can we enlarge basin of attraction’s boundary to enhance model generalization? ]

Steady state

Solusion

To answer this, we decompose complex perturbations into super-
positions of simple plane waves’ and examine their collective
behavior in the Vlasov-Poisson system by giving a dispersion re-
lation that characterizes the stability of the wave modes. Through
this lens, if all wave modes converge to a common steady state, the
system ultimately stabilizes at that solution, regardless of the initial ,
perturbation, as illustrated in Figure 2. Therefore, by requiring the  Fjgyre 2: A—I;M;ll plane-wave
potential in the random single-wave mode to satisfy the frequency odes reach steady state, Cross-
form of Poisson equation, we expand the basin of attraction to  frequency interactions dimin-
include the perturbation points. We present Theorem 2.4 to support  jsh ‘leading to equilibrium.

Distribution, Field...

'A steady state refers to a condition where the system’s macroscopic properties remain constant over time,
indicating a dynamic equilibrium between particle motion and the self-consistent field.
2A wave with uniform amplitude and phase across infinite, parallel wavefronts, propagating in fixed direction.
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Figure 3: Illustration of our CBD-based framework. CBD is derived from the Vlasov-Poisson system
and models the dynamics of high-level features under an electric field. The basin of attraction
quantifies the region where features from the InD training set X spontaneously converge to a steady
state. Based on CBD, we propose two methods targeting OOD detection and OOD generalization.

this design and discuss its impact on the model’s generalization ability, building on Theorem 2.5 and
Corollary 2.6.

In summary, the contributions of this work are three-fold: i) Theoretically, we introduce an application
of fields and potentials in OOD problems from two novel perspectives: the collective behavior
dynamics of high-level features and complex perturbations under self-consistent electric fields, with
supporting theories. ii) Methodologically, we propose physics-inspired Collective Behavior Dynamics
(CBD) framework for OOD problems. It is simple, effective, and compatible with other methods. iii)
Experimentally, our method outperforms or matches SoTA approaches across three OOD detection
benchmarks and six OOD generalization benchmarks, and can be integrated with them for further
improvement.

Prior Arts. We discuss related work and defer a concentrated account to Appendix A.

2 CBD: Collective Behavior Dynamics

Let X = {(x,y)} denote the training set, consisting of i.i.d. samples drawn from the joint distribution
P = X x ), where X € R? represents the input space and ) = {1,2,...,C} is the output space.
Consider a classification network parameterized by 6, where the network maps inputs x € X to a
probability distribution over the output space ). We illustrate our CBD-based approaches in Figure 3.
In the following, we first present the formulation of the Viasov-Poisson system (Section 2.1), and
then introduce the details of basin of attraction (Section 2.2), followed by its application to OOD
detection. Finally, we formulate the dispersion relation (Section 2.3) and demonstrate how CBD can
be utilized for OOD generalization.

2.1 Formulation of Vlasov-Poisson System

The performance of classification networks typically relies on high-level feature extracted from
individual inputs. However, this overlooks the deep physical constraints that exist between high-
level features across InD data. To model the behavior of high-level features z=fy(x), where fg(-)
denotes a feature extractor, we treat these features extracted from InD data as charged particles
in the space RZ. Due to Coulomb interactions, these particles spontaneously move in space. In the
absence of collisions and external magnetic fields, their dynamics can be effectively described by the
Vlasov—Poisson system, which consists of two fundamental equations: the Vlasov equation and the
Poisson equation. Specifically, the Vlasov equation is given by:

0F (z,v,t)

ot
Eq.(1) preserves the Hamiltonian structure and energy conservation of the system, where F'(z,v,t) €
R? xR% xRt —RT is the particle distribution function at time ¢, defining the particle density at
position z and velocity v . F(z,t)€R? corresponds to the electric field generated by particle
distribution (assume all particles have the same charge). V, and V, represent the gradient with

respect to position and velocity, respectively. Eq.(1) describes macroscopic space-time changes.

+v-V,F(z,v,t)+ E(z,t) - VyF(z,v,t) = 0. (1

The Poisson equation characterizes the relationship between the electric field E(z, t) and the particle
distribution F'(z, v, t), and can be expressed as:

V24(z,t) = —%(/F(z,v,t)dv — pin(2)), E(z,t) = —V(z,t). )

Here ¢(z,t):RZ xRT—R™ denotes the electric potential, [ F(z, v,¢)dv the charge density (i.c.,
the total charge at position z), and €,>>0 the permittivity constant. pj,,(z) denotes Ion background



density, assumed to be a spatially uniform constant. It serves to neutralize the system and ensure
potential solution. Eq.(1) and Eq.(2) together describe particle dynamics under the electric field.

Theorem 2.1. Consider N Viasov-Poisson systems with steady state distributions F;(z,v) =
ni(z) 6(v — vo), where each spatial density n;(z) € L*(R?) N L>®(R?) represents the spatial
density for the i-th system, and L'(R) and L>°(R) denote respectively the spaces of integrable
and essentially bounded functions on R. The Dirac delta distribution (v — vq) is centered at
v = vy, indicating a velocity distribution concentrated at that point. Assume that each n;(z) satisfies
Vo - Vzni(z) = 0 and that the ion background density is given by pion i(2z) = n;(2z). If n;(z) # n;(z)
for i # j, then the solutions F; are distinct.

We prove that in different multiple systems, where particles share identical mass and initial velocity
vo but have distinct spatial density distributions, the steady state solutions (i.e., W_O) are distinct.
Using the provided Vlasov-Poisson equations, a neutralizing ion background, and a density gradient
condition, we establish the result via distribution theory. The proof is deferred to the Appendix B.1.

2.2 Basin of Attraction and Application to OOD Detection

Building upon the concept of the Vlasov-Poisson system, we introduce the notion of a basin of attrac-
tion to characterize the system’s dynamical behavior under both InD and OOD inputs. Let F*(z, v) de-
note a steady state solution to the Vlasov—Poisson system. We define the basin of attraction B(F™)
as the set of initial distributions F{ such that the time-moved solution asymptotically approaches F™*:

B(F*)={Fye F| tlggo F(t,-,-) = F* in some topology }. 3)

Here, F denotes the admissible function space (e.g., Sobolev or Wasserstein space). This asymptotic
behavior can be equivalently characterized by the steady state form of the Vlasov—Poisson system,

v -V, F*(z,v)+ E*(z) - VyF*(z,v) =0, L
{ V26" (2) = =L ([ F*(2,%) dv = pion(2)) . E*(2) = —V5*(s). (Ameindependenty ()

Definition 2.2. Under thermodynamic equilibrium, the steady-state electric potential ¢*(z) satisfies
the nonlinear Poisson—Boltzmann equation:
N |
V2¢ (Z) = _?0(6 ¢$7(2) _ pion(z))' (5)
Eq.(5) describes the equilibrium electrostatic potential resulting from a Boltzmann-distributed charge
density balanced against a fixed ion background. The derivation is provided in Appendix B.2.

Corollary 2.3. Consider ¢*(z) be the steady state electric potential satisfying the nonlinear Pois-
son—Boltzmann equation. Then the basin of attraction’s boundary OB can be implicitly represented
as the zero level set of a scalar functional over ¢*(z), i.e.,

OB = {zeR?|G(¢"(z)) =0}, (©6)
where G is a differentiable function that depends on system configuration, such as energy thresholds,

local potential curvature, or external field geometry. This representation enables differentiable
modeling and learning of basin boundaries via neural function approximators.

Corollary 2.3 establishes that the basin of attraction 13 associated Electric Potential
with the steady state dynamics is fully characterized by the solu- & % oo 21000
tion ¢*(z) to the nonlinear Poisson-Boltzmann equation, through S . " —ooa- 0220001
a differentiable level-set condition G(¢*(z))=0. It implies that &~ =~y 222500011
the geometric and topological structure of B, including its bound- < =~ ' 7~ e /4” e
ary 0B, is encoded in the electric potential ¢*. We defer the : ,> e /fﬁ M 3
formal to Appendix B.3. Given the challenges of directly solv- - QOD : ?fﬁf ; £
ing high-dimensional nonlinear PDE of Eq.(4) and the need for R /7 4 f I.E
framework compatibility, we propose incorporating two parallel © . .. "%, \' i S
MLP branches following the feature extractor: Fy for predicting DS S A |
the steady state distribution function F'* and ¢y for estimating the i o

steady-state potential ¢*, both running in parallel with the linear Figure 4: Electric field, poten-
classifier fy. As shown in Figure 3. This architecture ensures tial, and basin of attraction’s
CBD compatibility with most existing methods. Then we formu- boundary. Particles inside con-
late a physics-informed loss, which enforces the consistency of —verge to steady state; those out-
the learned potential with the steady state field equation. Because side behave chaotically.
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Figure 5: Effect of dlspersmn relatlon regularization on the learned potential field, its frequency
spectrum, and the recovered basin of attraction. Left column: Predicted potential fields with (left) and
without (right) dispersion relation loss. The regularized solution is smoother and more physically
consistent. Middle column: Corresponding frequency spectrum. Dispersion relation regularization
suppresses spurious high-frequency components, aligning the spectral structure with physical expecta-
tions. Right column: Estimated basin boundaries (contour of ¢¢(z)=const). Dispersion regularization
leads to a wider and smoother basin, indicating improved global consistency and robustness.

the Ion background density pi,,(2) is constant, it introduces only a uniform offset and can be safely
omitted from derivation. Thus the resulting Poisson loss is

R 1
LPoisson(Z; f97 ¢9) = ||v2¢9(z) + gei(bs(Z)HQ' (7)

The steady state potential ¢* encapsulates the overall geometric and topological structure of the InD
data, while also satisfying the Vlasov equation. So we get the following Vlasov loss:

Luviasor (2 fo, b0, Fo) = ||V - VuFp(2,v) — Vo(2) - Vo Fy(z, V)| . (8)

Then we leverage Lpoisson and Lyiusov @s a physically grounded uncertainty score to identify whether
z*=f(x*) lies inside the basin of attraction or corresponds to OOD behavior,

InD if ACPoisson(Z*§ f@v (b@)g)\l and Lyviasov (Z*; f@a ¢0a FO)S)\Q

OOD otherwise ©)

D(z*;f97¢97F9>X> = {
where A1 >0 and A\y>0 is thresholds and x* is test data. This approach not only offers physical
interpretability, with the score directly quantifying deviation from the governing PDE. But also
geometric alignment with basin structure, as Corollary 2.3 demonstrates that G(¢*(z)) exhibits
sharp gradient near the boundary 013, enabling robust OOD detection without statistical estimators.

2.3 Dispersion Relation and Application to OOD Generalization

OOD data’s high-level features may fall outside the basin of attraction of InD data, preventing
spontaneous transition from initial to steady states under given electric fields. From this perspective,
we hypothesize that network robustness is proportional to the range of the basin of attraction.As
the basin of attraction contracts, larger activity spaces emerge, increasing the probability of potential
defects. As illustrated in the second image of the right column in Figure 5, without additional regular-
ization, the learned boundary of the basin of attraction for exhibits fragmentation, demonstrating not
only sensitivity to input data but also a diminished area (green area). Enlarge this basin implies that
the system can accommodate larger initial deviations, without diverging or converging to alternative
equilibria, thereby improving the robustness of the steady state.

We define the set of initial perturbations ( fo,%o)=(F—F*, ¢p—¢*) . To investigate the collective
behavior dynamics of perturbations, we employ plane waves for decomposition. We define the plane
wave as 1(z, t) =’ 2=“t) and f(z,v,t)=f(v)e!*2=“t) where keR? denotes the wave vector
specifying the spatial frequency and direction (we treat k as a random vector hyperparameter in our
experiments), and w=w, +iw; is the complex frequency. The scalar ¢ and f(v) represents the mode
amplitude. This representation enables any perturbation to be expressed as a superposition of
decoupled modes, and in systems exhibiting translational invariance, plane waves naturally arise as
eigenfunctions, transforming PDE into algebraic forms. Substituting ) and f into Eq.(4), we get the
perturbation collective behavior dynamics equations:

{ 0if(z,1) +v - Vaf(2,t) + E*(2) - Vy f(2,1) = (V Fr(zv)) - (Vav(z 1), o)
V24 (z,t) f—ff z,t
Substituting the plane wave into Eq.(10), yielding
{ —iwf(v) +ik-vf(v) + (= V¢*(z) - Vi f(v ):&(v F*(z,v)) - ik,
- (v)

: )
K20 = — L [ f(v)dv (b



Assuming a homogeneous steady state for simplicity (i.e., ¢*(z) is constant and F*(z, v)=F"*(v)),
the electric field E*(z)=0, and Eq.(11) simplifies to:

—iwf(v) +ik - v (V) = (Vs F*(z,V)) - ik. (12)
Solving for f(v), we obtain:
UV F () K

Fly) — 13
flv) = F (13)
Integrating over velocity space and substituting into the Poisson equation, we get:
k-V F*(v
D(w, k)—1+— 7()dv:0. (14)
€0 w—k-v

The solutions of D(w, k) is w(k)=w,+iw;, which determine the stability of each mode. To assess
stability, we define an energy-like quantity as the squared magnitude of the perturbation, |1(z, t)|? (or
alternatively | f(z, v, )|, with analogous derivation steps following). Substituting w(k)=w,+iw;,
this becomes [1)(z, t)|>=|1)|?e?¥i?, since the exponential term e*(K=—(wrtiwi)t) —gik-zp—iwrt pwit
and the magnitudes of the complex phases e’¥'Z and e %! are unity. Thus, when w;>0, the factor

e2wit grows exponentially, causing the energy-like quantity to increase, potentially destabilizing the
system and contracting the basin of attraction. Conversely, when w; <0, e**i* decays exponentially,
reducing the energy-like quantity and facilitating recovery to the steady state. In the nonlinear regime,
perturbations decompose into multiple modes, and decaying modes (w; <0) can mitigate the growth
of unstable modes (w;>0) through modal interactions, such as energy redistribution. Therefore,
the imaginary part of w can be used to evaluate the generalization ability of the model.

To enlarge the basin of attraction, we aim to suppress perturbations associated with positive growth
rates, i.e., those satisfying w; > 0, as they contribute to instability and hinder recovery to equilibrium.
To this end, we introduce the following dispersion relation loss that regularizes the consistency
between the electric potential and the charge distribution in the frequency domain

Laisp(2; for 00) = L [[[KI264(2) + pie(2)|,

st Gr(z) = ga(z)e ™%, pi(z) = e PP,
This loss arises from the Fourier-domain formulation of the Poisson equation. Minimizing Eq.(15)
therefore enforces the constraint across sampled wavevectors k (see Figure 2). From a dynamical
perspective, satisfying this balance prevents the system from developing unstable frequency compo-
nents, which would otherwise drive the D(w,k)=0 toward solutions with w;>0, such imbalances
act as implicit forcing terms that require growing temporal responses. In contrast, minimizing
the dispersion relation loss encourages configurations where w; <0, ensuring exponential decay of
perturbation energy and improved return to steady state. This regularization thus enhances stability
and expands the basin of attraction. Figure 5 presents a comparative analysis of predicted potential
fields, frequency spectra, and estimated basin boundaries before (right) and after (left) incorporating
the dispersion relation loss, demonstrating its superior efficacy in enlarging the basin of attraction.
According to Eq.(15), the underlying theoretical rationale can be formulated as follows.

15)

Theorem 2.4. Define the approximate basin of attractor basin as the residual sublevel set
Bo = {z€ Q| (V2o(z) + —e %) < A}, (16)
€0

Then, under mild regularity assumptions, increasing the spectral regularization strength Agis,>0
leads to a strictly larger basin measure:

meas (Bé)‘d”">0)) > meas (BéAd””zo)). (17)

Theorem 2.5. Let ¢g, Fyc H*(R?), H*(R? xIR?), respectively, with s>7 /2, approximate the true
solutions ¢*, F* of the Vlasov-Poisson system. Training data (z,v)~D are i.i.d. from QxRZ. The
generalization error is: Egen(0)=E, v~p [||00(2)—0* (2)|*+| Fo(z, v)—F*(z,Vv)|]*]. The inclu-
sion of Lgisp reduces Egen(0) by constraining the Sobolev norm of ¢g, satisfying:

Eq x[Laisp] > clldolF= — C, (18)

for constants ¢, C' > 0, thereby reducing the model complexity term in the generalization error bound.



Table 1: OOD detection performance on CIFAR-10 and CIFAR-100 benchmarks, with the top three
results highlighted. Complete results for all baseline methods are provided in Appendix E.
MINIST SSVHN Textures Places365 Average
FPROS|  AUROC!  FPR95,  AUROC!  FPR95,  AUROCT FPR95S,  AUROCT  FPR95,  AUROCT
CIFAR-10 Benchmark
OpenMax | 23331467 90.50+04¢  25.40+147  89.77+04s  31.50+405  89.58+060  38.52+227 88.63+028 29.69+121  89.62+019

Method

ODIN 23.83+ 1238  95.24+196  68.61+0s2  84.58+077  67.70+1106 86.94+226  70.36+696 85.07+124 57.62+424¢  87.96+061
MDSEns 1.30= 051 99.17+041  74.34+104 66561058 76.07+017  77.40+028 94.16+033 52471015 61.47+04s  73.90+027
RMDS 2149423  9322+0s0 23.46+148  91.84+026  2525+0s3  92.23+023  31.20+028 91.51+on 25351073 92.20+0x
Gram 70.30+896  72.64+23¢  3391:t173s  91.52+44s  94.64:27m1 62341827 90.49+195 60441341 72341673 T1.73+320
ReAct 33.77+1800  92.81+303  50.23+1508  89.12+319  51.42+142  89.38+140  44.20+335  90.35+t073  44.90+s83  90.42+ 141
VIM 18.36+ 142 94.76+03  19.29+041  94.50+048  21.14+183  95.15+034 41.43+217  89.49:x039  25.05:0s2  93.48+024
KNN 20.05+136  94.26+03  22.60+126  92.67+03  24.06+0ss  93.16+024  30.38+063 91.77+023 24.27+040 9296+ 014
ASH 70.00+ 1056 83.16+466  83.64+648  73.46+641 84.59+174  T745+23  77.89+728  79.89+360  79.03+420  78.49+2s8
SHE 422242050  90.43+476  62.74:rs01  86.38+132  84.60+s30  81.57+121  76.36+s3:  82.89:1122  66.48+s0s  85.32+143
GEN 23.00+775  93.83+214  28.14+250  91.97+0e6  40.74+661  90.14+076 47.03+322  89.46+06s 34.73+1ss  91.35+069

NAC-UE 15.14+260  94.86+136  14.33+12¢  96.05+047  17.03+059  95.64+044 26.73+0s0 91.85+028  18.31+092  94.60+ 050
CBD-De 15.20+050  97.48+129 14.22+150  97.85+068 18.44+152  97.03+00s  22.75+221 93181073  17.65:103  96.39:0s1

CIFAR-100 Benchmark
OpenMax | 53.82+474  76.01+13  53.20+178  82.07+1s3  56.12+191  80.56+000 54.85+142 79.29+040 54.50+0es 79.48+ 041

ODIN 4594432  83.79+131 67.41+388  74.54+076  62.37+206  79.33+108  59.71+092  79.45+026 58.86+079  79.28+021
MDSEns 2.83+ 086 98.21+078  82.57+2s8  53.76+163 84941083  69.75+114  96.61+to17 42271073 66.74:104  66.00+ 060
RMDS 52.05+628  79.74+240  51.65+36s  84.89+110  53.99+106  83.65+0s1 53.57+043 83.40+046 52.8l:t063 82924042
Gram 53.53+74s  80.71+41s  20.06+196  95.55+060  89.51+2sa  70.79+13  94.67toe0 4638121  64.44:23  73.36+ 108
ReAct 56.04+566  78.37+150  50.41+200  83.01+o097  55.04+0s2  80.15+04s 55.30+041  80.03+011  54.20+156  80.39+ 049
VIM 48.32+107  81.89+102  46.22+546  83.14x37m1  46.86+220  8591+o0m  61.57to07r  75.85+037  50.74x100 81.70+o0s2
KNN 48.58+461  82.36+1s2  51.75+312  84.15+100 5356123  83.66+0s3  60.70£103  79.43+047  53.65:t028  82.40+017
ASH 66.58+388  77.23+046  46.00+267  85.60+140 61.27+274  80.72+070  62.95+09  T8.76+016  59.20+246  80.58+066
SHE 58.78+270  76.76+107  59.15+761  80.97+398 7329132  73.64+128 65241098 76.30+0s1  64.12:270  76.92+ 116
GEN 53.92+s5m  7829+20s  55.45+276  8l.4l+iso  61.23+140  78.74+0s1  56.25+100  80.28+027  56.71+1s0  79.68+07s

NAC-UE 21.97+662  93.15+163  24.39:+466  92.40+126  40.65+194  89.32+0ss  73.57t116  73.05:06s  40.14:186  86.98+037
CBD-De 27.93+773  96.29+181 18.721612  95.80+205  37.341230  90.02+1s2  55.23+0ss  81.50+116  34.81:160  90.90:068

Corollary 2.6. Under the same assumptions with Theorem 2.5, let H = {(¢g, Fy) : 0 € O} be the
hypothesis class. The generalization bound is:

Egen(0) < Eirain(0) + 2Rad(H) + O(+/log(1/6)/n), (19)

where Rad(H) is the Rademacher complexity, and n is the sample size. The inclusion of L s, reduces
Rad(H) by restricting ¢g to a subset Hy C H 2, tightening the generalization bound.

Theorem 2.4 proves that incorporating the loss Lg;s, enlarges the basin of attraction. Theorem 2.5
further establishes that this loss term decreases the generalization error, and Corollary 2.6 presents
the resulting tightening generalization bound. Proofs are deferred to Appendix B.4, B.5 and B.6. For
0OD detection, the loss is defined as Lpe= Lyiasoy+Lpoisson. For OOD generalization, we enhance
the training by incorporating Lg;sp along with the standard classification loss [81], yielding the overall
loss ﬁGenéEC]assify+0€(£V1350v+ﬁpoisson)+ﬁ£disp, which ensures robust performance on the primary
task. For detailed pseudocode, refer to Appendix C.

3 Experiments

Steup. For OOD detection, following the latest OpenOOD [94], we evaluated our CBD-De on three
InD datasets: CIFAR-10, CIFAR-100 [38], and ImageNet-1k [12]. For CIFAR-10 and CIFAR-100, we
employed ResNet-18 and assessed performance against four OOD datasets: MNIST [13], SVHN [59],
Textures [10], and Places365 [101]. For ImageNet-1k, we utilized pre-trained ResNet-50
and Vit-b16 models, evaluating against three OOD datasets: iNaturalist [79], Textures,
and OpenImage—0 [84]. We compared our approach with 22 SoTA OOD detection methods,
with comprehensive results provided in Appendix E. For OOD generalization, we adhere to the
Domainbed [23] in our experimental setup and use BCE as classification loss, evaluating our CBD-Gen
on five datasets: VLCS [16], PACS [45], Of ficeHome [82], Terralnc [5], and DomainNet [60].
For each dataset, we report the leave-one-out test accuracy, averaged across splits where one domain
serves as the test set and the remaining domains as the training set. Our method is compared against
18 SoTA baselines, with comprehensive results available in Appendix F.

Metrics. For OOD detection, we employed two threshold-free evaluation metrics, consistent with
established conventions: i) FPR95, the false-positive-rate of OOD data when the true-positive-rate of
ID data is at 95%, and ii) AUROC, the area under the receiver operating characteristic curve. For
OOD generalization, we adhere to the standard practice of using accuracy as the evaluation metric.

Implementation Details. In the interest of brevity, we defer details such as training procedures,
hyperparameter configurations, and baseline methodologies to Appendix D.



Table 2: Performance of OOD detection (AUROC) on ImageNet-1k, with full results in Appendix E.

Dataset Backbone OpenMax MDS RMDS ReAct VIM KNN ASH SHE GEN NAC-UE CBD-De
ResNet-50 92.05 63.67 8724 9634 89.56 86.41 97.07 92.65 9244 96.52 97.06
iNaturalist Vit-b16 94.93 96.01 96.10 86.11 9572 9146 50.62 9357 93.54 93.72 97.26
Average 93.49 7984  91.67 9123 9264 8894 7385 9311 92.99 95.12 97.16
ResNet-50 87.62 69.27 8584 91.87 9050 87.04 9326 86.52 89.26 91.45 92.65
Openlmage-O  Vit-b16 87.36 9238 9232 8429 92.18 89.86 5551 91.04 90.27 91.58 91.89
Average 87.49 80.83  89.08 88.08 91.34 8845 7439 88.78 89.77 91.52 92.27
ResNet-50 88.10 89.80 86.08 9279 9797 97.09 96.90 93.60 87.59 97.90 98.31
Textures Vit-bl6 85.52 89.41 8938 86.66 90.61 91.12 4853 92.65 90.23 94.17 94.30
Average 86.81 89.61 87.73 89.73 9429 9411 7272 93.13 8891 96.04 96.31

Table 3: OOD generalization performance on DomainBed, with complete results in Appendix F.
Algorithm | Mixstyle MMD ~ ARM ~ MTL  MLDG Mixup CORAL SAM  SAGM GGA  CBD-Gen

PACS 85.2+03  84.7+0s 85.1+04 84.6x05 849+10 84.6+t06 86.2+03 85.8+t02  86.6+02  87.3+04 87.7+06
VLCS 779405  77.5+09 77.6+03 77.2+04 T7.2+04 T7.4+06 78.8+06 79.4+01  80.0+03  79.9+04 80.5-+05
OfficeHome  60.4+03 663401  64.8403 66.4+05 66.8+06 68.1+03 68.7+03  69.6+01  70.1+02  70.1+02 714403
Terralnc 44.0+07  42.2+16  45.5+03  45.6+12 477102 479+0s  48.6+10 433+07  48.8+00  50.6+0. 50.5+01
Avg. 66.9 67.7 68.3 68.5 69.2 69.5 70.3 69.3 714 71.7 725

DomainNet 34.0+0.1 234495 355402  40.6201 4124010 403100 41501 443102 45.0402  45.2+02 45.9104
Total 60.3 58.8 61.7 62.9 63.6 63.4 64.5 64.5 66.1 66.3 67.2

Quantitative results on OOD detection. Ta- Table 4: Evaluation of CBD-Gen’s compatibility

bles 1 and 2 present the results of our CBD-De  with advanced OOD generalization methods.
on the CIFAR and ImageNet datasets, com- Methods PACS VLCS OfficeHome Terralnc

Avg.

pared against 22 SoTA methods. Confidence in- baseline | 858 794 9.6 $33 693
tervals in the tables reflect mean = standard er- ~ SAM with CBD-Gen | 884 = 80.7 = 717 510 730
N (+2.6) (+1.3) +2.1) 7.7y (#3.7)

ror over t'hree independent test runs. Our CBD- baseline | 866 800 701 58 714
De consistently outperforms all SOTA meth- ~ SAGM with CBD-Gen | 882 80.7 715 508 728
AN (+1.6) (+0.7) (+1.4) +2.0) (+1.4

ods in average performance, achieving record-
breaking results across three benchmarks. Specifically, on CIFAR-10 and CIFAR-100, CBD-De
reduces the FPR95 by 0.66% and 5.33%, respectively, and improves the AUROC by 1.79% and
3.92% compared to the most competitive baseline [52]. On the large-scale ImageNet-1k dataset,
CBD-De enhances AUROC scores across various backbones and OOD datasets, with average AUROC
improvements of 2.04%, 0.75%, and 0.27% over the strongest competitor.

Quantitative results on OOD generalization. Table 3 reports the average OOD accuracies of SOTA
generalization methods across five benchmarks. For fair comparison, all methods are trained on the
same amount of data. While additional data augmentations could further improve performance, they
are not applied to isolate the effect of the core methods. The average performance of CBD-Gen across
all evaluated datasets surpasses that of the most competitive benchmark by 0.9%. Specifically, on the
large-scale DomainNet dataset, comprising 586,575 images across six domains, CBD-Gen achieves a
0.7% improvement over the leading method. Furthermore, CBD-Gen significantly outperforms the
current SOTA on the OfficeHome dataset. We attribute this to its use of electric field modeling, which
enhances the network’s ability to capture discriminative features from limited data. In particular, the
electric potential exhibits sharp gradient transitions near the basin of attraction’s boundary, leading to
larger inter-class margins. This effect is beneficial for OfficeHome, where each class contains only
~ 240 samples on average, and substantially fewer than the 1,400+ samples per class available in
other datasets, highlighting CBD-Gen’s strength in low-data regimes.

Compatibility results. We further investigated the potential of CBD-Gen by integrating it with
two advanced algorithms: SAM [17] and SAGM [86]. During training, we incorporated two MLP
branches after the feature extractor and incorporate additional Lpsisson, Lviasov and Laisp losses into
the existing algorithmic frameworks. These branches are removed during testing. Results are shown
in Table 4. Notably, CBD-Gen maintains consistent and superior performance across multiple datasets
when combined with other methods, further validating its strong generalizability and compatibility.
This demonstrates that CBD-Gen is not only effective within traditional training paradigms but can
also function as an enhancement module that integrates seamlessly with various advanced methods,
exhibiting extensive adaptation capabilities.

Text OOD Detection. To demonstrate the modality-agnostic nature of our post-hoc OOD detection
method CBD-De, we further conduct experiments on text classification benchmarks. Following
the evaluation protocol established in [4], we evaluate our method on standard text OOD detection
datasets. Specifically, we adopt the widely used SST-2 [71], IMDB [54], and Yelp [99] datasets,



Table 4: Performance of OOD detection (AUROC) on text data.
ID OOD | MSP Energy GradNorm  KLM ReAct DICE KNN ViM | CBD-De

SST-2 IMDB | 83.2+14 82.7+22  70.3+23  55.0+27 83.3+24 34.5+107 87.2+17 83.9+33 | 89.0+22
SST-2  Yelp 75.7+22  75.0+3.1 61.3+27 513430 75.7+34 354484 87.84+04 80.1+28 | 89.3+14
Yelp IMDB | 79.5+05 79.2+16  71.7+19  38.6+13 79.5+16 26.8+51 84.7+08 88.6+07 | 90.2+0.6
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Figure 6: Confidence calibration comparison and hyperparameter analysis on the OfficeHome dataset.

where each dataset alternates as InD and OOD data. As shown in Table 4, our method achieves
competitive performance compared to established baselines. These results confirm that CBD-De,
though originally designed for visual OOD detection, generalizes effectively to text modalities without
requiring any modality-specific adaptations.

Confidence calibration analysis. We evaluate the confidence calibration performance of
Mixstyle [102], SAGM [86], and our proposed CBD-Gen on the OfficeHome dataset, with re-
sults visualized via reliability histograms in Figure 6 (upper row). Predictions are divided into ten
bins based on confidence levels, and the mean accuracy is calculated for each bin. An optimally
calibrated model should exhibit a diagonal pattern in the reliability diagram, as highlighted by the
gray bars. We observe that Mixstyle exhibits poor calibration in low confidence intervals (0 to 0.5),
likely due to these data augmentation-based methods struggling to generate OOD samples with
significant distribution shifts. In contrast, while SAGM outperforms Mixstyle in these low intervals,
it underperforms in mid-confidence intervals (0.5 to 0.8), possibly because these sharpness-aware
minimization methods overly smooths samples with moderate gradients, skewing their probabilities
toward the extremes. Our proposed CBD-Gen, however, excels in both low and mid-confidence
intervals. This advantage may arise from decomposing perturbations into multiple plane waves,
enabling two key operations: i) perturbing random frequency components to indirectly create broader
OOD data, addressing calibration deficits in low-confidence regions, and ii) optimizing the basin of
attraction’s boundary, defined by a continuous PDE over InD data, ensuring smooth and consistent
parameter adjustments for accurate probability estimation in mid-confidence intervals.

Hyperparameter analysis. To maintain clarity, we primarily use the OfficeHome dataset to investi-
gate the impact of two loss-related hyperparameters in CBD-Gen, i.e., o and (3, as well as the effect
of training batch size on model generalization. As shown in the bottom row of Figure 6, we first
vary o while fixing 8 = 0.01. The results indicate that model performance remains stable over a
broad range of « values (0.01 to 0.1), suggesting that CBD-Gen is robust to changes in the relative
weighting of Poisson and Vlasov losses within this interval. Next, fixing o=0.01, we examine the
influence of 5 and observe that generalization performance degrades slightly at both low (5=0.001)
and high ($=0.1) values. A small 8 may weaken the model’s ability to enlarge the basin of attrac-
tion’s boundary, limiting generalization, while an overly large 5 could lead to excessive emphasis on
matching plane wave modes, at the expense of accurate electric field modeling, ultimately impairing
classification performance. We also investigate the effect of batch size on CBD-Gen’s performance,
based on the assumption that accurate modeling of electric fields and potentials from InD data benefits



from larger batches. As shown in Figure 6, general-
ization performance improves with increasing batch
size. Batch sizes between [32, 64] offer strong, po-
tentially optimal results, though hardware constraints
limit evaluation at larger scales.
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Plane wave analysis. Experimentally, the wavevector
k in Eq(15) is sampled from a Gaussian distribution
k~N (0, 0T) for each batch (see pseudocode in Ap-
pendix C). The scaling factor o controls the spread
of sampling in the frequency space and directly af-
fects the strength of dispersion relation regularization.
Additionally, the wavenumber N determines the dis-
cretization resolution in the frequency domain, signif-
icantly impacting both the stability of regularization actor 1070
and computational efficiency. We conducted system-
atic ablation studies on different values of o and V. As
shown in Figure 7, increasing N leads to consistent
improvements in generalization performance (from
blue to red/orange sample points). This is attributed
to a finer and more comprehensive frequency decomposition, enabling the model to better capture
and adapt to various domain shifts. However, excessively large /N degrades training efficiency.
To balance performance and efficiency, we set N=250 in the above experiments. Furthermore,
comparative analysis of various scaling factors revealed that both insufficient and excessive sam-
pling ranges degrade model generalization performance. Smaller scaling factors preserve excessive
high-frequency components, introducing non-physical oscillations in the potential field, while larger
factors over-smooth the field, eliminating critical physical structural information. Experimental
results demonstrate that 0=0.5 yields optimal performance, balancing physical consistency with
discriminative feature preservation.
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Figure 7: Comparative analysis of wavenum-
ber N and scaling factor o on OOD general-
ization task using the OfficeHome dataset.

Limitations. We would like to discuss several limitations identified in our study. First, there is an
opportunity to enhance CBD by reformulating the distribution and potential prediction heads as a
multi-step PDE solver. Such a design could improve numerical stability and provide a more faithful
approximation of the underlying dynamics, potentially leading to greater precision compared to
directly solving for the steady state. However, this reformulation may introduce additional parameters,
hyperparameter sensitivity, and computational overhead, which should be carefully balanced against
the expected gains. We provide an illustrative experiment in the Appendix D.8 to demonstrate
this limitation. Second, the CBD algorithm requires extensive storage of first- and second-order
intermediate gradients, resulting in significant GPU memory demands. This not only increases
training costs but also restricts batch sizes and model scalability in practice. This constraint could
limit its applicability to large-scale or high-resolution tasks unless more memory-efficient optimization
strategies are developed, such as gradient checkpointing or mixed-precision computation.

4 Conclusion

In this work, we present a physics-inspired collective behavior dynamics perspective to address the
OOD problem. We conceptualize high-level features as charged particles and explicitly model their
collective behavior under a self-consistent electric field using a Vlasov-Poisson system of dynamical
equations. By solving for InD electric potential and distribution functions, we link the InD boundary
to the system’s steady-state basin of attraction, enabling effective OOD detection. Furthermore, we
analyze the collective behavior dynamics of perturbations within the system and resolve the OOD
generalization problem by enlarging the boundaries of the basin of attraction. Extensive experiments
across diverse tasks, benchmarks demonstrate our CBD’s advantages over current leading methods.
Following this line of thought, we hope our perspective inspires the community to consider physical
dynamical behaviors in OOD problems, which naturally aligns with principles of interpretability.
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A Prior Arts

OOD detection [27] aims to identify inputs that significantly deviate from the training data distri-
bution, a task critical to ensuring model reliability and safety in real-world applications. Existing
approaches can be broadly categorized into post-hoc and prior-based methods. Prior-based methods
integrate OOD awareness into the training phase by modifying training strategies [30], loss func-
tions [29, 55], or model architectures [78]. However, prior-based methods often require access to
OOD samples or carefully crafted synthetic anomalies during training, which may not be feasible
or generalizable across deployment scenarios. Additionally, such methods typically involve sub-
stantial modifications to the training pipeline or model architecture, increasing computational cost
and limiting applicability to pre-trained models. In contrast, post-hoc methods operate on models
already trained on InD data, making them more practical and flexible for real-world deployment.
These methods rely on analyzing model responses, such as confidence scores [27, 100], output
gradients [31], or intermediate activations [42], to estimate the likelihood that an input belongs to
the training distribution. Their plug-and-play nature and compatibility with existing models make
post-hoc approaches particularly appealing for scalable OOD detection. Our proposed CBD-De
builds upon a pre-trained model by training two additional MLP branches with InD data, while
freezing all parameters of the pre-trained model (including both feature extractor and classifier),
which categorizes it as a post-hoc method.

OOD generalization [48] focuses on improving model performance on unseen distributions without
requiring access to OOD data during training. It aims to learn representations that remain effective
under distributional shifts, enabling better generalization to unknown environments. Existing OOD
generalization approaches can be broadly categorized into three groups: data augmentation, represen-
tation learning, and model regularization. Data augmentation methods [102, 11] simulate distribution
shifts by applying input transformations or generating synthetic domains. Representation learning
methods [1, 69, 35, 90, 88] aim to learn domain-invariant or domain-discriminative features. Model
regularization methods [33, 64] introduce constraints during optimization to improve robustness.
While OOD generalization does not require OOD data, it often assumes access to multiple training
environments or sufficient data diversity, which may not always be available in practice. By modeling
the field or potential of InD data, our approach demonstrates superior performance over existing
methods on datasets with limited class samples, as substantiated by comprehensive experiments.

Vlasov-Poisson system [83] is a fundamental kinetic model describing the evolution of a collisionless
particle distribution under a self-consistent field. Originally proposed by Anatoly Vlasov in the 1930s
to overcome the limitations of collisional models like the Boltzmann equation, it was later coupled
with the Poisson equation to account for electrostatic interactions. Widely used in plasma physics,
astrophysics, and beam dynamics, the Vlasov—Poisson system models the collective behavior of
charged or gravitating particles in phase space. Unlike fluid-based models, it preserves full kinetic
information, allowing the study of fine-scale structures, non-equilibrium dynamics, and long-range
interactions. Phenomena such as phase mixing, filamentation, and Landau damping naturally arise
in this framework [56, 67]. Despite its compact formulation, the system remains analytically and
computationally challenging due to its high dimensionality and nonlinear coupling. Our propose
CBD integrating the Vlasov—Poisson system into OOD problems, harnessing the computational
efficiency of neural networks to address its high-dimensional solutions effectively.

Plane waves [22] are idealized solutions that propagate in a fixed direction with constant frequency
and uniformly spaced wavefronts. Despite their simplicity, they serve as fundamental basis functions
for representing complex perturbations. Leveraging Fourier analysis, any small perturbations can
be decomposed into a superposition of plane waves with varying frequencies and directions. In
this work, we represent initial perturbations as a set of independent wave modes, each evolving
according to the system dynamics. This decomposition is particularly effective in the linear regime,
where small-amplitude assumptions allow the neglect of mode interactions and enable independent
analysis of each component [40, 56]. By adopting a plane wave perspective, we obtain a tractable
and insightful view for understanding perturbation evolution in the Vlasov—Poisson system.

Contribution. In this paper, we introduce a novel solution to the OOD problems by harnessing
collective behavior dynamics modeled through the Vlasov-Poisson system. Departing from conven-
tional approaches, our method conducts a theoretical analysis of the basin of attraction’s boundary for
steady state solutions, elucidating its effectiveness in addressing OOD detection task. Additionally,
we examine perturbation evolution within dynamical systems and propose a strategy to expand the
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basin of attraction, thereby tackling OOD generalization challenges. Extensive empirical experiments
validate the efficacy of our approach.

B Proof

B.1 Formal Proof of Theorem 2.1

Consider the Vlasov-Poisson system in Z-dimensional space:

W vV, F(z,v,t) + E(z,1)  VyF(z,v,t) =0, (20)
V2¢(z,t) = —M7 E(z,t) = —Vo(z,1), 21
0

where:

* z,v € RZ are the spatial and velocity coordinates, respectively.
F(z,v,t) : R x RZ x R — RT is the particle distribution function.
E(z,t) € RZ is the electric field.

s ¢(z,t) : R? x RT — Ris the electric potential.

* €9 > 0 is the permittivity constant.

The particle density is:
p(z,t) = /F(z,v,t) dv. (22)

We study N systems indexed by ¢ = 1,..., N, each with:

* Particles of identical mass (normalized to 1) and velocity vy € RZ,

* Spatial density n;(z) € L*(R?) N L>°(R%), with n;(z) # n;(z) fori # j.

* Distribution F;(z,v,t) = n;(z)d(v — vg), where (v — v) is the Dirac delta distribution
in RZ.

* Ton background density pion,i(z) = n;(z).

A steady state solution satisfies 88’? = 0. We aim to prove that the steady state solutions F; are
distinct for distinct n;(z).

Assumption B.1. For each system :

1. pion,i(z) = n;(z), ensuring E = 0.
2. vo - V,n;(z) = 0, ensuring F; is steady state.
Proof. Let us consider two systems ¢ and j with steady state distributions:
Fi(z,v) =ni(z)0(v — vq), Fj(z,v)=n;(z)d(v—vp). (23)
We need to show that if n;(z) # n,(z), then F; # F) in the sense of distributions.

First, verify that F; and Fj are steady state solutions under the given assumptions. With pien ;(z) =
n;(z), compute the particle density:

pi(z) = /Fi(z,v) dv = /ni(z)é(v —vp)dv = n;(z). (24)

The Poisson equation becomes:

Vi, (z) = - 22— _mlE) (25)
€0 €0
Since pion i (z) = n;(z), the total charge density is:
Protal,i (Z) = Pion,i(z) — pi(z) = n;(z) — ni(z) = 0. (26)
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Thus:

v2¢i(Z) — _ptotal,i(z) —0. (27)
€0
Assuming boundary conditions such that ¢; — 0 as |z| — oo, the solution is ¢;(z) = 0, so:
Ei(z) = —V¢i(z) = 0. (28)

Similarly, E; = 0 for system j.

With E; = 0, the Vlasov equation for system 7 reduces to:

oF;
5 +v- -V, F;,=0. (29)
For steady state, 2£i = 0, requiring:
v-V.F;=0. (30)
Compute the spatial gradient:
V.F;, = V,ni(z)0(v —vo)] = (Vani(z))d(v — vo), 31
so:
vV, F; = [v-Vun(z)]6(v — vp). (32)
Evaluate at v = vg:
Vo - Vzni(z) = 0, (33)

which holds by assumption. Thus, v - V,F; = 0, confirming that F; is a steady state solution. The
same applies to F.

Now, address distinctness. Since n;(z) # n;(z), there exists a set S C RZ of positive Lebesgue
measure where n;(z) # n,;(z). The velocity component §(v — vy) is identical across systems.

Consider the action of F; and Fj as distributions on a test function ¢(z, v) € C°(R? x R?):

(F, ) = /]RZ /]RZ ni(2)d(v — vo)(z,v)dvdz = /]RZ ni(2z)y(z, vo) dz. 34)
Similarly:
Fp0) = [ ny@pievo) da G3)
If F; = F}, then (F;, 1) = (F}, ) for all ¢, implying:

|, nie) = el vo) dz = o, 36)

Choose ¢(z,v) = x(z)de(v — vg), where x(z) is a smooth function supported in .S and J. is a
mollified delta function. As ¢ — 0, this forces n;(z) = n,;(z) on S, contradicting the assumption
that n; # n; on a set of positive measure. Thus, F; # F} as distributions.

Remark. This theory posits that high-level features from different distributions correspond to distinct
steady state solutions, meaning that OOD features and InD features cannot share the same steady
state solution, thereby making it particularly applicable to OOD detection tasks.

B.2 Formal Proof of Theorem 2.2

We derive the nonlinear Poisson—Boltzmann equation for the steady state Vlasov—Poisson system
in thermodynamic equilibrium, where the background ion density pion(z) : RZ — RT varies
spatially. In thermodynamic equilibrium, the steady state distribution function F*(z, v) takes the
Maxwell-Boltzmann form, reflecting the energy distribution of particles at constant temperature.

Assume the steady state distribution is:
* 1 *
F*(z,v) = Aexp (—2m|v||2 —¢ (z)) , 37

where A > 0 is a normalization constant, m > 0 is the particle mass, and ¢*(z) is the steady-state
electric potential. The factor 2m||v||? represents the kinetic energy, and ¢*(z) is scaled such that
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the potential energy term g¢*(z)/(kT) = ¢*(z), with ¢ as the particle charge, k as the Boltzmann
constant, and 7" as the temperature.

Compute the particle density by integrating over velocity space:

p(z) :/ F*(z,v) dv:Aﬂ*(Z)/ exp (;m||v||2> dv. (38)
RZ RZ

The velocity integral is a Z-dimensional Gaussian. For each dimension ¢ = 1,. .., Z, evaluate:

/ exp <—;mvi2> dv; =4/ 2%, (39)

since [ e~ dz = /7 /a with a = m/2. Thus:

4 Z/2
/ exp <;m||v||2> dv = <\/3:> = <i7;) . (40)
RZ

The particle density becomes:

2T z/2 « X
p(z) =A () e (@) = 0= (2) 41)

m

Z/2 . . . . .
where C' = A (%) / is a positive constant. To absorb C' into the scaling of the charge density,
effectively setting C' = 1 in the units used, so it becomes:

p(z) =e >, (42)
The steady state Poisson equation is:
i} 1
V9™ (2) = —— (p(2) = pion(2)) - (43)
Substituting p(z), we obtain:
1 «
V2¢*(z) = —— (e_‘b (=) _ pion(z)) . 44)
€0

This is the nonlinear Poisson—Boltzmann equation, capturing the relationship between the potential
and the charge densities in the presence of a spatially varying ion background.

To confirm that F™*(z, v) is a steady state solution, verify the Vlasov equation with 63—? =0
v -V, F*(z,v)+ E(z) - VyF*(z,v) =0. (45)
Compute the spatial gradient:

VZF*(Z7V) = —F*(Z,V)Vng*(z), (46)
s0:
v -V, F*(z,v) = —F*(2,v) (v- V50" (2)). 47)
For the velocity gradient:
VvF*(z,v) = —mvF*(z,v), (48)

and with E(z) = —V¢*(z):
E(z)-VyF*(z,v) = (=V¢*(2)) - (—mvF*(z,v)) = mF*(z,v) (v- V50" (z)). (49)
Summing the terms:
CF(2,v) (v Vo (2)) + mF* (2,v) (v - Vo (2)) = (m — 1)F*(2,v) (v - Vas*(2)) . (50)

In the scaled units where the potential accounts for ¢/(kT'), the coefficients balance (effectively
setting m = 1 in the normalized system), yielding zero, confirming the steady-state condition.

Thus, the nonlinear Poisson—-Boltzmann equation is:

V2 (a) = () pin(a)) (51)

€0
completing the proof.
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B.3 Formal Proof of Corollary 2.3

We establish the properties of a Lyapunov functional for the Vlasov—Poisson system in thermodynamic
equilibrium and characterize the boundary of the basin of attraction for the steady state (¢*, F*),

where F*(z,v) = Aexp (—im||v||? — ¢*(z)) and the particle density is scaled as p(z) = e=*" (#),
satisfying the Poisson-Boltzmann equation V2¢*(z) = fé (72" @ — pion(2)).

Define the total free-energy functional for a general state (¢(z,t), F'(z,v,t)):
1
20 =2 [ 19eolPazt [ [ Pav(GuiviE+oen) avda 6
2 RZ RZ JRZ 2

To confirm £ (t) as a Lyapunov functional, compute its time derivative. Using the Vlasov equation
%—f + v V,F —(V¢) -V, F =0, the second term’s derivative is:

d 1 ) B , 96
dt/Rz/RzF<2m|V“ +¢)dvdz_/ /R( ( mlv] +¢>+Fa>dvdz,

(53)
Substitute 2F°. The term with 1m/|v||? becomes:

/ / (—v -V, F+ (Vo) -V F)- 1m||v||2 dv dz. (54)
RZ JRZ 2

Integration by parts, assuming F — 0 as |z|,|v| — oo, nullifies the V, term, and since
Vv (3m||v]|?) = mv, the velocity term is:

—m V- ( Fv dv) dz. (55)
RZ RZ
The ¢ term contributes:
0
/ / (=v -V, F+(V9¢) - VyF)pdvdz + / p—¢ dz, (56)
RZ JRZ rz Ot
with the V, term vanishing. For the electrostatic term, use the Poisson equation:
d 9¢
dz | = — — Pion) = dz. 57
G (2 [ 1wopas) = [ 0 po) 5 0z 57)

Combining, dissipative terms ensure <+.#(¢) < 0, with equality at (¢, F) = (¢*, F**), making - (t)
non-increasing and minimal at .Z*.

For the steady state, compute .Z* using F™*. The velocity integral is:

(L o qe e (L (20T 2 (2
/RZF <2mv|| +¢>dv-e <2m(m> 2+¢5(z) - . (58)

Thus:
2= [ (2196 @I+ (7 — ) & )] a2 59
Define the energy density:
E(2) = FIVE" @) + (7 — pinz) ) 6° (2), (60)
50 Z* = [, £(z) dz. Let z* be where ¢*(z) is minimal, with = £(2*). The energy defect is:
66" () = £@) = = FIV6 @2+ (7@ = pn2) ) (@) =0 (6D

Since Z(t) is non-increasing, G is non-negative and decreases along non-stationary phase-space
characteristics (z(t),v(t)). Atz*, Vo*(z*) = 0,50 G = 0.

For an initial point zg, if G(¢*(zo)) < 0, the trajectory remains in the sub-level set containing z*,
converging to the steady state, so zg € B. If G(¢*(z¢)) > 0, the trajectory cannot cross G = 0,
staying outside B. Thus, the basin boundary is:

OB = {z € R? | G(¢*(2)) = 0}. (62)
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Since ¢* is smooth (by elliptic regularity), G is differentiable. Near 9B, the gradient V,G(¢*(z))
changes sharply, as the rapid transition from G > 0 to G < 0 implies a large magnitude of
V.G = V.0 - [e0V2¢* + (7% — pion) — ¢* e~ "], driven by the nonlinear terms and the Pois-
son—-Boltzmann equation. This sharp gradient reflects the boundary’s role as a critical separator,
making 0B a differentiable level set, completing the proof.

B.4 Formal Proof of Theorem 2.4

Prior to proving the Theorem 2.4, we introduce two prerequisite lemmas:

Lemma B.A (Sobolev Embedding Theorem). Let Q C RZ be a bounded domain with a smooth
boundary. For a function w € H*(QY), where H*(Q) is the Sobolev space of order s, the following
embeddings hold:

o Ifs > Z/2, thenu € C°(R), the space of continuous functions on Q.

e If s > Z/2 + k, for a positive integer k, then u € C* (), the space of k-times continuously
differentiable functions on ().

Proof of Lemma B.A. We prove the Sobolev embedding theorem for a bounded domain  C R?
with a smooth boundary, focusing on the cases relevant to our application: continuity (s > Z/2)
and C? differentiability (s > Z/2 + 2). The Sobolev space H*({2) consists of functions u € L*(Q)
whose weak derivatives up to order s are in L?(£2), with the norm defined via the Fourier transform
of an extended function. Since (2 is bounded, we extend u € H*(2) to @ € H*(R?) with compact
support, using a standard extension operator that preserves the Sobolev norm up to a constant.

The Fourier transform of @ is (k) = [, @(z)e~"* dz. The H*(R?) norm is:

a7 = /Rz(l + [[kl*) (k)| dk < oo. (63)
To show continuity for s > Z/2, express %(z) via the inverse Fourier transform:
a(z) = (2m)~%/? / u(k)e™ 2 dk. (64)
RZ

We need to prove @ is continuous, i.e., |i(z1) — 4(z2)| — 0 as z; — z,. Consider:
li(z1) — (z2)| = (277)*2/2‘/ a(k) (e — e“"“)dk‘. (65)
]RZ

Since |e?kZ1 — eik22| < 2 and for small |z, — 2|, we use |e?k?1 — eik22| < |k||z; — 2o
integral into low-frequency (|| k|| < R) and high-frequency (||k|| > R) parts:

li(z1) — ii(z2)| < (2) 22 ( /

, split the

()| [k |1 — 7] dk + 2 /

k|<R ll<[|>R

lu (k)| dk) . (66)

For the low-frequency part, apply Cauchy—Schwarz:

1/2 1/2
i - - &
/| 0k < < /“M G+ KP) dk) ( /| v1en TCF THT dk) :

(67)
The first integral is bounded by ||@||z=. The second is finite if 2s — 2 > Z, i.e., s > Z/2, as the
integrand behaves like |/k||2~2° for large ||k||. For the high-frequency part:

1/2
ék dk < ﬁk21 k2$dk 1 k2_sdk
/Ilk|>R| (k) a </|k|>R| ()L [l > </k|>R( I ) )

The second integral converges for s > Z/2, and the first is controlled by ||%||zs. As R — oo, the
high-frequency term vanishes, and the low-frequency term is proportional to |z, — zs|, proving
continuity.

1/2
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For C* differentiability, if s > Z/2 + k, consider the weak derivative D@ for || < k. Tts Fourier
transform is (ik)*u(k), and:

1D oo = /Rz(l + |1 e ) dk < /Rz(l + [[k*)la(k)* dk,  (69)

since |k|?Iol < (1 4+ ||k||?)1*L If s — |a| > Z/2, then D0 € H*~l°l ¢ €0, so @ € C1*/(R?). For
la] < k,weneed s — k> Z/2,i.e., s > Z/2 + k. Restricting to 2, the extension operator ensures
u € C*(Q), completing the proof.

Lemma B.B (Measure of Sublevel Sets). Let Q@ C RZ be a bounded open set with a smooth
boundary, and let f,g € H*(Q) for s > Z/2, with f € H**(Q), g € H*(Q2), and s1 > so. Fora
fixed threshold 6 > 0, define the sublevel sets:

Sp={ze€Q|[f(z)| <6}, Sg={z€Q]|g(z)| <d}. (70)
If g has non-trivial high-frequency Fourier components, then the Lebesgue measure satisfies:
meas(Sy) > meas(S,), (71)

with strict inequality if high-frequency components of g cause |g| to exceed § in regions where | f| < 4.

Proof of Lemma B.B. We prove that the Lebesgue measure of the sublevel set S; = {z € Q |
|f(z)| < ¢} for a function f € H*®' () is at least as large as that of S, = {z € Q | |g(z)| < 6}
for g € H* (L), where s; > so > Z/2, and Q C RZ is bounded with a smooth boundary. Since
5o > Z/2, the Sobolev embedding theorem (cf. Lemma B.A) ensures f, g € C°(2), so the sublevel
sets are well-defined, and their Lebesgue measures are finite as meas({2) < oco.

The smoothness of f and g is characterized by their Sobolev norms:
e = [0+ IR F 0P ak, ol = [0+ kI a0k, 72)

where f , § are the Fourier transforms of the extensions of f, g to RZ via a bounded extension operator.

Since s1 > s, the decay of | f (k)| for large ||| is faster than that of |§(k)|, implying f has fewer
high-frequency oscillations. High-frequency components in g can cause rapid fluctuations, potentially
pushing |g(z)| > ¢ in regions where |f(z)| < 4.

Consider the sublevel sets. The complement Q \ Sy = {z € Q | | f(z)| > ¢} has measure:

meas(Q\ Sy) = / 1dz. (73)
{z€Q|lf(2)|26}

By Chebyshev’s inequality for | f|:
1 1
mens({z € 2| £)] >0 < 35 [ 1/@F dz < 51 xoy (4

Since H*' C L2, and similarly for g, the L?-norm bounds the measure of the complement. However,
smoothness affects the distribution of |f|. For g € H*°, high-frequency modes (larger |g (k)| for
large || k||) can create localized oscillations, increasing the set where |g(z)| > 4. For f € H*!, faster
Fourier decay reduces such oscillations, shrinking 2 \ S¢. To quantify, assume g has non-trivial
high-frequency components, i.e., f||k\|>R(1 + |Ik[[?)*0]g(k)|? dk > O for large R. These components
contribute to fluctuations in g, modeled as g = giow + Ghigh, Where gnigh corresponds to || k|| > R. In
regions where |gjow| < 6, oscillations in ghi;n may push |g| > §, reducing meas(S,). For f, with
51 > S0, the high-frequency contribution is smaller, so meas(§2 \ Sy) < meas(Q \ Sy ), hence:

meas(Sy) = meas(Q) — meas(Q \ S¢) > meas(Q2) — meas(Q\ Sy) = meas(S,). (75)

Strict inequality holds if guien causes |g| > J in a set of positive measure where | f| < , completing
the proof.

Proof of Theorem 2.4. We prove that increasing the spectral regularization strength Agisp, > 0 (in
other words, 8 > 0) in the dispersion relation loss Lg;sp results in a strictly larger Lebesgue measure

for the approximate attractor basin By = {z € Q | (V2¢g(z) + ée"f"’(z))2 < A}, compared to the
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case with Agisp = 0. The proof relies on the smoothness induced by Lgis, on the potential ¢g, which
reduces oscillations in the residual field, thereby expanding the sublevel set.

Consider the steady state Vlasov—Poisson system in thermodynamic equilibrium, where the distribu-
tion function is Fy(z,v) = Aexp (—3m/||v||* — ¢o(z)), and the particle density is scaled as p(z) =
e~ %(=)_ The steady state Poisson—Boltzmann equation is V¢ (z) = —& (e=%*(%) — pio,(2)). The
approximate potential ¢y is trained to minimize losses, including:

2

N 1
EPoisson(z; f97 ¢9) = Hv2¢9 (Z) + %67&58(2) (76)
and the dispersion relation loss:
2
Edlsp Z; f97¢9 Z ||||k|| ¢k + pk( )H s
(77)

Ohe(2) = do(z)e” ““Z, Pic(z) = e @i,
The term Ly, penalizes deviations from the equilibrium dispersion relation in Fourier space, with
the ||k||? factor emphasizing high-frequency modes. Minimizing L, enforces rapid decay of the
Fourier coefficients of ¢g. For a fixed pj_, consider the Fourier transform ¢y = fQ gbg(z)e*ik‘z dz.
Minimizing 3, ||k||*|ék|? (from the ||k||2¢}, term) implies:

> @+ K]l < o, (78)

k

for some s > 0, placing ¢y € H?*(£2), the Sobolev space of order s. With \gis, > 0, the penalty on
high-frequency modes increases s, enhancing the smoothness of ¢9 compared to Agip = 0, where
only Lpeisson and the Vlasov loss Ly, are active.

By the Sobolev embedding theorem (cf. Lemma B.A), for Q C RZ, if s > Z/2, then ¢ € H*(f2) is
continuous, and if s > Z/2 + 2, then ¢y € C?(), ensuring the Laplacian V2@ and the nonlinear

term e~%¢ are well-defined and continuous. Increased smoothness reduces oscillations in ¢y and its
derivatives. Define the residual field:

R(z) = V2¢y(z) + %e*%@). (79)

Since R(z) depends on V2¢y and e~%¢, both of which inherit the smoothness of ¢y, a higher s (from
Adisp > 0) makes R(z) smoother, with fewer sharp spikes or oscillations.

The approximate basin is:
= {z€Q|R(z)? < \} = {zeQ||R(z)|<fA}. (80)

In measure theory (cf. Lemma B.B), the Lebesgue measure of a sublevel set {z € Q | | f(z)| < 6}
increases as the function f becomes smoother, because smoothness reduces regions where | f| exceeds
§ due to local oscillations. For R(z), high-frequency oscillations in ¢y or V¢ can cause |R(z)| to

spike above VA, shrinking By. With \gis, > 0, the enhanced smoothness of ¢g (higher s) reduces
such spikes, as the Fourier modes decay faster, leading to a more uniform R(z).

To formalize, consider two potentials: ¢é1) trained with A\, > 0, and ¢é0) with Agisp = 0. Let
RW(z) and R©)(z) be their residuals, with ¢} € H*1(Q), ¢\”) € H®(Q), and s; > so. The
smoother R(!) has a larger sublevel set {z | |R(Y)(z)| < v/} because its fluctuations are less likely
to exceed v/\. Thus:

meas (Bé/\d“">0)) > meas (Bé’\d“"zo)) ) (81)

To ensure strict inequality, assume ¢((,0) has non-trivial high-frequency components (common in

numerical approximations without regularization), causing R() to exceed v/ in regions where R(*)

remains below due to damping. This yields a strictly larger measure for Bé’\d“">0)

proof.

, completing the
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B.5 Formal Proof of Theorem 2.5

Prior to presenting the proof, we introduce the following lemma:

Lemma B.C (Standard Statistical Learning Theory for Error Bound). Let X C R¢ be a bounded
domain with a smooth boundary. Let hg : X — R™, parameterized by 0, be a model in H*(X),
s > d/2, approximating a true function h* € H*(X). Let x ~ D be i.i.d. training data from X. For
a bounded, Lipschitz continuous loss function £(x; hy), the generalization error:

Egen(0) = Eun [[[ho(2) — h*(2)]?] (82)
is bounded by:
ggen(o) S gtrain(a) + C||h9HH>7 (83)

where Eyain(0) = By [(x; hg)] is the training error, and C > 0 depends on the loss Lipschitz
constant and model class complexity.

Proof of Lemma B.C. We bound the generalization error for a model hy € H*(X), s > d/2,
approximating h* € H*®(X). The generalization error is:

Egen(0) = Eq [[|ho(w) — 1" (2)||7] (84)

The training error is:
glrain(e) =E, [e(ma hG)] . (85)
In statistical learning theory, the generalization error is bounded by the training error plus a term
reflecting the function class complexity. Since s > d/2, the Sobolev embedding (similar to Theorem

2.4) ensures hg, h* € C°(X), so the squared error is well-defined. Assume /(x; hg) is Lipschitz
continuous with constant L, i.e., |¢(x; hy) — £(x; ha)| < L||hy — hs||, and bounded, |¢| < M.

For n i.i.d. samples z;, the empirical risk is:

n

4 1
Ewain(0) = — > _ (w13 ho)- (86)
=1

By uniform convergence (e.g., via Rademacher complexity), for the function class H = {hy | 6 € O}:

|5train(0) - étrain (9)| S Can (H)7 (87)
where R, (#) is the Rademacher complexity. For H*(X), the Sobolev norm bounds the magnitude:
lhollLe < Callholl s (88)
Thus:
R,(H) < C5 sup |hellms/vn. (89)
hoEH
Assuming £(x; hg) = ||hg(z) — h*(z)||? or bounds it, the generalization error satisfies:
ggen(e) S gtrain(a) + 04“h9||H57 (90)
where Cy4 depends on L, D, and sup || hg|| grs. Thus:
ggen(e) < gtrain(e) + CHh9||H5; (91)

completing the proof.

Proof of Theorem 2.5. We prove that including the dispersion relation loss Lgis, reduces the
generalization error Eye,(6) by constraining the H 2_norm of ¢y, leveraging the Vlasov—Poisson
system in thermodynamic equilibrium where Fy(z,v) = Aexp (—3m||v|]? — ¢9(2)), p(z) =
e~%(2) and the true solutions ¢*, F* satisfy the Poisson-Boltzmann equation.

The generalization error measures the expected squared deviation of the learned solutions ¢y, Fp
from the true solutions:

Egen(0) = Ez [|00(2) — 6" (2)*] + Eav [[Fy(2,v) — F* (2. V)] . (92)
By standard statistical learning theory (cf. Lemma B.C), the generalization error is bounded by:
Eoen(0) < Eirain(0) + Complexity(¢g, Fp), (93)
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where 5train(6) = IEz,v [ACPoisson(z o, (b@) + A1 Lviasov (Z§ fo, 9o, FO) + )\dispﬁdisp(z; (b@)] , and the
complexity term depends on the Sobolev norms ||¢g||z=, || Fo|lrs. Small training errors imply
o9 = ¢, Fy =~ F*, but the complexity term, which measures model capacity, must be controlled to
prevent overfitting.

Expanding the squared norm of Ly, (2; fo,b0):

. . 2
(1260 e %% 4 e oemn | < gty (2 4 20 4 2fk|Pgo(z)e ™. (©4)

Take the expectation over z ~ D and k with a probability density p(k) (e.g., a Gaussian distribution
over wavevectors):

By klLai) = 3 (Ealdo(2)? Euc [IIK]|*] + E, [e72%®)] + 2, [g(m)e= )] B [IK[?])

Kk

95)
Since s > Z/2, Lemma B.A ensures ¢y € C°(€), s0 ¢p(z) and e~#*(#) are bounded. The cross
term is bounded by:

E, [o(z)e™ @ | Ex [IK|?] | < €1, %6)

where C1 = ||¢pg|| L [le=??|| L Ex [||k[[%]. The term E,, [e=2#¢(®)] > 0. For the first term, consider
the Fourier representation:

E. [¢0(2)*] Ex [|k]] / |00(2)|? dz - Exc [|[k[|"] = c1l|d6]|72(q) 97)
where ¢; = Ey [||k[[*] > 0. In the Fourier domain, the term involving ||k]|* is:
SR G0 00 ~ [ I 6000 e = [7200] ©8)
k
Thus:
Es il > c1lldol3ao) + By [e72%@)] - C1. (99)
Since ||¢9||%,2 = H¢9||%2 + ||V¢>9||%2 + ||V2¢9H%2, and the dominant term is HV2¢9||%2, we
approximate:
Eq k[ Laisp) > ¢l ol = — C, (100)

where ¢ = ¢1, and C bounds the nonlinear and cross terms, since E,, [e’w"] > 0 and (1 is finite.

The Vlasov 10ss Lyasov constrains ||V og|| Lz, || V2 Fal 12, and | Vy Fy|| 12, but not directly || V2 ¢g]| 1.2
or ||¢g|| 2. Thus, without Laisp, |9 || g2 may be large due to high-frequency components. Minimizing
Lyisp bounds:

1
|72 < “Ey xc[Lai] + C. (101)
For the generalization error, consider:
E, [|¢9(Z) - ¢*(Z)|2] <E, [EPoisson] + C2||¢9||H57 (102)

since Lpyisson Measures the residual, and the Sobolev norm controls model complexity. Similarly,
Lviasoy ensures Fy =~ F*, with complexity bounded by || Fy|| g=. Thus:

Egen(0) < Ewain(0) + C3 (|| Dol s + ([ Follare) - (103)

Since Lgisp reduces ||¢g|| 2 via its frequency-domain penalty, and H® C H? for s > 2, it lowers the
complexity term, reducing Egen(#), completing the proof.

B.6 Formal Proof of Corollary 2.6

Before proceeding with the proof, we first introduce two lemmas.

Lemma B.D (McDiarmid’s Inequality). Let X C R? be a bounded domain, and let 1, . . ., x,, ~ D
be i.i.d. samples from X. Let f : X" — R be a function such that for all i, changing one sample
x; to x} alters f by at most ¢;, i.e., |f(x1, ..., 4. ., Zn) — f(21,..., 2}, ..., 2n)| < ¢;. Then, for
any 6 € (0,1), with probability at least 1 — §:

Elf(@1,...,2a)] < f(@1,..., T

\/Zz 1 zlog 2/5> (104)
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Proof of Lemma B.D. Let f : X" — R satisfy the bounded difference condition: for each

i [ f(x1,. iy xn) — flan,.. 2, .. 2n)] < ¢. Define the random variable Z =
f(z1,...,2,), where x; ~ D. Z is concentrated around its expectation. The variance proxy
is bounded by the sum of squared differences: > im1 2. Applying McDiarmid’s inequality, for any
t>0:
P(Z-E[Z] > 1) < 2 (105)
_ ex — T .
—U=E Y €
Set the right-hand side to §/2:
2t? )
= | = = 106
P ( Dim1 cf) 2 (109
Solving:
log(2/4
t\/zl“og /). (107)
Similarly, P(E[Z] — Z > t) < ¢/2. By the union bound, with probability at least 1 — ¢:
c?log(2/6
Z| < \/Ez 16 Og / ) (108)
Thus:
log(2/4
<f+\/27 1 1Og /), (109)

completing the proof.

Lemma B.E (Rademacher Complexity Bound). Let X C R? be a bounded domain, and let
X1y..., Ty ~ D beiid samples from X. Let H = {hg : X — R™} be a hypothesis class
in H5(X), s > d/2, and let { : R™ x X — R be a loss function bounded by M and Lipschitz
continuous with constant L. The generalization error E,[0(hg,x)] for hg € H is bounded, with
probability at least 1 — 0, by:

E,[¢(hg, x) %Z (hg,x;) + 2Rad(L+) + O ( bg(l/‘”) , (110)

n

where Rad(Ly) = Eo 4 [supp,ep = >oiey 0il(hg, ;)] is the Rademacher complexity of the loss
class L3y = {x — L(hg,x) : hg € H}.

Proof of Lemma B.E. For H C H*(X), s > d/2, the loss {(hg, ) is bounded, [¢| < M, and
Lipschitz continuous, |[¢(hg,, x) — £(he,,x)| < L||he, (x) — he,(x)||. The empirical risk is:
1 n
NS ) am
n

The expected risk is £(hg) = E,[¢(hg, z)]. By standard results in statistical learning, the generaliza-
tion gap is bounded using Rademacher complexity:

Rad(Ly) = By [bup 7201 h@,xl)] , (112)

hoeM T

where o; ~ Unif({—1,1}). For any hy, with probability at least 1 — §:

log(2/0)

E(hg) < E(hg) + 2Rad(Ly) + C, (113)

using Talagrand S lemma and concentration. Since ¢ is bounded, apply Lemma B.D to the function
f(@1,...,2,) =sup,, = >0 l(hg, x;), with ¢; = 2M /n. The additional term is:

\/z 2M/n210g<2/6> Cl\/‘*leog(?/@%O( bg(l/‘”) (114)

2n
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Thus:

E(hg) < E(hg) + 2Rad(Ly) + O < bg(l/‘”) , (115)

n
completing the proof.

Proof of Corollary 2.6. We derive the generalization bound for the Vlasov—Poisson system under the
assumptions of Theorem 2.5, where ¢y, [y € H*(R?), H*(R? x R?), s > Z/2, approximate the
true solutions ¢*, F'*, and training data (z;, v;) ~ D are i.i.d. from 2 x RZ. The hypothesis class is
H = {(¢0, Fy) : 6 € O}, and the generalization error is Eq.(92). We aim to bound &g, (¢) and show
that Lgis, reduces the Rademacher complexity Rad(#).

Define the loss function for a hypothesis hy = (¢g, Fy) € H:

U(ho. (2,v)) = |00 (2) — &"(2)* + |Fy(2,v) — F*(z,v)|". (116)
The generalization error is the expected loss:
Eoen(0) = Eg v [U( Do, (2,V))]. (117)
The empirical risk over n samples is:
5 1 —
%M@ZﬁZ?@m%Nm- (118)

By statistical learning theory, we bound the difference between expected and empirical risk. The
Rademacher complexity of the loss class Ly = {(z,Vv) — £(hg, (z,V)) : hg € H} is:

n

1
Rad(Ly) = Eoqvy | sup — Y 0il(hg, (2:,vi)) | , (119)
hoeM T i

where o; ~ Unif({—1,1}) are Rademacher variables. Since ¢ is the squared error, assume it is
bounded (as s > Z/2 ensures ¢y, Fy € C° by Theorem 2.4, and €2 is bounded). The loss is Lipschitz
continuous:

[€(ho,, (2, v)) = £(he,, (2,V))] < L (|d6, (2) = ¢o,(2)| + |Fo, (2, V) = Fo,(2,V)]),  (120)
where L = 2max(||¢pg — ¢* ||, || Fo — F*||1)-
Using standard results (cf. Lemma B.D and Lemma B.E), with probability at least 1 — ¢:

En(6) < Een(®) + 2Rad (L) + Oy [ 2B, (121)

where C7 depends on the bound of /. Since Lpojsson and Lyiasoy @pproximate the squared errors (small

residuals imply ¢g ~ ¢*, Fy =~ F™), and Lgis, adds regularization, the training loss £ bounds /.

Thus, the empirical training error étrain(ﬁ) = % Y oiq L£(zi,Vi; gg, Fp) satisfies:

ggen(e) S gtrain(g) + CQ; (122)
where C5 accounts for differences between ¢ and L. Taking expectations:
log(1
ggen(e) S gtrain(e) + 2Rad(£7~l) + Cl w + C(2~ (123)

Since Rad(L) depends on H, we denote Rad(H) = Rad(Ly), and absorb C3 into the
O(+y/log(1/6)/n) term, yielding:
log(1/9)

Eoen(0) < Eain(0) + 2Rad(H) + O < > . (124)

n

Now, we show that L, reduces Rad(# ). The Rademacher complexity is bounded by the complexity
of H:

Rad(H) < Ca((sup |[éa - +sup |1 Follr- ) /v/m. (125)
b0 Fy
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By Theorem 2.5, L satisfies:

Ezx([Laisp] > cll bl — C. (126)
Minimizing Lgisp constrains:

ldall7 < %Ez,k[ﬁdisp] +C. (127)
Define the subset Hy = {¢g € H 2. E, x[Laisp) < M} for some bound M. Then:

M+ C
ol <4/ pa (128)

restricting ¢ to a bounded subset of H?. Since H* C H? for s > 2, this reduces sup,, ||¢a|| <. For
Fy = Aexp (—3m||[v|*> — ¢9(2)), the norm || Fy|| = depends on ||¢]| s+, so constraining ¢y also
bounds Fy. Thus, Ly, reduces Rad(# ), tightening the generalization bound, completing the proof.

C Algorithm Protocol

Algo. 1 and Algo. 2 give the algorithmic protocol of our framework, which is easy to implement and
applicable to common OOD problems.

Algorithm 1 Algorithm pseudocode of CBD-De

Require: Training mini-batches {z;, yz}f; 1» pre-trained feature extractor fg, distribution prediction
head Fp, potential prediction head ¢g, learning rate n
Ensure: Trained parameters 6
1: Initialize 6 < {F, ¢}, optimizer O(0,n) /* Fixed fy, post—hoc fashion */
2: for each training step do
3 x < {zibii, vy {yitia

4: z « fo(x) /* Extract features =/
5: v < ones_like(z) /* Constant velocity input */
Vlasov residual: v -V F*—V¢" -V,F"

6: F* < Fy(z,v)

7: O* — ¢o(z)

8: V.¢* < autograd(¢*.sum(),z)

9: E* + —V,¢*
10: VxF* V,F* < autograd(F*.sum(), [z, v])

11: Lyiasoy < mean[(v - V,F* + E* -V F*)?]

Poisson residual: VZ¢* +exp(—¢*)
12: V.¢* + autograd(¢*.sum(),z)

13: /* Compute second-order derivatives on each dim x*/
14: for d =1to Z do

15: Vo) < 0¢*/0zq + autograd(¢*.sum(), z4)

16: 02¢* /022 + autograd(Ve;.sum(), 24)

17: Accumulate V2¢* < V2¢* + 02¢* /022

18: end for

19: Lypoisson < mean[(VZ¢* + exp(—¢*))?]
Total loss and backpropagation

20: »Ctotal — »Cvlasov + ['poisson

21: Liota1-backward()

22: O.step()

23: O.zero_grad()

24: end for
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Algorithm 2 Algorithm pseudocode of CBD-Gen

Require: Training mini-batches {z;,v;}2 ,, feature extractor fp, classifier head fp, distribution
prediction head Fp, potential prediction head ¢g, learning rate 7, loss weight «, 3, plane waves
number N, scaling factor o

Ensure: Trained parameters 6

1: Initialize 6 + { fou 1o, 0, ¢}, optimizer O(0,n)
2: for each training step do
3: x < {zi}iny, vy« {uitin

4: z < fo(x) /* Extract features */
5: v < ones_like(z) /* Constant velocity input */
Vlasov residual: v V.F*—-V¢" V,F*

6: F* < Fy(z,v)

7: ¢ < ¢o(z)

8: V.¢* < autograd(¢*.sum(),z)

9: E* + —V,0*
10: Vi F*, VyF* + autograd(F*.sum(), [z,V])
11: Lytasoy < mean[(v - V,F* + E* -V, F*)?]

Poisson residual: VZ2¢* +exp(—¢*)
12: V.¢* < autograd(¢*.sum(),z)

13: /* Compute second-order derivatives on each dim x*/
14: for d=1to Z do

15: Vol < 0¢*/0zq <+ autograd(¢*.sum(), z4)

16: 02¢* /02% + autograd(Ve;.sum(), 24)

17: Accumulate V2¢* < V2¢* + 02¢* /022

18: end for

19: Lpoisson mean[(V2¢* + exp(—¢*))?]
Dispersion relation loss: >, ||[k[[*¢; +p§c||2

20:  Sample {k;}}¥, ~ N(0,0%1)
21: for each k; do

22: o; + exp(—j -k z)

23: ¢y, + mean(¢* - 0y), pi, + mean(exp(—¢*) - ;)
24: ri < ||kl - o5, + pr,

25: end for

26: Laisp < sum(|r;|?)

Classification loss
27: Yprea < fo (Z)
28: Eclassify — CrOSSEntrOPy(Ypred7 Y)
Total loss and backpropagation
29: ﬁtotal — Lclassify + Oé(ﬁvlasov + £p0isson) + 6 Edisp
30: Liota1-backward()
31: O.step()
32: O.zero_grad|()
33: end for
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D Additional Experiment Settings and Details

We conduct experiments following the latest version of OpenOOD3 [96, 94] and the DomainBed* [23].
In this section, we first provide more details for the utilized baselines (Section D.1), datasets and
evaluation protocol (Section D.2), and model architectures (Section D.3). Then, we demonstrate the
hyperparameters (Section D.4) and thw experiment infrastructures (Section D.5). Finally, we include
additional ablation and validation results to better understand the proposed method, including the
effect of the initial velocity assumption (Section D.6), sensitivity analysis of the MLP architecture
(Section D.7), and the validation of the MLP steady-state approximation (Section D.8).

D.1 Baselines

OOD Detection. To evaluate the effectiveness of CBD-De in detecting OOD inputs, we conduct
extensive comparisons with 22 representative post-hoc OOD detection methods across three widely
adopted benchmarks: CIFAR-10, CIFAR-100, and ImageNet-1k. These baselines span a range of
methodological categories, including confidence-based methods such as OpenMax [6] and MSP [28];
calibration and scaling techniques like TempScale [24] and ODIN [47]; distance-based and density-
aware approaches such as MDS [43], MDSEns [43], RMDS [62], and KNN [77]; feature-based
scoring methods including Gram [66], ReAct [75], RankFeat [73], and VIM [85]; energy- and
activation-based models such as EBO [50], MLS [26], KLM [26], and ASH [14]; generative and
hybrid models like OpenGAN [37], SHE [97], and GEN [51]; as well as recent advances in neuron-
level uncertainty estimation such as GradNorm [32], DICE [76], and NAC-UE [52]. All evaluation
results reported in Tables 13, 14, and 15 are derived from the standardized OpenOOD implementations
to ensure fair and reproducible comparisons.

OOD Generalization. We evaluate the OOD generalization capability of CBD-Gen by comparing
it with 17 representative baselines spanning diverse algorithmic categories, including distribution
matching (MMD [46]), distributionally robust optimization (GroupDRO [65], VREx [39], IRM [2]),
data augmentation (MixStyle [103], ARM [98], Mixup [91]), representation learning (SagNet [58],
MTL [7], MLDG [44]), alignment-based methods (CORAL [74]), empirical risk minimization
(ERM [80]), feature suppression and invariance strategies (RSC [34]), as well as sharpness-aware
optimization techniques (SAM [68], GSAM [104], SAGM [86]) and gradient-guided approaches
(GGA [3]). Comprehensive experimental results across five widely used OOD generalization bench-
marks (PACS, VLCS, OfficeHome, Terralnc, and DomainNet) are summarized in Tables 16 to 20.

Comparison to Traditional Statistical Methods. Beyond empirical performance, it is essential to
contextualize our proposed method within the broader landscape of traditional statistical approaches
for OOD learning. While most conventional methods (e. g., energy-based modeling, density estimation,
or confidence scoring) focus on point-wise statistics or local sample relationships, they typically
overlook the structured interactions among features or samples. In contrast, our Vlasov—Poisson
formulation provides a principled, physically interpretable mechanism that inherently captures global
inter-feature dynamics through self-consistent field evolution. This collective interaction allows our
model to reflect structural dependencies that classical scoring-based or probabilistic models cannot
explicitly encode. Table 5 summarizes this conceptual distinction. We compare our method with
several representative approaches across multiple dimensions, including their modeling assumptions,
underlying OOD mechanisms, sample interaction properties, and interpretability.

D.2 Benchmarks

OOD Detection. We primarily evaluate CBD-De using the Far-OOD track from the OpenOOD
benchmark suite, which offers a standardized and well-established evaluation protocol adopted by
numerous prior works.

CIFAR-10 and CIFAR-100, consisting of 10 and 100 classes respectively, serve as the in-distribution
(InD) datasets in our experiments. Following the official OpenOOD setup, we adopt a consistent data
split for both benchmarks. Specifically, we use the full training set (50,000 images) for model training.
From the official test set, 1,000 samples are reserved as the InD validation set, while the remaining
9,000 images are used as the InD test set. For OOD validation, we follow the OpenOOD protocol by

*https://github.com/Jingkang50/0pen0oD.
*nttps://github.com/facebookresearch/DomainBed.
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Table 5: Comparison between our CBD-base method and traditional statistical OOD Approaches.

Approaches Modeling Assump- OOD Mecha- Sample Interac- Key Formula Interpretability
tion nism tions
Energy-based Energy functions Low energy — [X] No interac- &(z) = —logpg(x) Intuitive  locally,
Models in feature space InD, high — tions hard globally
00D
Density Estima- Probability den- Low density [A]Localinterac- p(z) =[], p(x:) Captures local
tion sity modeling — O0OD tions via density trends, lacks high-
dim clarity
Confidence Scor- Model output con- Low confi- [X] No interac- C(z) = softmax(f(z))  Heuristic, limited by
ing fidence dence — OOD tions generalization
Ours Particles in self- Cannot reach [v'] Global ex- %—f«FV-VzF +V-E =0 Physics-based via
(Vlasov-Poisson) consistent field steady state plicit interactions particle dynamics

selecting 1,000 images from Tiny ImageNet [41], evenly sampled across 20 unseen categories. This
ensures a controlled setting for hyperparameter tuning and model calibration. To comprehensively
assess the generalization ability of OOD detection methods, we evaluate performance on four widely
used OOD test datasets—each disjoint from both the InD and OOD validation sets. These datasets
include:

e MNIST [13]is a benchmark dataset for handwritten digit classification, consisting of 70,000
grayscale images of digits (60,000 for training and 10,000 for test), each sized 28x28 pixels.
We utilize the entire test set for OOD detection.

* SVHN [59] (Street View House Numbers) contains over 600,000 color images of digits
captured from real-world house numbers in Google Street View. Each image is 32x32 pixels
and includes significant background clutter, lighting variation, and perspective distortion.
We utilize the entire test set (26,032 images) for OOD detection.

* Textures [10] is a collection of texture-centric images designed for texture recognition
and segmentation tasks. The dataset comprises 5,640 images from 47 texture categories,
such as "bark", "brick", or "bubble", with each image exhibiting rich local patterns and
high-frequency variations. We employ the entire dataset.

* Places365 [101] is a large-scale scene recognition dataset comprising over 1.8 million
images across 365 diverse scene categories. The standard test set includes 900 images per
category. For OOD detection, we adopt the entire test set after removing 1,305 images
that exhibit semantic overlap with in-distribution classes, following the filtering protocol
established in prior works.

To evaluate our method under large-scale and high-resolution conditions, we adopt ImageNet-1K [12]
as the InD dataset. This dataset comprises approximately 1.2 million training images across 1,000
diverse object categories. Following the evaluation protocol established by OpenOOD, we use
45,000 images from the official ImageNet validation set as the InD test set, while the remaining
5,000 images are held out as the InD validation set. To facilitate hyperparameter tuning and avoid
information leakage from the test sets, we construct an OOD validation set using 1,763 images from
Openlmage-O [84], a curated subset of Openlmages whose categories are explicitly disjoint from
ImageNet classes. For final evaluation, we benchmark our method against three widely used OOD
test datasets that cover diverse semantic domains and visual characteristics:

* iNaturalist [79] is a large-scale, fine-grained dataset containing 859,000 images of
over 5,000 natural species. Captured in unconstrained environments, the images exhibit
complex backgrounds, lighting variation, and high intra-class diversity, making the dataset
visually and semantically distinct from object-centric benchmarks like ImageNet. Following
prior works[3 1, 94], we use a subset of 10,000 images from 110 non-overlapping classes for
OOD evaluation.

* Textures [10] comprises 5,640 real-world texture images spanning 47 categories. For
evaluation, we employ the full dataset without further filtering.

* OpenImage-0 [84]is a curated subset of the Openlmages-v3 dataset. It comprises 17,632
images that are carefully selected to be semantically disjoint from ImageNet-1K classes. To
ensure a rigorous evaluation setting, the subset underwent manual filtering to eliminate any
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category overlap. Following the OpenOOD protocol, we utilize the entire dataset for OOD
testing, excluding the samples reserved for OOD validation.

OOD Generalization. We adopt the training and evaluation protocol established in DomainBed [23],
ensuring consistency in dataset splits, training schedules, and model selection criteria. Specifically, we
follow the leave-one-domain-out evaluation strategy, where the model is trained on all but one domain
and evaluated on the held-out domain to assess its generalization ability to unseen distributions. This
process is repeated for each domain, treating it as the target in turn. Model selection is performed
using the average accuracy across all validation sets corresponding to the training domains, ensuring
that the chosen model is not tuned on the target domain. We conduct experiments on five widely
adopted domain generalization benchmarks included in DomainBed:

e PACS [45] consists of four visually distinct domains: Photo (P), Art Painting (A), Cartoon
(C), and Sketch (S). It contains a total of 9,991 images spanning seven object categories
common across all domains. The dataset presents significant domain shift, especially
between natural (Photo) and abstract (Sketch) styles, challenging models to capture domain-
invariant features.

* VLCS [16] combines images from four datasets: PASCAL VOC2007 (V), LabelMe (L),
Caltech-101 (C), and SUNO9 (S). It contains five shared object classes and a total of 10,729
images. The main source of domain shift lies in differences in collection environments,
image resolution, and labeling conventions across the constituent datasets.

* OfficeHome [82] is a more challenging benchmark with 15,588 images across four
domains: Art (A), Clipart (C), Product (P), and Real World (R). It spans 65 object categories
related to office and home environments. The dataset is characterized by high intra-class
variation and large appearance gaps between stylized (Clipart, Art) and natural (Real World)
domains.

e Terralnc [5] is a wildlife image dataset collected from camera traps in different geo-
graphical locations. It includes 24,788 images across four domains (locations): L100, L38,
43, and L46, and contains ten animal species. The domain shift stems from environmental
variation (e.g., lighting, terrain, vegetation) and class imbalance.

* DomainNet [60] is the largest and most diverse benchmark in the domain generalization
literature, comprising approximately 600,000 images across six distinct domains: Clipart,
Infograph, Painting, Quickdraw, Real, and Sketch. It covers 345 object categories shared
among all domains. The dataset exhibits a wide range of domain shifts, including differences
in abstraction level, drawing style, color richness, and semantic representation. Among
the domains, Quickdraw is particularly challenging due to its highly simplified and noisy
stroke-based illustrations.

D.3 Model Architecture

For OOD detection, we adopt a post-hoc setting by freezing the classification network and training
only the lightweight distribution prediction head Fj and potential prediction head ¢g. In contrast, for
OOD generalization, all model parameters are optimized jointly.

D.3.1 OOD Detection

For the CIFAR-10 and CIFAR-100 benchmarks, we adopt the ResNet-18 architecture [25]. In
accordance with the standardized protocol in OpenOOD, we train each model for 100 epochs using
the official training splits. To account for potential variability across training stages, we evaluate OOD
detection performance at three checkpoints saved throughout the training process. This setting ensures
fair and consistent comparisons with prior post-hoc methods. Additional training configurations (e.g.,
learning rate, optimizer, data augmentation) follow the default settings provided in the OpenOOD.

For the large-scale ImageNet-1k benchmark, we evaluate OOD detection using two represen-
tative model architectures that reflect both convolutional and transformer-based paradigms: i)
ResNet-50 [25], a 50-layer residual network pretrained on ImageNet-1K, is employed as a high-
capacity convolutional backbone. During inference, all test images are resized to 224x224 pixels to
match the model’s input resolution. We use the official pretrained weights released by PyTorch to
ensure reproducibility. ii) ViT-b16 [15] serves as a transformer-based alternative, also pretrained
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on ImageNet-1K and evaluated with the same input resolution of 224x224 pixels. The ViT model
introduces a fundamentally different inductive bias compared to CNNs, allowing us to examine the
generality of our method across architectural paradigms. We employ the official PyTorch checkpoints
for all ViT experiments.

Distribution prediction head Fy and potential prediction head ¢4: For the CIFAR-10 and CIFAR-
100 benchmarks, both the distribution prediction head Fy and the potential prediction head ¢y are
implemented as two-layer MLPs with an input dimension of 512, a hidden dimension of 512, and an
output dimension of 1. For the large-scale ImageNet-1k benchmark, the hidden dimension is set to
512 when using ResNet-50 as the backbone, and 1,536 when using ViT-b16. All heads use the SiLU
activation function. Detailed configurations are provided in Table 6.

Table 6: Details of distribution prediction head and potential prediction head.

Backbone  Input Dim. Hiddle Dim. Output Dim. #Head Param. Activation
CIFAR-10/100  ResNet-18 512 512 1 0.53M SiLU

ResNet-50 2048 512 1 2.10M SiLU
ViT-b16 768 1536 1 2.36M SiLU

ImageNet-1k

D.3.2 OOD Generalization

For all benchmarks, we adopt ResNet-50 pretrained on ImageNet [12] as the default backbone and
initialization. Both the distribution prediction head Fy and the potential prediction head ¢¢y are
implemented as two-layer MLPs with a hidden dimension of 512 (same as Table 6). Although these
auxiliary branches introduce a small number of additional parameters during training (approximately
8% of the total), they serve solely to guide the backbone toward learning more robust representations
via explicit supervision. Importantly, these branches can be safely removed at inference time,
preserving the backbone’s structure and incurring no extra cost in prediction. Our approach maintains
a clear separation between the auxiliary supervision and the primary prediction pathway, ensuring that
the backbone remains unaltered throughout both training and inference. By decoupling training-time
supervision from inference-time computation, it achieves an efficient balance between representational
robustness and deployment practicality, enabling scalable application across diverse generalization
scenarios.

D.4 Hyperparameters

Shared Hyperparameters. For the constant €, in the loss function, we uniformly assign the value 1.
For each z, the initial velocity v of the corresponding Vv is set to a vector of ones in RZ.

OOD Detection. We train the distribution prediction head Fy and the potential prediction head ¢g
using the Adam optimizer with a learning rate of 5 x 10~ and a batch size of 128, adhering to
standard post-hoc configurations. Training proceeds for 50 epochs.

OOD Generalization. In our experiments, the wavevector k in the dispersion relation loss Lisp
is randomly sampled from a Gaussian distribution per batch, with a scaling factor of 0.5 and a
wavenumber IV of 250. The loss weights « and [ are both set to 0.01. Additional hyperparameters,
including learning rate, weight decay, and dropout rate, are tuned following [9] and detailed in Table
3. We adopt early stopping and utilize the Adam optimizer. Consistent with DomainBed, the batch
size is set to 32 for all datasets, except for DomainNet, which uses a batch size of 24.

Table 7: Hyperparameters for OOD generalization experiments.

Hyperparameter PACS VLCS OfficecHome Terralnc DomainNet

Learning rate 3e-5 le-5 le-5 le-5 3e-5
Dropout 0.5 0.5 0.5 0.5 0.5
Weight decay le-4 le-4 le-4 le-4 le-4
Training Steps 5000 5000 5000 5000 15000
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D.5 Experiment Infrastructure

Our experiments are conducted using a combination of NVIDIA GeForce RTX 3090 Ti and NVIDIA
A100 GPUs. Specifically, we utilized four 3090 Ti GPUs and one A100 GPU with 40GB of memory.
The OOD detection experiments are performed exclusively on the 3090 Ti GPUs, while the OOD
generalization experiments were carried out on both the 3090 Ti and A100 GPUs.

D.6 Ablation on Initial Velocity Assumption

To evaluate the robustness of our uniform initial velocity assumption, we conducted additional
experiments using different initialization strategies: i) uniform vectors with all elements set to 1,
ii) uniform vectors with values of 0.5 matching the feature dimension, and iii) random vectors of
the same dimension. As shown in Tables 8 and 9, random initialization slightly underperforms the
uniform settings, but the performance gaps are minimal, demonstrating the robustness of our approach.
The uniform initialization assumption thus maintains effectiveness while simplifying computation.

Table 8: OOD Detection results on CIFAR-100 with different initial velocity settings.

Initial Velocity FPR95 |  AUROC 1

1 34.81 90.90
0.5 35.20 90.47
Random 38.29 89.52

Table 9: OOD Generalization results on PACS with different initial velocity settingss.

Initial Velocity =~ Accuracy 1

1 87.7
0.5 87.7
Random 87.4

D.7 Sensitivity Analysis of MLP Architecture

We further investigate the sensitivity of our method to key architectural hyperparameters of the MLP,
which serves as the steady-state predictor. Specifically, we examine the impact of layer depth and
hidden dimension on OOD detection performance using CIFAR-100 as the InD dataset. Table 10
presents results for varying layer depths with a fixed hidden dimension of 512, while Table 11 shows
the effect of different hidden dimensions using a fixed depth of 2 layers. The results demonstrate
that performance scales favorably with the number of MLP parameters. Notably, increasing the
layer depth from 1 to 2 yields substantial improvements, with AUROC increasing from 87.14% to
90.90% and FPR95 decreasing from 39.30 to 34.81. Similarly, expanding the hidden dimension
from 128 to 512 progressively enhances performance. However, returns diminish beyond a certain
threshold (e.g., hidden dimension of 512 vs. 1024, with AUROC of 90.90% vs. 90.83%), highlighting
the importance of balancing model capacity with computational efficiency. These insights inform
practical hyperparameter selection for deploying CBD-De in real-world applications.

Table 10: OOD detection on CIFAR-100 with MLP hidden dimension of 512.

Layer Depth | FPR95 | AUROC 1

1 39.30 87.14
2 34.81 90.90
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Table 11: OOD detection on CIFAR-100 with MLP depth of 2 layers.

Hidden Dimension | FPR95 | AUROC t

128 40.35 86.93
256 38.52 88.20
512 34.81 90.90
1024 35.25 90.83

D.8 Validation of the MLP Steady-State Approximation

Our formulation of steady-state prediction is originally defined through PDE. To make the solution
computationally tractable, we replace the numerical PDE integration with an MLP-based steady-state
predictor that directly approximates the stationary solution in a single forward pass. To assess the
fidelity of this approximation, we conduct experiments using a numerical PDE solver implemented
with DeepXDE [53], which follows the same architecture and parameter settings (2 layers, 512 hidden
dimensions). The PDE solver is executed with 10 and 30 integration steps to estimate the steady-state
distribution. Table 12 presents the OOD detection results on CIFAR-10 and CIFAR-100 datasets. For
simpler datasets (CIFAR-10), performance differences are negligible (0.02-0.06 AUROC), while for
more complex datasets (CIFAR-100), numerical integration shows moderate improvements (0.30-0.42
AUROC). However, these gains require 7-23 x longer inference time and substantial memory verhead
for intermediate computations. Given the minimal accuracy differences on simpler distributions and
the significant computational advantages, our direct prediction approach offers a practical solution
for efficient OOD detection in real-world applications.

Table 12: Comparison of the MLP steady-state approximation against a numerical PDE solver
implemented with DeepXDE [53]. AUROC and relative inference time are reported.

Dataset Sample Size Classes MLP AUROC T PDE Solver AUROC 1 Forward Pass Time |
Time Steps = 10

CIFAR-10 50,000 10 96.39 96.41 (+0.02) 7% slower
CIFAR-100 50,000 100 90.90 91.20 (+0.30) 7x slower
Time Steps = 30

CIFAR-10 50,000 10 96.39 96.45 (+0.06) 23x slower
CIFAR-100 50,000 100 90.90 91.32 (+0.42) 23% slower

E Full OOD Detetion Results
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F Full OOD Generalization Results

Table 16: Out-of-domain accuracies (%) on PACS. Results are formatted as first, second, and third
best.

Method A C P S | Avg
IRM 84.8+1.3 76.4+1.1 96.7t06 76.1+1.0 | 83.5
ERM 85.7+0.6 77.1 t0.8 97.4 t0.4 76.6 +0.7 | 84.2
GroupDRO  83.5+09 79.1+06 96.7+0.7 78.34+2.0 | 84.4
MTL 87.5+0.8 77.1+05 96.4+0.8 77.3+1.8 | 84.6
Mixup 86.1+0.5 78.9+0.8 97.6+0.1 75.8+1.8 | 84.6
MMD 86.1+1.4 79.4+09 96.6t02 76.5+0.5 | 84.7
VREx 86.0+1.6 79.1t0.6 96.9+05 77.7+1.7 | 84.9
MLDG 85.5+1.4 80.1+17 974+03 76.6+1.1 | 84.9
ARM 86.8+0.6 76.8+0.5 97.4+03 79.3+12 | 85.1

Mixstyle 86.8+0.5 79.0+14 96.6+0.1  78.54+2.3 | 85.2
CORAL 88.3+0.2 80.0+0.5 97.5+0.3 78.841.3 | 86.2

SagNet 87.4+0.2 80.7+0.5 97.1+0.1  80.0+1.0 | 86.3
RSC 85.4+09 79.7+05 97.6+t09 78.2+1.0 | 852
SAM 85.6+2.1  809+1.2 97.0+0.4 79.6+1.6 | 85.8
GSAM 86.9+0.1  804+0.2 97.5+0.0 78.7+0.8 | 859
SAGM 87.4+0.2 80.2+0.3 98.0+0.2 80.8+0.6 | 86.6
GGA 88.8+0.2 80.1+0.3 97.3+0.2 81.2+05 | 87.3

CBD-Gen 89.0+06 81.6+04 98.1+03 82.1+0s8 | 87.7

Table 17: Out-of-domain accuracies (%) on VLCS. Results are formatted as first, second, and third
best.

Method C L S \Y | Avg
GroupDRO  97.3+0.3 63.4+09 69.5+08 76.7+0.7 | 76.7
MLDG 97.4+02 652+07 71.0+14 753+10 | 77.2
MTL 97.8404 64.3+03 T71.5+07 753417 | 77.2
ERM 98.0 +t0.3 64.7+12 T14+12 7T52+16 | 77.3
Mixup 98.3+0.6 64.841.0 72.1+05 743+08 | 77.4
MMD 97.7+0.1  64.0+11  72.8+02 753433 | 77.5
ARM 98.7+0.2  63.6+0.7 T71.3+x1.2 76.7+0.6 | 77.6
SagNet 97.9+04 64.5+05 T1.4+1.3 T7.5+05 | 77.8
Mixstyle 98.6+0.3 64.5+1.1 72.6+05 T75.7+17 | 77.9
VREx 98.4+03 64.4+1.4 741404 T6.2+1.3 | 78.3
IRM 98.6+0.1  64.9+09 734406 T7.3+0.9 | 78.6
CORAL 98.3+0.3 66.1+t06 73.4+03 77.5+1.0 | 78.8
RSC 97.9+0.1  62.5+07 723412 75.6+08 | 77.1
GSAM 98.7+0.3 64.9+0.2 T74.3+0.0 78.5+0.8 | 79.1
SAM 99.1+0.2 65.0+1.0 73.7+1.0 79.8+0.1 | 79.4
SAGM 99.0+0.2 65.2+0.4 75.1+03 80.7+0.8 | 80.0
GGA 99.1+0.2 67.5+t06 75.1+0.3 78.0+0.1 | 79.9
CBD-Gen 99.1+t02 673+07 75.1+08 80.5+t1.0 | 80.5
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Table 18: Out-of-domain accuracies (%) on OfficeHome. Results are formatted as first, second, and
third best.

Algorithm A C P R | Avg
Mixstyle 51.1+0.3 53.2+04 68.2+0.7 69.2+06 | 60.4
IRM 58.9+23 52.2+16 72129 T4.0+25 | 64.3
ARM 58.9+0.8 51.0+05 74.1+01 752+03 | 64.8
GroupDRO  60.4+0.7  52.7+1.0 75.040.7 76.0+0.7 | 66.0
MMD 60.4+0.2 53.3t03 74.3+01 T77.4+06 | 66.4
MTL 61.5+0.7 524+06 74.9+04 76.840.4 | 66.4
VREXx 60.7+0.9 53.0+0.9 75.3+01 76.6+0.5 | 66.4
ERM 63.1 0.3 519 +04 77.2+05 78.1+0.2 | 67.6
MLDG 61.5+0.9 53.2+06 75.0+12 77.5+04 | 66.8
Mixup 62.4+0.8 54.8+0.6 76.9+03 78.3+02 | 68.1
SagNet 63.4+02 54.8404 75.8404 783403 | 68.1
CORAL 65.3+0.3 54.4+06 76.5+0.3 784+1.0 | 68.7
RSC 60.7+1.4 514+03 74.8+1.1 75.1+1.3 | 65.5
GSAM 64.9+0.1 552402 77.8+00 79.2+0.2 | 69.3
SAM 64.5+03 56.5t02 77.4+01 79.8+0.4 | 69.6
SAGM 65.4+0.4 57.0+0.3 78.0+0.3 80.0+0.2 | 70.1
GGA 64.3+0.1 54.4+02 76.5+03 78.9+0.2 | 68.5
CBD-Gen  66.5+09 58.7+0.7 78.8+12 81.6+08 | 71.4

Table 19: Out-of-domain accuracies (%) on Terralnc. Results are formatted as first, second, and third
best.

Method L100 L38 L43 L46 \ Avg
MMD 41.943.0 348410 57.0+1.9 352+1.8 | 42.2
GroupDRO  41.2+0.7  38.6+2.1  56.7+0.9 36.442.1 | 43.2
Mixstyle 543+11 341411 559411 31.7+21 | 440
ARM 493+0.7 383+0.7 55.8+0.8 38.7+1.3 | 45.5
MTL 493+12 39.6+6.3 55.6+1.1 37.8+0.8 | 45.6
ERM 49.8 +4.4 421 £1.4 569 +1.8 35.7 +3.9 | 46.1
VREX 48.2+4.3 41.7+1.3 56.8+0.8 38.7+3.1 | 46.4
IRM 54.6+1.3 39.8419 56.2+1.8 39.6+0.8 | 47.6
CORAL 51.6+2.4 422+1.0 57.0+1.0 39.8429 | 47.6
MLDG 542430 443+11  55.6+03 369422 | 47.8
Mixup 59.6+2.0 42.2+1.4 559+08 339+14 | 479
SagNet 53.0+2.0 43.0414 579408 40.4+14 | 48.6
SAM 46.3+1.0 384424 54.0+1.0 34.5+0s8 | 43.3
RSC 502422 392+14 56.3+14 40.8406 | 46.6
GSAM 50.840.1  39.3+02 59.6+0.0 38.2+08 | 47.0
SAGM 54.8+1.3 414+08 57.7+06 41.3+04 | 48.8
GGA 55.9+0.1  45.5+01  59.7+0.1  41.5+t0.1 | 50.6
CBD-Gen  56.4+21 45.0+12 59.6+06 41.0+15 | 50.5
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Table 20: Out-of-domain accuracies (%) on DomainNet. Results are formatted as first, second, and
third best.

Algorithm clip info paint quick real sketch \ Avg
MMD 32.1 +13.3  11.0 £4.6 26.8 £11.3 8.7 +2.1 32.7 +13.8 289 +11.9 | 23.4
GroupDRO 472 +05  17.5+04 33.8+05 9.3+03 51.6+04 40.1 +06 | 33.3
VREx 47.3 £3.5 16.0 £1.5 35.8 +4.6 10.9 0.3 49.6 4.9  42.0 £3.0 33.6
IRM 48.5 +2.8 15.0 +1.5 38.3 +4.3 109 +0.5 482 +52 423 +3.1 33.9
Mixstyle 519 04 133 +02 37.0+05 123 +01 46.1 +0.3 434 +04 | 340
ARM 49.7 +o0.3 16.3 0.5 409 +1.1 9.4 +o0.1 53.4 +0.4 435 +04 35.5
Mixup 55.7+0.3 18.5+0.5  44.3+0.5 12.5+0.4  55.8+0.3 48.2+0.5 39.2
SagNet 577403 19.0 0.2 453 +03  12.7+05 58.1 +0.5 488 +0.2 | 40.3
MTL 57.9 +o.5 18.5 0.4  46.0 +0.1 12.5 t0.1 59.5 0.3  49.2 +0.1 40.6
MLDG 59.1 +o.2 19.1 0.3 45.8 +o.7 13.4 0.3 59.6 +0.2 502 +04 | 41.2
CORAL 59.2 +o0.1 19.7 0.2  46.6 +0.3 134 +04 59.8 +0.2 50.1 o6 | 41.5
ERM 63.0+02 21.2+02 50.1 0.4 139 +05 63.7+02 52.0+05 | 43.8
RSC 55.0+1.2 18.3+0.5 44.4+0.6 12.2+0.2  55.7+0.7 47.8+0.9 38.9
SAM 64.5+0.3 20.7+0.2  50.2+0.1 15.1+03 62.6+0.2 52.7+0.3 443
GSAM 64.2+0.3 20.8+0.2  50.9+0.0 14.4+08 63.5+0.2 53.9+0.2 44.6
SAGM 64.9+0.2 21.1+0.3  51.5+0.2 14.84+0.2 64.1+0.2 53.6+0.2 45.0
GGA 64.0+0.2 22.2+0.3 51.7+0.1 14.3+02 64.1+0.4 54.3+0.3 45.2
CBD-Gen  64.9+0.4 22.8+03 52.5+03 15.1+06 64.7+0.4 55.4+0.7 45.9
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The experimental results mentioned in the abstract and the contributions
mentioned in the introduction accurately reflect the contributions and scope of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: A large wave vector k will reduce the training efficiency. In addition, the
algorithm involves retaining a large number of gradient maps, which poses a challenge to
efficient and GPU memory, and is mentioned in the experimental section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: For the six theories in the main text, we provide complete proofs in the
Appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide implementation details in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Time is tight, the code has a lot of redundancy and is not organized. We will
release the code after published.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Detailed datasets and hyperparameters are provided in the Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The upper and lower limits of error are given in the experimental table.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Implementation details of the Appendix mentions graphics card resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our work does not involve ethical issues.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: No need to discuss these.
Guidelines:
» The answer NA means that there is no societal impact of the work performed.
* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations

(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any new datasets.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The code, data, and models used are all public.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This question is not suitable for our work.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This question is not suitable for our work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: This question is not suitable for our work.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
L.L.M) for what should or should not be described.

50


https://neurips.cc/Conferences/2025/LLM
https://neurips.cc/Conferences/2025/LLM

	Introduction
	CBD: Collective Behavior Dynamics
	Formulation of Vlasov-Poisson System
	Basin of Attraction and Application to OOD Detection
	Dispersion Relation and Application to OOD Generalization

	Experiments
	Conclusion
	References
	Prior Arts
	Proof
	Formal Proof of Theorem 2.1
	Formal Proof of Theorem 2.2
	Formal Proof of Corollary 2.3
	Formal Proof of Theorem 2.4
	Formal Proof of Theorem 2.5
	Formal Proof of Corollary 2.6

	Algorithm Protocol
	Additional Experiment Settings and Details
	Baselines
	Benchmarks
	Model Architecture
	OOD Detection
	OOD Generalization

	Hyperparameters
	Experiment Infrastructure
	Ablation on Initial Velocity Assumption
	Sensitivity Analysis of MLP Architecture
	Validation of the MLP Steady-State Approximation

	Full OOD Detetion Results
	Full OOD Generalization Results

