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ABSTRACT

This paper presents a novel method for embedding transfer, a task of transferring
knowledge of a learned embedding model to another. Our method exploits pair-
wise similarities between samples in the source embedding space as the knowl-
edge, and transfers it through a loss function used for learning target embedding
models. To this end, we design a new loss called smooth contrastive loss, which
pulls together or pushes apart a pair of samples in a target embedding space with
strength determined by their semantic similarity in the source embedding space;
an analysis of the loss reveals that this property enables more important pairs to
contribute more to learning the target embedding space. Experiments on metric
learning benchmarks demonstrate that our method improves performance, or re-
duces sizes and embedding dimensions of target models effectively. Moreover,
we show that deep networks trained in a self-supervised manner can be further
enhanced by our method with no additional supervision. In all the experiments,
our method clearly outperforms existing embedding transfer techniques.

1 INTRODUCTION

Learning an embedding space where semantically similar samples are grouped together has played
important roles in many tasks including data retrieval (Movshovitz-Attias et al., 2017; Song et al.,
2016; Sohn, 2016; Kim et al., 2019; 2020), few-shot learning (Snell et al., 2017; Sung et al., 2018;
Qiao et al., 2019), zero-shot learning (Bucher et al., 2016; Zhang & Saligrama, 2016), and self-
supervised representation learning (Tian et al., 2019; Chen et al., 2020a; He et al., 2020). In these
tasks, performance and efficiency of models rely heavily on the quality and dimension of their
learned embedding spaces. To obtain high-quality and compact embedding spaces, previous meth-
ods have proposed new loss functions (Song et al., 2016; Sohn, 2016; Yu & Tao, 2019; Wang et al.,
2019; Movshovitz-Attias et al., 2017; Kim et al., 2020), advanced sampling strategies (Wu et al.,
2017; Harwood et al., 2017; Wang et al., 2020; Ko & Gu, 2020), regularization techniques (Jacob
et al., 2019; Mohan et al., 2020), or ensemble models (Opitz et al., 2017; 2018; Kim et al., 2018).

For the same purpose, we study transferring knowledge of a learned embedding model (source) to
another (target), which we call embedding transfer. The knowledge captured by the source embed-
ding model can provide semantic information beyond class labels such as intra-class variations and
degrees of semantic affinity between samples. Also, given a proper way to transfer such knowl-
edge, embedding transfer enables us to improve performance of target embedding models or com-
press them effectively, as knowledge distillation does for classification models (Hinton et al., 2015;
Romero et al., 2014; Zagoruyko & Komodakis, 2016; Yim et al., 2017; Furlanello et al., 2018). The
two main factors of embedding transfer, the type of knowledge and the way to transfer, thus have to
be carefully designed for the success of this task.

Previous methods on embedding transfer extract knowledge of a source embedding space in forms
of probability distributions of samples (Passalis & Tefas, 2018), their geometric relations (Park et al.,
2019; Yu et al., 2019), or the rank of their similarities (Chen et al., 2017). Then the knowledge is
transferred by forcing target models to approximate those extracted patterns directly in their embed-
ding spaces. Although these methods shed light on the problem of embedding transfer, there is room
for further improvement since they fail to utilize detailed inter-sample relations in the source embed-
ding space (Passalis & Tefas, 2018; Chen et al., 2017) or blindly accept the transferred knowledge
without considering relative importance of the samples (Park et al., 2019; Yu et al., 2019).
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Figure 1: Accuracy in Recall@1 on the three standard benchmarks for metric learning. All embed-
ding transfer methods adopt PA (Kim et al., 2020) with 512 dimension as the source model. Our
method achieves state of the art when embedding dimension is 512, and is as competitive as recent
metric learning models even with a substantially smaller embedding dimension. In all experiments,
it is superior to other embedding transfer techniques. More results can be found in Table 1 and 2.

This paper presents a new embedding transfer method that overcomes the above limitations. Our
method makes use of pairwise similarities between samples in a source embedding space as the
knowledge to be transferred. Pairwise similarities are useful to characterize an embedding space
in detail, thus have been widely used for learning embedding spaces (Hadsell et al., 2006; Schroff
et al., 2015; Sohn, 2016; Wang et al., 2019) and identifying underlying manifolds of data (Cox &
Cox, 2008; Tenenbaum et al., 2000). Also, they capture detailed inter-sample relations, which are
missing in probability distributions (Passalis & Tefas, 2018) and the rank of similarities (Chen et al.,
2017) used as knowledge in previous work.

The knowledge is in turn transferred through a loss function that is used for learning target embed-
ding models. To this end, we propose a new loss called smooth contrastive loss. The proposed loss
pushes apart or pulls together a pair of samples in a target embedding space, where their semantic
similarity in the source embedding space determines the strength of pushing and pulling. Our analy-
sis reveals that this property enables more important sample pairs to contribute more to learning the
target embedding space, thus resolves the limitation of previous methods that treat samples equally
during transfer (Park et al., 2019; Yu et al., 2019). For further improvement, we also present a data
augmentation strategy, which allows to transfer semantic relations between multiple views of each
sample as well as those between different samples.

The efficacy of the proposed method is demonstrated on two different tasks, deep metric learning and
self-supervised representation learning. In metric learning experiments, our method substantially
improves image retrieval performance when the target model has the same architecture with the
source model, and greatly reduces the size and embedding dimension of the target model with a
negligible performance drop when the target model is smaller than the source model, as illustrated
in Fig. 1. We also show that deep networks trained in a self-supervised manner (Chen et al., 2020a;
He et al., 2020) can be further enhanced by self embedding transfer with our method, analogous
to the born-again network (Furlanello et al., 2018) yet with no supervision. In all the experiments,
our method outperforms existing embedding transfer techniques (Passalis & Tefas, 2018; Park et al.,
2019; Chen et al., 2017).

2 RELATED WORK

Learning embedding spaces. Deep metric learning is an approach to learning embedding spaces
using class labels. Previous work in this field has developed loss functions for modeling inter-sample
relations based on class labels and reflecting them on the learned embedding spaces. Contrastive
loss (Chopra et al., 2005; Hadsell et al., 2006) pulls a pair of samples together if their class labels
are the same and pushes them away otherwise. Triplet loss (Wang et al., 2014; Schroff et al., 2015)
takes a triplet of anchor, positive, and negative as input, and makes the anchor-positive distance
smaller than the anchor-negative distance. The idea of pushing and pulling a pair is extended to
consider higher order relations in recently proposed losses (Sohn, 2016; Song et al., 2016; Wang
et al., 2019). Meanwhile, self-supervised representation learning has been greatly advanced by
leveraging pairwise relations between data as in deep metric learning. For example, MoCo (He
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et al., 2020; Chen et al., 2020b) and SimCLR (Chen et al., 2020a) pull embedding vectors of the
same image closer and push those of different images away. Since these approaches to learning
embedding spaces demand binary relations, i.e., the equality of classes or identities, they cannot be
used directly for transferring knowledge of an embedding space that is not binary.

Knowledge distillation. Knowledge distillation means a technique that transfers knowledge of a
source model to a target model; embedding transfer can be regarded as its particular example focus-
ing on embedding models. A seminal work by Hinton et al. (2015) achieves this goal by encouraging
the target model to imitate class logits of the source model, and has been extended to transfer vari-
ous types of knowledge of the source model (Romero et al., 2014; Zagoruyko & Komodakis, 2016;
Yim et al., 2017; Ahn et al., 2019). Knowledge distillation has been employed for various purposes
including model compression (Hinton et al., 2015; Romero et al., 2014; Zagoruyko & Komodakis,
2016; Yim et al., 2017), cross-modality learning (Tian et al., 2019), and network regularization (Yun
et al., 2020) as well as performance improvement (Furlanello et al., 2018). In terms of target task,
however, it has been applied mostly to classification; only a few methods introduced in the next
paragraph study transferring knowledge of embedding spaces, i.e., embedding transfer.

Embedding transfer. Early approaches in this area extract and transfer the rank of similarities
between samples (Chen et al., 2017) and probability distributions of their similarities (Passalis &
Tefas, 2018) in the source embedding spaces. Unfortunately, these methods have trouble in cap-
turing elaborate relations between samples. Meanwhile, recent methods utilize geometric relations
between samples like distances and angles as the knowledge to take fine details of the source em-
bedding space into account (Park et al., 2019; Yu et al., 2019). However, they let the target model
blindly accept the knowledge without considering relative importance of samples, leading to less
effective embedding transfer. Our method overcomes the aforementioned limitations: It makes use
of rich pairwise similarities between samples as the knowledge, and the proposed loss enables to
take relative importance of samples into account when transferring the knowledge.

3 PROPOSED METHOD

This section first reviews the original contrastive loss (Hadsell et al., 2006), the prototype of the pro-
posed one. Then the derivation of the smooth contrastive loss and the multi-view data augmentation
strategy are described in detail.

3.1 REVISITING ORIGINAL CONTRASTIVE LOSS

Contrastive loss (Hadsell et al., 2006) is one of the most representative losses for learning semantic
embedding by leveraging pairwise relations of samples. Let fi := f(xi) be the embedding vector of
input data xi produced by the embedding network f , and D(fi, fj) denote the Euclidean distance
between embedding vectors fi and fj . The contrastive loss is then formulated as

L(X) =
1

n

n∑
i=1

n∑
j=1

yijD(fi, fj)
2

︸ ︷︷ ︸
attracting

+
1

n

n∑
i=1

n∑
j=1

(1− yij)
[
δ −D(fi, fj)

]2
+︸ ︷︷ ︸

repelling

, (1)

whereX is a batch of embedding vectors, n is the number of samples in the batch, δ is a margin, and
[·]+ denotes the hinge function. Also, yij indicates the class equivalence between the pair of samples
(i, j): yij = 1 if the pair is of the same class (i.e., positive pair), and 0 otherwise (i.e., negative pair).
Note that all embedding vectors are l2 normalized to prevent the margin from becoming trivial. This
loss consists of two constituents, an attracting term and a repelling term. In the embedding space, the
attracting term forces positive pairs to be closer, and the repelling term encourages to push negative
pairs apart beyond the margin.

The gradient of the contrastive loss with respect to D(fi, fj) is given by

∂L(X)

∂D(fi, fj)
=


2

n
D(fi, fj), if yij = 1,

− 2

n

{
δ −D(fi, fj)

}
, else if yij = 0 and D(fi, fj) < δ,

0, otherwise.

(2)
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As shown in Eq. (2), the gradient increases as the distance of a positive pair increases or the distance
of a negative pair decreases. When the distance of a negative pair is larger than the margin δ, the
gradient becomes 0.

3.2 SMOOTH CONTRASTIVE LOSS

The basic idea of the smooth contrastive loss is to pull or push a pair of samples in the target em-
bedding space according to their semantic similarity. The loss is inspired by the original contrastive
loss, which aims to pull samples together if their class labels are the same and push them apart other-
wise. To reflect the knowledge, however, the smooth contrastive loss utilizes the pairwise similarities
between samples in the source embedding space instead of their class labels.

This idea can be implemented by replacing the class equivalence indicator yij of the original con-
trastive loss with the semantic similarity between xi and xj in the source embedding space. The loss
then becomes a linear combination of the attracting and repelling terms, in which their weights are
proportional to the semantic similarities. Specifically, it is formulated as

L(X) =
1

n

n∑
i=1

n∑
j=1

ws
ijD(f ti , f

t
j )

2
+

1

n

n∑
i=1

n∑
j=1

(1− ws
ij)
[
δ −D(f ti , f

t
j )
]2
+
, (3)

wherews
ij denotes the weights derived from the semantic similarities in the source embedding space,

and f ti := f t(xi) ∈ Rd indicates the embedding vector of input xi produced by the target embedding
model f t. For computing the weight terms, we employ a Gaussian kernel based on the Euclidean
distance as follows:

ws
ij = KG(f

s
i , f

s
j ;σ) = exp

(
−
||fsi − fsj ||22

σ

)
∈ [0, 1], (4)

where σ is kernel bandwidth, fsi := fs(xi) indicates the embedding vector of input xi given by the
source embedding model fs, and || · ||2 denotes l2 norm of vector.

Eq. (3) shows that the strength of pulling or pushing embedding vectors is now controlled by the
weights in the new loss function. In the target embedding space, a pair of samples that the source
embedding model regards more similar attract each other more strongly while those considered more
dissimilar are pushed more heavily out of the margin δ. This behavior of the loss can be explained
through its gradient, which is given by

∂L(X)

∂D(f ti , f
t
j )

=


2

n

{
D(f ti , f

t
j )− δ(1− ws

ij)
}
, if D(f ti , f

t
j ) < δ,

2

n
ws

ijD(f ti , f
t
j ), otherwise.

(5)
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Figure 2: Gradient of the smooth contrastive
loss versus pairwise distance.

Unlike the original one, the aspect of our loss gradi-
ent depends on the transferred knowledge ws

ij , thus
the force of pushing a pair (i, j) apart and that of
pulling them together are determined by both of
D(f ti , f

t
j ) and ws

ij . In the ideal case, D(f ti , f
t
j ) will

converge to δ(1 − ws
ij), which is the semantic dis-

similarity scaled by δ, and where the two forces are
balanced.

This aspect of gradient also differentiates our
method from the previous arts that imitate the knowl-
edge through regression losses (Park et al., 2019; Yu
et al., 2019). As illustrated in Fig. 2, the proposed
loss rarely cares about a pair (i, j) when its distance
is large in both of the source and target spaces, i.e.,
ws

ij ≈ 0 and D(f ti , f
t
j ) > δ, as its loss gradient is

close to 0. This behavior can be interpreted as that our loss disregards less important pairs to focus
on more important ones. Recall that what we expect from a learned embedding space is that nearby
samples are semantically similar in the space; if the distance of a semantically dissimilar pair is suf-
ficiently large, it does not impair such a quality of the embedding space and can be regarded as less
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important consequently. On the other hand, previous methods using regression losses handle sam-
ples equivalently without considering their relative importance (Park et al., 2019; Yu et al., 2019),
leading to embedding transfer less effective.

The loss in Eq. (3) takes advantage of the rich semantic information of the source embedding space
in a flexible and effective manner, but it still has a problem to be resolved: It imposes a restriction
on the manifold of the target space since it demands l2 normalization of the embedding vectors to
prevent the divergence of their magnitudes and to keep the margin non-trivial, as in the original
contrastive loss. To resolve this issue, we replace the pairwise distances of the loss in Eq. (3) with
their relative versions, then the final form of the smooth contrastive loss is given by

L(X) =
1

n

n∑
i=1

n∑
j=1

ws
ij

{
D(f ti , f

t
j )

µi

}2

+
1
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t
j )
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]2
+

,

where µi =
1

n

n∑
k=1

D(f ti , f
t
k).

(6)

The relative distance between f ti and f tj is their pairwise distance divided by µi, the average distance
of all pairs associated with f ti in the batch. Since scales of pairwise distances are roughly cancelled
in their relative versions, the above loss can alleviate the aforementioned normalization issue. Thus,
although the source embedding space is limited to the surface of unit hypersphere due to the l2
normalization, the target embedding model can exploit the entire space of Rd with no restriction on
its manifold; this advantage enables to utilize the given embedding dimension more effectively.

3.3 MULTI-VIEW AUGMENTATION STRATEGY

Inspired by the recent self-supervised learning methods, we present a simple yet effective multi-
view augmentation strategy for enhancing the effect of embedding transfer. We first apply random
image augmentation to each sample in the batch to produce its multiple views. By taking as input the
produced multi-view samples, our loss can take into account semantic relations between the multiple
views of individual samples as well as those between different samples. This augmentation strategy
is useful for embedding transfer since it diversifies the information of input samples and allows to
consider fine-grained relations between multi-view samples produced from the same image. The
empirical advantage of the multi-view augmentation is verified by experiments, where it improves
stability and convergence of embedding transfer as well as performance of target embedding models.
More details of the multi-view augmentation strategy is describe in Appendix A.2.

4 EXPERIMENTS

The effectiveness of embedding transfer by our method is demonstrated in two different tasks, deep
metric learning and self-supervised representation learning. In both of the tasks, we measure the per-
formance of target models that are trained soley by embedding transfer techniques incorporated with
source models pretrained for the tasks; no other supervision is introduced for the target models. In
these experiments, the proposed method is compared with existing embedding transfer techniques,
RKD (Park et al., 2019), PKT (Passalis & Tefas, 2018), and DarkRank (Chen et al., 2017).

4.1 DEEP METRIC LEARNING

We evaluate and compare target models trained by embedding transfer methods including ours on
standard benchmarks for metric learning. The experiments are conducted in the following three set-
tings by varying the type of target embedding model. (i) Self-transfer for performance improvement:
Transfer to a model with the same architecture and embedding dimension. (ii) Dimensionality reduc-
tion: Transfer to the same architecture with a lower embedding dimension. (iii) Model compression:
Transfer to a smaller network with a lower embedding dimension.

4.1.1 SETUP

Datasets and evaluation. Models trained through embedding transfer are evaluated in terms of
image retrieval performance on the CUB200-2011 (Welinder et al., 2010), Cars-196 (Krause et al.,
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Table 1: Image retrieval performance of embedding transfer methods in the three different settings:
(a) Self-transfer, (b) dimensionality reduction, and (c) model compression. Embedding networks of
the methods are denoted by abbreviations: BN–Inception with BatchNorm, R50–ResNet50, R18–
ResNet18. Superscripts indicate embedding dimensions of the networks.

Recall@K
CUB-200-2011 Cars-196 SOP
1 2 4 1 2 4 1 10 100

(a)

Source: PA (Kim et al., 2020) BN512 69.1 78.9 86.1 86.4 91.9 95.0 79.2 90.7 96.2
DarkRank (Chen et al., 2017) BN512 66.7 76.5 84.8 84.0 90.0 93.8 75.7 88.3 95.3
PKT (Passalis & Tefas, 2018) BN512 69.1 78.8 86.4 86.4 91.6 94.9 78.4 90.2 96.0
RKD (Park et al., 2019) BN512 70.9 80.8 87.5 88.9 93.5 96.4 78.5 90.2 96.0
Ours w/o augmentation BN512 71.5 81.3 87.6 89.0 93.6 96.3 79.6 91.0 96.2
Ours BN512 72.1 81.3 87.6 89.6 94.0 96.5 79.8 91.1 96.3

(b)

Source: PA (Kim et al., 2020) BN512 69.1 78.9 86.1 86.4 91.9 95.0 79.2 90.7 96.2
DarkRank (Chen et al., 2017) BN64 63.5 74.3 83.1 78.1 85.9 91.1 73.9 87.5 94.8
PKT (Passalis & Tefas, 2018) BN64 63.6 75.8 84.0 82.2 88.7 93.5 74.6 87.3 94.2
RKD (Park et al., 2019) BN64 65.8 76.7 85.0 83.7 89.9 94.1 70.2 83.8 92.1
Ours w/o augmentation BN64 67.1 77.8 85.8 85.2 91.0 95.0 75.7 86.2 94.7
Ours BN64 67.4 78.0 85.9 86.5 92.3 95.3 75.9 88.3 94.6

(c)

Source: PA (Kim et al., 2020) R50512 69.9 79.6 88.6 87.7 92.7 95.5 80.5 91.8 98.8
DarkRank (Chen et al., 2017) R18128 61.2 72.5 82.0 75.3 83.6 89.4 72.7 86.7 94.5
PKT (Passalis & Tefas, 2018) R18128 65.0 75.6 84.8 81.6 88.8 93.4 76.9 89.2 95.5
RKD (Park et al., 2019) R18128 65.8 76.3 84.8 84.2 90.4 94.3 75.7 88.4 95.1
Ours w/o augmentation R18128 66.4 77.4 85.3 84.5 91.0 94.9 77.8 90.0 95.8
Ours R18128 66.6 78.1 85.9 86.0 91.6 95.3 78.4 90.4 96.1

2013) and SOP datasets (Song et al., 2016). Each dataset is split into training and testing sets
following the standard setting of Song et al. (2016). As a performance measure, we adopt Recall@K
that counts how many queries have at least one correct sample among their K nearest neighbors in
learned embedding spaces.

Source and target embedding networks. For the self-transfer and dimensionality reduction ex-
periments, we employ Inception with BatchNorm (Ioffe & Szegedy, 2015) with 512 output dimen-
sion as the source embedding model. Target embedding models for the two settings basically have
the same architecture with the source embedding model, but for dimensionality reduction, the out-
put dimension is reduced to 64. On the other hand, in the model compression experiment, we
adopt ResNet50 (He et al., 2016) with 512 output dimension as the source embedding model, and
ResNet18 (He et al., 2016) with 128 output dimension as the target embedding model. In all the three
settings, the source models are trained by the proxy-anchor loss (Kim et al., 2020) with l2 normal-
ization of embedding vectors, while the target models are pre-trained for the ImageNet classification
task (Deng et al., 2009) and have no l2 normalization applied.

Implementation details. We train all models using the AdamW optimizer (Loshchilov & Hutter,
2019) with the cosine learning decay (Loshchilov & Hutter, 2016) and initial learning rate of 10−4.
The models are trained for 90 epochs in the CUB-200-2011 and Cars-196 datasets and 150 epochs
on the SOP dataset. Training images are randomly cropped to 224×224 with random horizontal flip,
and testing images are center-cropped after being resized to 256×256. The multi-view augmentation
strategy applies random augmentation operation twice per image so that the input batch contains two
different views for each image. We set both δ and σ in our loss to 1 for all the experiments.

4.1.2 RESULTS

The proposed method is evaluated and compared with existing embedding transfer techniques and
state-of-the-art metric learning models on the three benchmark datasets. We also report the perfor-
mance of our method without the multi-view data augmentation strategy to demonstrate its effec-
tiveness. The results are summarized in Table 1 and 2.

In the self-transfer setting (Table 1(a)), the proposed method notably improves retrieval performance
and clearly surpasses the state of the art on all the datasets without bells and whistles (Table 2); the
effect of embedding transfer by our method is qualitatively demonstrated in Fig. 3. On the other
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Table 2: Image retrieval performance of the proposed method and the state-of-the-art metric learn-
ing models. Embedding networks of the methods are fixed by Inception with BatchNorm (BN) for
fair comparisons, and superscripts indicate embedding dimensions of the networks.

Recall@K
CUB-200-2011 Cars-196 SOP
1 2 4 1 2 4 1 10 100

MS (Wang et al., 2019) BN64 57.4 69.8 80.0 77.3 85.3 90.5 74.1 87.8 94.7
DiVA (Milbich et al., 2020) BN64 63.0 74.5 83.3 78.3 86.6 91.2 73.7 87.5 94.8
PA (Kim et al., 2020) BN64 61.7 73.0 81.8 78.8 87.0 92.2 76.5 89.0 95.1
Ours BN64 67.4 78.0 85.9 86.5 92.3 95.3 75.9 88.3 94.6
MS (Wang et al., 2019) BN512 65.7 77.0 86.3 84.1 90.4 94.0 78.2 90.5 96.0
DiVA (Milbich et al., 2020) BN512 66.8 77.7 - 84.1 90.7 - 78.1 90.6 -
PA (Kim et al., 2020) BN512 69.1 78.9 86.1 86.4 91.9 95.0 79.2 90.7 96.2
Ours BN512 72.1 81.3 87.6 89.6 94.0 96.5 79.8 91.1 96.3

Query After Embedding TransferBefore Embedding Transfer

(c)

(b)

(a)

Figure 3: Top 4 image retrievals of the state of the art (Kim et al., 2020) before and after the pro-
posed method is applied. (a) CUB-2020-2011. (b) Cars-196. (c) SOP. Images with green boundary
are success cases and those with red boundary are false positives. More qualitative results can be
found in Appendix A.3.

hand, the performance of existing embedding transfer methods is inferior to that of the source model
on the SOP dataset. The proposed method demonstrates more interesting results in the dimension-
ality reduction setting (Table 1(b)): It outperforms recent metric learning methods, MS and DiVA,
whose embedding dimension is 8 times higher (Table 2). This result enables significant speedup of
image retrieval systems at the cost of a tiny performance drop. Finally, in the model compression
setting (Table 1(c)), our method achieves impressive performance even with a substantially smaller
network and a lower embedding dimension; the performance drop by the compression is marginal
and its accuracy is as competitive as MS with a heavier network and a larger embedding dimen-
sion. Note that, the proposed method is superior to other embedding transfer techniques in every
experiment, and the multi-view augmentation strategy improves performance in most cases.

4.2 SELF-SUPERVISED REPRESENTATION LEARNING

Knowledge distillation has been known to improve performance of classification networks through
self-transfer (Furlanello et al., 2018), but is not available for self-supervised representation learning
due to the absence of class label. We argue that embedding transfer can play this role for self-
supervised networks since it distills and transfers knowledge without relying on class labels.

This section examines potential of embedding transfer methods in this context, by learning repre-
sentations using the embedding transfer methods and the knowledge extracted from existing self-
supervised networks. Our method is compared with RKD (Park et al., 2019) and PKT (Passalis &
Tefas, 2018), but DarkRank (Chen et al., 2017) is excluded since its complexity, proportional to the
number of sample permutations, is excessively large in the self-supervised learning setting. To verify
universality of the methods, we incorporate them with two different self-supervised representation
learning frameworks, SimCLR (Chen et al., 2020a) and MoCo (Chen et al., 2020b).
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Table 3: Performance of linear classifiers trained on representations obtained by embedding transfer
techniques incorporated with self-supervised learning frameworks.

Source model
CIFAR-10 STL-10

SimCLR MoCo v2 SimCLR
Before embedding transfer 93.4 86.8 89.2
PKT (Passalis & Tefas, 2018) 65.3 47.6 71.6
RKD (Park et al., 2019) 93.6 87.7 79.8
Ours 93.9 87.7 89.6

4.2.1 SETUP

Datasets and evaluation. Self-supervised models and those enhanced by embedding transfer are
evaluated on the CIFAR-10 (Krizhevsky & Hinton, 2009) and STL-10 (Coates et al., 2011) datasets.
In the STL-10 dataset, both of the labeled training set and unlabeled set are used for training, and
the rest are kept for testing. Performance of the models is measured by the linear evaluation proto-
col (Zhang et al., 2016; Bachman et al., 2019; Zhai et al., 2019), in which a linear classifier on top
of a frozen self-supervised network is trained and evaluated.

Source models and their training. We reimplement SimCLR (Chen et al., 2020a) and MoCo
v2 (Chen et al., 2020b) frameworks to train source embedding models. Following the original frame-
works, ResNet50 is employed as the based network of source models and a Multi-Layer Perceptron
(MLP) head is appended to its last pooling layer. On the CIFAR-10 dataset, source models are
trained for 1K epochs while following the details (e.g., augmentation, learning rate, and tempera-
ture) described in Chen et al. (2020a). On the STL-10 dataset, we adopt the same configuration
except that Gaussian blur is additionally employed for data augmentation.

Target models and their training. For training of target models, the MLP on top of the source
models are removed and their embedding vectors are l2 normalized. Target models have the same
architecture with their source counterpart where the MLP head is removed, but with no l2 normaliza-
tion. Details of training target models are the same with those for the corresponding source models.
All target models are trained using the LARS optimizer (You et al., 2017) with initial learning rate
of 4.0 and weight decay of 10−6. We warm up the learning rate linearly during the first 10 epochs
and apply the cosine decay (Loshchilov & Hutter, 2016) to it after that. Regarding hyperparameters,
both of δ and σ in our loss are set to 1 in this experiment also.

4.2.2 RESULTS

Performance of embedding transfer methods in the self-supervised learning task is summarized in
Table 3. The proposed method improves the quality of the learned representations on both datasets
and for both self-supervised learning frameworks. Moreover, our method clearly outperforms the
existing embedding transfer techniques when incorporated with SimCLR while achieving the second
best by a narrow margin when applied to MoCo v2. In contrast, other embedding transfer methods
are often inferior to the source model, and especially PKT shows unstable performance in every
experiment. This is because of their limitations: As the batch size increases, the probability distri-
butions considered by PKT becomes nearly uniform, and the computational burden of RKD grows
significantly due to its angle calculation. Our method enhances the performance of the existing
self-supervised models without such difficulties.

5 CONCLUSION

We have presented a novel loss and a data augmentation strategy to distill and transfer knowledge of
a learned embedding model effectively. Our loss utilizes rich pairwise relations between samples in
the source embedding space as the knowledge, and effectively transfers the knowledge by focusing
more on sample pairs important for learning target embedding models. As a result, our method has
achieved impressive performance over the state of the art on the deep metric learning benchmarks
and demonstrated that it can reduce the size and embedding dimension of an embedding model
significantly with a negligible performance drop. Moreover, we have shown that our method can
enhance the quality of self-supervised representation by self embedding transfer.
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A APPENDIX

This appendix presents a deeper analysis on the proposed method, its implementation details, and ex-
perimental results omitted from the main paper due to the space limit. First, Section A.1 qualitatively
analyzes the roles and effects of the knowledge our method distills and transfers, and Section A.2
illustrates details of the multi-view data augmentation strategy. Finally, in Section A.3, we presents
more qualitative examples for image retrieval before and after applying the proposed method on the
three metric learning benchmarks.

A.1 ANALYSIS ON ROLES AND EFFECTS OF TRANSFERRED KNOWLEDGE

Query Images from the different classImages from the same class

0.682 0.659 0.658 0.648 0.628 0.193 0.193 0.191 0.191 0.178

0.721 0.668 0.659 0.657 0.655 0.209 0.207 0.205 0.202 0.197

0.674 0.658 0.643 0.636 0.632 0.195 0.194 0.193 0.190 0.182

0.583 0.579 0.566 0.551 0.543 0.189 0.189 0.186 0.185 0.175

Figure 4: Image pairs sorted by the normalized weights of Eq. (4) on the CUB-200-2011 dataset.
The leftmost images are paired with the other images in their rows.

The proposed method extracts the knowledge in the form of normalized weights, denoted by ws
ij ,

that are used to control the behavior of the smooth contrastive loss. Such a knowledge delivers in-
formation beyond what the conventional approaches to metric learning and self-supervised learning
can provide, i.e., the equality of class labels in the case of metric learning or that of image iden-
tities in the case of self-supervised learning. In this section, we present qualitative analysis on the
knowledge to understand its roles and effects in the proposed method.

Fig. 4 presents five samples with high weights and five samples with low weights for each query;
weights values are also reported below each image. As shown in the figure, images from the same
class with similar poses or similar backgrounds have higher weights. These weights can help to
deliver elaborate information such as intra-class variation, beyond the class labels used in conven-
tional metric learning. Also, images with low weights from different classes are substantially dif-
ferent from query in terms of appearance. Unlike conventional metric learning that pushes samples
of different classes equally, the knowledge given by the normalized weights allows to push samples
away stronger if they have more different visual features. In summary, the knowledge extracted from
source embedding allow to use more diverse and sophisticated information for learning than simple
binary labels used in metric learning.

A.2 DETAILS OF MULTI-VIEW DATA AUGMENTATION

In recent approaches to self-supervised representation learning, the use of multi-view samples pro-
duced from the same image plays an important role for performance improvement. We use the multi-
view augmentation in embedding transfer to transfer knowledge by considering relations between
multiple views of individual samples, such as relations between different parts of an object. The
overall procedure of our multi-view augmentation is as follows. We first apply the standard random
augmentation technique multiple times to images of input batch. Then, all augmented multi-view
images are passed through the source and target embedding networks. Note that the source and target
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Source

Source

Target

Target

Source Distill Target

Figure 5: An illustration for standard augmentation strategy and multi-view augmentation strategy.
Different colors and shapes represent distinct samples.

model take the same augmented image as input. The output embedding vectors are concatenated and
used as the inputs of the embedding transfer loss. Fig. 5 illustrates this procedure where the number
of views is two. The top and bottom of the figure describe the standard augmentation technique and
our strategy, respectively. When using standard augmentation, only relations between different sam-
ples are considered. Applying a multi-view augmentation strategy for embedding transfer allows
knowledge transfer to consider more diverse and detailed relations between samples produced from
the same image.

A.3 ADDITIONAL QUALITATIVE RESULTS FOR DEEP METRIC LEARNING

More qualitative results of image retrieval on the CUB-200-2011, Cars-196, and SOP datasets are
presented in Fig. 6, 7, and 8, respectively. We prove the positive effect of the proposed method
by showing qualitative results before and after applying the proposed method in the self-transfer
setting; the source embedding model is Inception-BatchNorm with 512 embedding dimension and
trained with the proxy-anchor loss (Kim et al., 2020). The overall results indicate that the proposed
method significantly improves the source embedding model. From the examples of the 1st, 2nd,
and 4th rows of Fig. 6, both models retrieve birds visually similar to the query, but only the models
after embedding transfer successfully retrieved birds of the same species. Meanwhile, the examples
of the 2nd and 4th rows of Fig. 7 show that the model trained with our method provides accurate
results regardless of the color changes of the cars. Also, in the examples of the 1st, 2nd, and 4th
rows of Fig. 8, the source model makes mistakes easily since the false positives are similar to the
query in terms of appearance, yet it becomes more accurate after applying embedding transfer with
the proposed method.
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Query After Embedding TransferBefore Embedding Transfer

Figure 6: Top 5 image retrievals of the state of the art (Kim et al., 2020) before and after the proposed
method is applied on the CUB-200-2011 dataset. Images with green boundary are success cases and
those with red boundary are false positives.

Query Before Embedding Transfer After Embedding Transfer

Figure 7: Top 5 image retrievals of the state of the art (Kim et al., 2020) before and after the proposed
method is applied on the Cars-196 dataset. Images with green boundary are success cases and those
with red boundary are false positives.

Query Before Embedding Transfer After Embedding Transfer

Figure 8: Top 5 image retrievals of the state of the art (Kim et al., 2020) before and after the proposed
method is applied on the SOP dataset. Images with green boundary are success cases and those with
red boundary are false positives.
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