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ABSTRACT

Causal relations can materialize in many different ways. In their simplest form
—typically assumed in classical causal models and discovery approaches—, sim-
ilar variations of a cause lead to similar variations of an effect. However, this
‘smoothness’ requires an observation of cause and effect at just the right scales.
Unfortunately, this conflicts with records often encountered in the real world, which
mix continuous measurements with once-in-a-while observations of sparse events.
Compactly modeling the causal effects between (discrete) events and continuous
states is difficult to achieve with classical causal models. To ease this situation, we
leverage transformations that derive different scales of observables, respectively, to
decompose relations and allow for compact causal representations, called Deriva-
tive Causal Models (DCM). We instantiate them using integral and derivative
transforms and demonstrate that the resulting Differential Causal Models (OCM)
can be discovered automatically from data.

1 INTRODUCTION

There is a growing interest in modeling causal representations in everyday scenarios, such as those
commonly encountered in machine learning and applied settings (Scholkopf et al.l 2021} Scholkopt,
2022; |Lippe et al.l [2022; [Berrevoets et al., | 2023; Runge et al., |2023). While new algorithms are
developed to handle an ever-increasing range of scenarios, the underlying causal representations
have changed little over the years. As a result, today’s causal models often lag behind when it
comes to concisely representing complex situations, and it can be quite cumbersome to model certain
everyday applications. Classical modeling of even the simplest causal relations, expressed by the
simple proposition, “Watering the flower pot will develop a flower”, requires knowledge of several
(hidden) causal variables, as shown in Fig. |1| (‘classical’). Time-dependent relations, such as the
lasting humidity state of the soil after the pot is watered, must be explicitly modeled by a human
practitioner. While this could be done with lagged causal mechanisms between the event of watering
and each time step of the flower size, the resulting representations are rather convoluted and more
complex to discover than the connections we want to convey. The resulting representations are rather
convoluted and more complex than the simple connection we want to convey. It would be more useful
to automatically introduce data transformations between scales of observation, such as sparse events
and continuous states, to compactly model such relations. Our approach focuses on relating these
different scales of observation, as current methods are ignorant of them.

The given example shows possible different qualities of variables: In general, information integration
allows us to correlate events that occur at a particular point in time with states that persist even after
the initial event has passed. Our approach is particularly useful for modeling systems that relate
different scales, such as sparsely occurring information, to persistent states. We anticipate a wide
range of applications ranging from modeling ‘everyday’ causality (e.g. Halpern| (2016); |Gerstenberg
(2022); [Zhou et al.| (2023)), process analysis (Van Der Aalst, 2012)), and climate systems (Runge
et al.|[2019a};|Camps-Valls et al.|[2023). We present the advantages of DCM motivated by an everyday
introductory example. Furthermore, we show discovery on synthetic time series (Sec.d.1I)) and an
example of extracting rules of game dynamics (Sec. §.2).

Structure and Contributions of the Paper. Overall, we make the following contributions: (1)
We describe how the decomposition of structural equations into data transformations and linear
relations can link variables at different scales. (2) We formalize the novel classes of derivative
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One-Off Cause —> Continuous Effect Classical Constraint DCM

Figure 1: A one-off cause produces a continuous effect. Modeling the causal relations of watering a
pot leading to a developed flower is inconvenient to represent in ‘classical’ SCM. First, the one-time
event of (W)atering —leading to an increased soil (H)umidity— must be modeled. To discover the
causal relation between humidity and plant (S)ize, the derived (G)rowth rate aspect must to be
considered. To truly represent such changes, one must consider constraints between the originally
observed and its derived quantity (constraint model). Grouping constrained quantities, while showing
the difference in transformation levels, yields a representation that is able to compactly convey the
simple cause-and-effect relation (DCM; see Sec. . (Best viewed in color.)

causal models (DCM) and differential causal models (OCM) via a constructive model definition.
(3) We propose a compact visualization for JCM. (4) We propose a greedy score-based algorithm
for discovering differential causal models from data. We make our code available at: https:
//anonymous.4open.science/r/derivativeCausalModels—-E62B/l

In Sec.[2] we discuss related work and causal models of dynamical systems. Sec. [3| motivates the
linear decomposition of structural equations and formalizes an extension of SCM with transformed
variables. In Sec. ] we construct an algorithm to discover JCM from data. In Sec. [5|we provide a
broader perspective on our work and discuss its limitations.

2 PRELIMINARIES AND RELATED WORK

In general, we write sets of variables in bold uppercase (X) and their values in lowercase (x).
Individual variables and their values are written in normal style (X, x). Specific elements of a set are
indicated by a subscript index (X lﬂ Probability distributions over a variable X or a set of variables
X are denoted by P x and Px, respectively. A detailed list of notations can be found in Appendix [A]

SCM provide a framework to formalize a notion of causality via graphical models (Pearl, |2009).
The need to search for causal relations beyond the observed variables has already been expressed
in other work (Dong et al.l 2023)). We will start with a standard structural causal model (SCM) and
gradually extend the definition in the course of this paper. From a computational point of view,
structural equation models (SEM) can be used equivalently to SCM (Halpern, 2000; Spirtes et al.,
2000; Rubenstein et al., [2017).

Structural Causal Models. A structural causal model is a tuple M = (V,U,F,Z,Py) over

variables X = {X7,..., Xy} taking values in X = ®jec{1...N} i subject to a strict partial order
<x. V=AXy,...,Xn} € X, M < N is the set of endogenous variables. U = X\V =
{Xar41,--., X} is the set of exogenous variables. F is the set of deterministic structural equations,

V; := f;(X'), where the parents are X' C {X; € X | X; <x Vi}. Z C {{li.0, | i € i}icq1,... 3 |
v € X | V} with v; for the i-th element of v and I; ,,, indicates an intervention do(V; = v;) on an
endogenous variable, which replaces the unintervened f; with a constant assignment V; := v;. Py is
the probability distribution over U.

Each M induces a directed acyclic graph (DAG) G = (X, £) consisting of vertices X and edges &,
where a directed edge from X; to X, exists if there are x, 1 € X such that f;(x', z¢) # fi(x, z1).
For each variable X; we define ch(X;), pa(X;) and an(X;) as the set of direct children, direct parents
and ancestors, respectively, according to G. We define ch(X), pa(X) and an(X) for sets of variables
X, as the union of sets obtained by individual variable evaluations, e.g., pa(X) = [Jycx pa(X). In
addition, each M contains an observation distribution P x4 by propagating Pys through the structural

'When considering sets of variables in this paper, we generally assume that they are indexable via an index
function on their unique variable symbol. For notational convenience, we write them as X;.


https://anonymous.4open.science/r/derivativeCausalModels-E62B/
https://anonymous.4open.science/r/derivativeCausalModels-E62B/
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Figure 2: Decomposition of Structural Equations. If XY, Z are not on the correct scales of
observation, respectively, f and g can turn out to be arbitrarily complex. By decomposing the
structural equations f, g of a classical SCM (top), we can obtain causal relations containing linear

mechanisms f , g between transformed variables in a DCM.

equations. Each perfect intervention I on a variable X; replaces a causal dependency f; with a new
probability distribution Pj.

Related Work on Constraint Causal Models and Causal Models with Constraints. DCM can
be understood as a special case of Constraint Causal Models (CCM) (Blom et al.| 2020) or Causal
Models with Constraints (CMC) (Beckers et al.,[2023)), where our focus is on a particular class of
constraints that fit suitable data transformations between different scales of observation. From a
model-theoretic perspective, DCM are less expressive (but can be more easily recovered as described
in this paper) than CMC and we have

CCM >~ CMC > DCM > SCM.

Related Work on Dynamical Systems and Time Series. Extensive research has been devoted to the
causal study of dynamical systems (Friston et al.,|2003; Mooij et al., 2013} Blom et al., |2020; [Peters
et al.,2022; [Lowe et al.,|2022) and the general modeling of these (Hyttinen et al., [2012; Mooij et al.,
2013; Hansen and Sokol, [2014; Rubenstein et al., 2016; Bongers et al.,|[2021; |Peters et al., [2022]).
Most often, these works are concerned with solving (e.g. finding unique solutions or converged
states of) differential equations (Iwasaki and Simon, [1994; |Dash, |2005; |Blom et al.,|2020; Blom and
Mooij, [2023). Such dynamics are common in causal modeling of climate systems (Zscheischler et al.|
2020; (Camps-Valls et al.| 2023; Runge et al.| 2023)) and in general with time-lagged relationships
(Peters et al., 2013} Saggioro et al.,[2020; |[Runge et al., 2019b; |Gerhardus et al., 2023} Runge et al.,
2023)). While our models can be applied to dynamical systems, our goal is to relate variables between
different scales rather than to find time-lagged relations. Thus, we do not aim to model feedback
systems, but to use differential relations as constraints between related quantities. In general, we
focus on identifying instantaneous causal relations within such systems.

3 DERIVATIVE CAUSAL MODELS

The goal of our work is to develop a new formalism that is able to integrate observations at different
scales within a single causal model. By scale we mean the nature of certain variables to exhibit
different qualities in observation and thus to be measured by different means and frequencies.
Consider again the Watering example in Fig.[I] where the observations span multiple scales. They
include one-time events, changes that occur as a quantity over time, and states that measure absolute
quantities at a given point in time:

Event Change State

Soil Watering Flower Growth Soil Humidity, Flower Size

Scale of Observation

The main difficulty in expressing relationships between scales in classical causal models stems from
the fact that these models typically rely on correlational dependencies to infer relationships between
variables. However, the one-time signal of the “Watering’ event occurs only at a single point in time,
while the resulting flower size is a continuous effect. By simply calculating the correlation between
these two observations, they appear to be independent.
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Decomposing Equations. In theory, arbitrarily complex functional relationships can exist between
any two causally related variables. However, such complex mechanisms are generally difficult
to understand and difficult to discover. In the simplest case, we can think of causal models that
contain only linear mechanisms. We propose to simplify causal models by considering multiple
transformed versions of a variable simultaneously, with the goal of reducing the complexity of their
structural equations. The transformations that translate between different scales of observation are now
considered part of the variables rather than the causal mechanism, and allow expert knowledge to be
used to select appropriate transformations that can potentially uncover low-complexity relations. For
two variables X, Y connected by a structural equation Y = f(X), there may exist transforms

Yy,px with py oY = f(px o X) such that f : X — Y is linear for the right scales of
observation. In other words, this would allow the decomposition of a causal mechanism: Y =

F(X) = (5" 0 fowx)(X), where ¢35 is the inverse of py . By separating transforms and causal
relations, previously complex structural equations decompose into several simple parts. In cases
where certain transforms are shared by multiple variables, the user now only needs to understand
the effects of the transform once, rather than having to dissect the multiple, more complex relations.
Figure illustrates this decomposition of causal mechanisms and shows how different transformations
can be interpreted to induce new ‘aspects’ of a variable.

Note that @ x, <p;,1 are usually linear operators like convolutions or differential operations, but on the
space of possible causal mechanisms, which are not necessarily linear functions.

We begin our formalization of DCM by introducing the notion of transformed variables, which can
include multiple scales that are in turn derived from a single observable via transformations ¢;:

Definition 1 Transformed Variable. Given a variable X; € X and a family of bijective transforms
(@El))leLi, the induced family Xi(L) = (Xi(l))leLi is called a transformed variable, with each qul)
determined by XZ-(Z) = (pz(.l) o X;.

We call the individual X i(l) aspects of the transformed variable and sometimes refer to the index [ as
( @

the level of an aspect. We write ¢, D to refer to the inverse of ¢, and define @EU) to be the trivial

identity preserving transformation, such that X Z.(O) =loX;= (pl(.o) o X; = X;.
O]

Admissibility and Interventions. Since transforms ¢, are bijective, they can be thought of as

placing constraints between any two aspects /,’, such that %—(1) o Xi(l) = Spi_(l/) o X fl/) which

we will denote as d)l(.l’l/) € & (where @ is the set of all constraints). These constraints span the
connection to previous Constraint Causal Models (CCM) (Blom et al.,2020) and Causal Models with
Constraints (CMC) (Beckers et al.,[2023), where the admissibility of a given configuration of aspects

xz(-L) can be validated by testing for VI,!’ € L. ¢§” )(J:Z(.l), xl(.l )Y foralli=1,..., M. However, our
formalism is more targeted than CCM and CMC, since we require that the relations be defined as
functions, rather than allowing more general predicates. In return, we get a constructive process
that allows us to compute aspects directly, rather than having to solve for the (possibly implicit)
constraints to obtain an admissible solution. [Blom et al.| (2020) introduce constrained variables,
but do not impose explicit constraints on interventions. In such cases, interventions may lead to
non-admissible configurations that do no longer satisfy the constraints induced by the transformation
(as also discussed in [Beckers et al.| (2023))). Since we are interested in a modeling approach that
guarantees admissibility, we impose certain constraints on our DCM in order to always obtain valid
configurations. We will use these assumptions for causal graph discovery in Sec.

(C1) Only one aspect has parents. Having parents attached to multiple aspects (pa(X Z-(l)) £ 0

and pa(X i(ll)) # () for I # ') can lead to situations where values from the different parents lead to

conflicting configurations, such that ¢, Do 331(.[) = xEO) # a:§° ) = <p;(l )o xl(.l ) 1tis unclear how to
handle or resolve such situations. At the cost of being more permissive in the set of allowed models,
we allow only a single aspect to have a non-empty parent set. Since this is a rather strong constraint
on the graph structure, we propose an alternative relaxed version of this constraint in Appendix

(C2) No intervention on multiple aspects. As discussed above, having multiple ‘disagreeing’
aspects leads to a situation that may violate the transformation-induced constraints (cf. to Beckers
et al.| (2023)). As before, the same situation could occur when intervening on multiple aspects
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simultaneously. Again, it is unclear which of the possibly conflicting gp;(l) o xz(.l) = xgo) # mgo’) =

<pi_(l/) o xz(.l/) should be used to infer .CC,EO). We therefore work around this problem by defining

intervention sets to contain only interventions on a single aspect per transformed variableﬂ
TC{Tin, i €iticiian |[VEX [ VIst do(al)) eT€T, 1£1 = do(a")) ¢ 1.

(C3) Cutting other aspects’ parents on intervention. Similar to (C2), values induced by interven-
tions may conflict with other aspect values induced by their parents. Therefore, it is necessary to cut
the parents of the transformed variable and not only of some aspect.

The constraints introduced for DCM are formal constraints to characterize discoverable DCM rather
than strict modeling constraints. In the Flowerpot example, we have four variables: watering, soil
humidity, plant growth, and plant size, where humidity and growth are unobserved. DCM now
allows us to model the situation as follows: watering and soil humidity are aspects of a causal
entity called water, and growth and size are aspects of a second entity called plant. A linear causal
humidity — growth relation is modeled. Theoretically, however, we could model a causal relation
between any pair of water-plant aspects at the cost of obtaining more complex structural equations
between the aspects (cf. Fig. 2] where DCM also includes classical SCM). Note that we can always
integrate the aspect transformations of a simple model back into the structural equations. Such
marginalization or consolidation approaches have been proposed e.g. by (Rubenstein et al.,[2017)
and (Willig et al.| 2024). However, in the interest of discovering such models, we aim to find the
simplest model containing only linear mechanisms.

While we are aware that our constraints may limit the expressiveness of the models, we obtain explicit
models whose admissible configurations can be obtained by forward computation within the DCM
by the following theorem.

Theorem 3.1 Intervened and unintervened evaluations of the SCM under conditions (C1)-(C3) yield
admissible variable configurations x with respect to the transformed variable constraints ®.

Having discussed the intuition for conditions (C1)-(C3), we should be able to see the validity of the
theorem rather easily. We include a proof in Appendix [B| for completeness. This also concludes
the changes needed to extend SCM in line with the introduction of transformed variables. Thus, we
define derivative causal models as follows:

Definition 2 Derivative Causal Model (DCM). A derivative causal model M¥ =
(V¥#,U% F¥, 0% 7% PY)) is an extension of an SCM M = (V,U,F,I,Py), under con-
straints (C1)-(C3), induced by a set p = {(gagl))leLi i = 1,...,N} of families of bijective
transformations and a specific set of aspect indices 1* € @y;)x,ex/yL; with

v = {x"|i=1,...,M;leL;}

U® — {Xi(” |i=M+1,...,N; 1€ L;}

Fe = (V") = (X)) |i=1,...,M; I} €1}

o = (V) = oo, o X ji=1,... M}

7¢ = {{do(V{" =) i €iticqy, o | VEX I V1€ L ® - ® Ly}
I* serves as an indicator set for which aspect of a transformed variable is determined by its parents.
All other [ # [* are then determined by the constraints ¥ between aspects. (When being free to

choose, it may be advisable to choose 1* = 0 in order to have child aspects appear in structural
equations with index 0.)

Note that the definition of X', constrained by the partial order <x, remains unchanged, while the
semantics of <x changes slightly. Due to the constraints ®¥ induced by the transformations, all
aspects are required to be on the same ‘level’ as the original observable. That is: X; <x X; <=

Xi(l) <x X;l/) for all 4, j;1,1’. This completes our formalization of DCM.

Technically, multiple interventions could be allowed, as long as they all result in the same mﬁo). Due to
constraints (C1)-(C3), this is equivalent to choosing any single intervention from the set of agreeing interventions.
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Consider furthermore, that more than one aspect, e.g. the pair X Z(

independently via different structural equations: X i(l) = f(X') and X i(l/) = g(X'). We could then
transform X" back to X" which then yields X'V := ¢ 0 =) o g(X'). However, this means

l),Xi(l/), could be governed

that f(X') = o® 0 =) 0 g(X'). Since f already fully determines X", we would have to require

that g (via the transformation ¢() o =) follows f and computes the exact same value for X"

While we could allow for such scenarios, g will not add any more information than is already given

by f. Even more so, the probability of f and g disagreeing on particular values of Xi(l) is high
if we consider sampling random models from the unconstrained model space. In these cases, the
probability of the data collapsing to zero makes the model inadmissible, which is what we avoid with
our constraints.

3.1 DIFFERENTIAL TRANSFORMS IN CAUSAL MODELS

Some choices of transforms may be more convenient than others. In the following, we will focus
on the particularly useful class of differential transforms. Differential quantities of a variable can be
related via their anti-derivatives (e.g.,[Bongers et al.| (2018)),|Blom et al.[ (2020, Eq. 2)):

t
X (i0.45¢) = c+/ X, ds 1)
0

The equation [I] gives rise to different aspects of a causal variable. For each variable, we can consider
the observed quantity X, its n-th derivatives (X, X, ...), and its anti-derivatives ([ X, [[ X,...).
Given the starting conditions c, we can infer the integral representations and/or compute the deriva-
tives of a variable. Thus, each variable induces its derivative family by taking derivatives and/or
anti-derivatives (wherever they exist):

Definition 3 Differential Transform. The differential transform operator is recursively defined by:

(Ck+l+f)os(k7l_1ac> lfl>0
s(k,l,c) = ¢ (#at) o s(k,l+1,c¢) ifl <0 )
1 ifl =0

The operator s(k, [, ¢) with k,! € Z induces the set of differential transforms (pz(-l) = 5(0,l,cx,),
where cy, is the starting vector corresponding to X;. k is the absolute level of the aspect to which
we apply the transformation, and [ can be used to perform relative level shifts. To avoid having to

talk about transformed variables with differential transforms, we define differential causal variables:

Definition 4 Differential Causal Variable. A differential causal variable is a transformed variable
induced by the family of differential transforms XZ-(l) :=15(0,l,cx,) 0 Xi(o).

We can observe some regularities following the two previous definitions. In particular, note that for
differential causal variables the relation @f(l) = gogfl) holds, since s71(0,1,cx,) = s(0, —I, cx, ).

Additionally, we can relate any two X i(k), X i(kH) to each other by their index level difference

X = sk +1—koex,) o X = s(k,l,cx,) o X, Thus, knowing the relative level
difference between aspects is sufficient to translate between them. This is especially useful when
we want to discover new relations, but do not know the exact level at which an observation is made.
Thus, all aspects can be transformed into each other by applying relative shift transforms. In short, we
make fewer assumptions about our observations and directly create transformed variables in the range
[l = n,l+ n] up to a user-defined n, without worrying about the absolute scale [ of an observable.
Finally, we define differential causal models as a special class of derivative causal models:

Definition 5 Differential Causal Model (OCM). A differential causal model is a derivative causal
model in which all transforms are differential transforms.

An often considered special case of OCM is that of (discrete) time series, which appears in a variety of
scenarios such as climate science, finance, or reinforcement learning (Runge et al.,[2023; Hasan et al.,
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2023}, |Gewekel |1984; Bareinboim et al.| 2015} |Sutton and Barto, 2018)). Even if there are no explicit
observations of derivatives or integrals are available in the data, we can induce these quantities by
computing finite differences. To make the transformation bijective, as required by Def. [I| we need to
know a starting vector c. For the later application to discrete time series, we assume that the values
of the previous time step ¢ — 1 are to be observed. In other scenarios, such as measuring the position
of a car, its derivative ‘speed’ and integral ‘distance traveled’ values may be read from instruments
and provided within the data. While previous work considers the time aspect of the data as a means
to infer delayed causal relationships, we use the time dimension exclusively to obtain integral and/or
derivative values.

3.2 COMPACT DERIVATIVE CAUSAL MODEL (DCM) REPRESENTATION

Since we wanted to present a simplified causal representation at the beginning, we will now briefly
discuss a possible compact representation for graphs containing transformed variables. The notion
of variables linked by differential transforms imposes constraints on aspects. As a consequence,
individually transformed aspects do not stand alone, but can be grouped together. Depending on the
use case, this reduces the number of nodes and makes ‘higher level’ qualitative relationships more
visible. Transformed variables (and thus differential causal variables) can be thought of as forming
cluster DAGS (Anand et al.} 2022), causal composition variables (Willig et al.,|2024) or coarsened
graphs (Wahl et al.| 2023)) (all, mutas mudandis the replacement of directed structural equations by
constraint relations). These and other previous works (Zhu et al.| |2024; [Keki¢ et al.,[2023)) generally
do not consider ‘symmetric’ undirected constraints, but assume directed structural equations between
variables as to derive identification and independence properties between clusters. Our formulation
was specifically chosen to ensure that the coarsened graph (Wahl et al.|2023)) remains acyclic.

Since we want the DCM graph to convey the qualitative nature of causal relations, we use the relative
nature of CM transforms to indicate the offset in transformation levels between two variables. For
example, in the ‘constraint’ representation of Fig. [T} we see that the causal effect passes through
two integral transforms. In our example, this is the result of the initial event-to-state aggregation
C —J= W), the following equal-scale causal relation (W — (), and a final integral transformation
(G —J— S). With some imprecision, we pull the integrals together along the chain to convey
the qualitative —double integrating— nature of the relation. In general, we expect most simple

Event — State relations to be of the form X —/“'— Y. Alternatively, a slightly less convenient

way to write them is to represent them in terms of derivative transforms: G — (**/ P, g
Note that whenever [ and m have different signs, it may be advisable to list them separately as

(41 (—m . . .
G -U AR ))~> S to avoid confusion due to cancellation effects.

4 DISCOVERING DIFFERENTIAL CAUSAL MODELS FROM DATA

The previous sections were primarily concerned with the formalization of derivative and differential
causal models for modeling systems and processes. We recognize that —in the field of causality— there
is a great interest in the (automated) discovery of causal structures from data. In the following, we
develop the Greedy Derivative Model Search (GDS) algorithm for discovering differential causal
models using a score-based approach.

Navigating the class of Markov-equivalent models, as in the GES algorithm (Chickering [2002]),
is challenging for DCM because our constraints impose additional restrictions on the set of edges
that can be added at each step. In particular, we are often prevented from adding or inverting
certain edges as would be done in classical GES. We take inspiration from the GLOBE algorithm
of Mian et al.| (2021), which exploits the minimal representation length (Janzing and Scholkopf,
2010) to still perform a graph search over the class of SCM. We also modify the standard Bayesian
Information Criterion (BIC; |Schwarz| (1978))) evaluation to significantly improve performance in
our setting. As a major benefit, we can verify that our new DCM constraints can be applied during
the edge selection phase. Pseudocode for the algorithm can be found in Appendix [D| A Python
implementation of our algorithm and the evaluation scripts used can be found in the code repository:
https://anonymous.4open.science/r/derivativeCausalModels—-E62B/\
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GDS Precision (1) Recall (1) SID (})
a=0.01 63.47 (20.44) 60.21 (22.16) 4.95 (3.82)
) a=0.1 62.87 (20.34) 59.50 (22.48) 5.00 (3.84)
Xt a=1.0 61.03 (24.78) 49.19 (21.07) 6.10 (3.98)
v a =10.0 62.66 (30.54) 28.88 (15.61) 8.85(3.75)
o a=100.0 | 61.16(35.28) 26.21 (17.84) 8.80 (3.85)
linear regr. | 60.74% (19.92) 60.59% (24.73) 4.85 (3.90)
(>3<) no poly. fit. | 25.68% (15.08) 38.40% (24.56)  9.80 (4.01)
GES (std) 28.92% (14.19) 36.30% (34.63)  9.76 (5.50)
GES (pf) 21.24% (13.16) 33.36% (29.42) 10.76 (3.55)

Figure 3: Graph Constraints and Evaluation of Greedy Differential Search. (Left) The figure
visualizes forbidden edges induced by the conditions of Sec. (red), in a graph with existing
edges (green). (Additional non-candidate edges are not shown for clarity.) Edge (1) creates a cycle
within variables of the coarsened graph (dashed rectangles). Edge (2) would connect aspects of the
same transformed variable. Edge (3) adds a parent to a new aspect, while another aspect already
contains parents. (Right) Evaluation of the GDS algorithm for different settings of ae. We compare to
GES with standard (std) and our polynomial fitting (pf) loss. (Best results in bold; second place in
underlined). The mean (and standard deviation) is given in parentheses. SID (lower is better |) is
computed over the coarsened graph. Small sparsity regularization generally improves the accuracy.
More results can be found in Appendix (Best viewed in color.)

4.1 GREEDY SEARCH FOR DISCOVERING DIFFERENTIAL CAUSAL MODELS

Like GLOBE, our GDS algorithm consists of a forward and a backward phase that are repeated many
times until convergence. In a forward phase, the algorithm iteratively selects new edges to add until
no more edges can be added without increasing the score. The score of each edge addition is the
difference between the unaltered graph and the graph with the candidate edge added. Since this is
a greedy heuristic, it runs the risk of getting stuck in local optima. For example, a node initially
explained by a single edge with a high score might be better explained by two separate weaker edges
added later. To eliminate such edges, an additional backward phase is performed, removing individual
edges from the parents and testing whether the score still improves (Mian et al.,[2021]). We repeat
this process up to 5 times or until convergence.

In a first step we augment the data with transformed aspects of a variable. As discussed earlier,

we recursively compute Xt(l) from Xt(lil) and require that the starting values of the previous time

step Xt(l_)1 are known. In the discrete time step setting we compute integrals by simple summation

Xt(lH) = Xt(l_tl) +Xt(l) and derivatives by a finite differences Xt(i_ll) = Xt(lﬂ) —|—Xt(l). Obviously,
this augmentation requires that the number of transformations considered, L, be finite. For our DCM
experiments, we consider a setting with one addition, derivative, and integral aspect per variable,
resulting in an effective tripling of variables in our case.

To make the algorithm follow the DCM constraints, we impose several constraints on the selection of
possible candidate edges. Specifically, we impose the following constraints (see Fig. [3| (left)):

(1) Acyclicity. As with classical SCM, we must ensure that the coarsened graph remains acyclic.
Since the transformation constraints between different aspects are not reflected in the data, we obtain
the coarsened graph in each step and exclude edges that would lead to cycles.

(2) In-constraint Edges. Furthermore, we do not allow edges between aspects within a constraint
variable, since these relations are already determined by the transformations (and thus would induce
self-cycles within the global graph). This follows directly from the irreflexivity of the strict partial

order <x over the coarsened graph, such that Vi, !’ € Li.Xi(l) £x Xi(l/) é(Xi(l), Xi(l/)) eé.

(3) Multiple Child Aspects. This constraint is imposed to prevent multiple (possibly conflicting)
signals from being present on the aspects, as required by (C1). Only a single aspect within each
transformed variable can contain parents. Once an aspect within a transformed variable receives a
parent edge, all other parents are prohibited from receiving additional incoming edges. This is the
most restrictive constraint in terms of allowed graph structures, and we hope to relax it in the future. It
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follows from the uniqueness of a single aspect with parents within each transformed variable, implied
by I*: (I* € L;) =(VIr,m* € Li.((pa(X ")) # 0) = (pa(X™ ) = 0 v I = m?)))

Bayesian Information Criterion. We use the BIC to estimate the cost of adding a new edge to a
model. Specifically, we compute the common formulation BIC = n  In(62) + k * In(n) (Priestley,
1981)), where 62 are the prediction residuals after linear regression (and polynomial fitting; see below),
k is the number of model parameters, and n is the number of samples. As a first step, we fit the
parental weights using linear regression. In addition, when fitting the parents, we apply the LASSO
regularization (Tibshirani, [1996)) to zero out the weights of non-parent candidates in cases where
ordinary least squares would still assign some average weight. LASSO introduces an o parameter that
balances the goodness of fit with the sparsity of the weight vector via L1 regularization. Whenever a
previously included parent weight regresses to zero, it is removed from the set of parent candidates.

Polynomial Fitting. Because the data have aspects at different scales, the residual of a variable
(especially integral aspects) is most likely to exhibit non-Gaussian behavior. Computing the variance
of an integral aspect —that is, over the residuals after linearly fitting the parents— as is done in the
standard BIC calculation, provides a strong incentive for the algorithm to predict integral aspects
first in order to reduce excessive variance. To account for the potentially nonlinear behavior of
the residuals, we fit multiple polynomials to a given degree and only then compute the remaining
variance (see Alg. ). The parameters needed to fit the polynomial are counted in the number of
model parameters k. The polynomial fit with the lowest BIC is then selected for further comparison
with other edges. Our experiments confirm our modeling choice, as we observe a severe drop in
performance when no polynomial fit is performed on the linearly fitted residuals (see Table [3)).

Evaluation. We evaluate our algorithm on random graphs with 6 nodes and a default edge proba-
bility of 50%. (See Appendix [DJ for extensive evaluations varying the number of nodes and edge
percentages.) We generate one derivative and one integral aspect per variable and sample 10 initial
configurations. Each configuration is run for 50 time steps. Exact parameter details are given in
Appendix We measure edge recall and precision (higher is better 1), as well as structural
intervention distance (Peters and Bithlmann| 2015 SID) (and structural Hamming distance (Acid
and de Campos, [2003} [Tsamardinos et al., 2006, SHD) (lower is better |) in Appendix @]) on the
coarsened graph. (We are not aware of any variant that is able to measure SID in the presence of
transformed variables). Full experimental details are given in Appendix [D.T]

To the best of our knowledge, no causal discovery algorithm has been proposed to discover instanta-
neous effects under transformation constraints. Similar baselines, such as GES or GLOBE, do not
exploit constraints and do not guarantee that they lead to valid DCM. Nevertheless, GES should
be able to identify the causal relationships when given the individual aspects. We therefore report
the performance for GES as a baseline algorithm, unaware of the constraints that may be present in
the system. (Exact evaluation details are given in Appendix [D.T)). We evaluate each configuration
over 20 seeds and report the results in Figure[3] We vary the a of the LASSO regression, compare
it to ordinary least squares regression, and evaluate our algorithm without polynomial fitting of the
residuals. We find that the small LASSO regularization with o = 0.01 outperforms ordinary least
squares regression in terms of precision, while linear regression is slightly better in terms of recall and
SID score. As expected, fitting without polynomial fitting of the residuals significantly reduces the
performance. Overall, we observe a high standard deviation, which we attribute to the aforementioned
problem of a difficult to navigate search space. Selecting the wrong edges (or edge directions) at the
beginning of the algorithm makes recovery difficult.

Application to a Real-World Maize Watering Example. Finally, the discovery algorithms are
applied to the publicly available real-world data set ‘USDA-ARS Colorado Maize Water Productivity
Dataset’. (See Sec. [D.I.1]in the appendix for more details). Although no ground truth graph
exists, the dataset is similar to the plant growth example from the introduction, containing sparsely
occurring ‘watering’ factors such as ‘irrigation’ and ‘precipitation’, and ‘plant size’ factors such
as ‘root depth’ and ‘canopy cover’. In fact, the GDS algorithm is able to correctly identify the
predicted integral relationships, in particular, the causal relationships ‘Irrigation — Root Depth’ and
‘Irrigation — Canopy Cover’ are correctly inferred. In contrast, GES is unable to detect any integral
or derivative relations. The recovered causal graphs, together with a brief discussion of the results are
respectively presented in Figure. [5|and Sec.[D.I.T]in the Appendix.
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Figure 4: Capturing Game Dynamics. (Left) Individual frames of a simple game walk through.
(Right) Game dynamics described by 9CM relations. Possibly continuous Input —J— State relations

connect the player inputs and avatar position, while Event —J— State interactions describe discrete
states related to game logic. A full description is provided in Appendix [E} (Best viewed in color.)

4.2 CAPTURING GAME DYNAMICS

As a last example, we present a brief illustration to demonstrate the usage of JCM for modelling
game dynamics. This could be useful to guide agent training or reason about the root causes of agent
actions (Scholkopf et al.,2021; |Brehmer et al., 2022; Lachapelle et al.| 2022} [Weichwald et al., |2022;
Kumar et al.| 2024} Talon et al., 2024). Consider the game environment depicted in Figure E} In this
environment, a variety of observables among different scales can be observed in every frame. These
include events, such as moveLeft, collidesKey, or states such as doorOpen, score. In a
first step we perform a semantic grouping where observables of different scales of the same object
(e.g. collideKey and hasKey) are grouped into a single transformed variable. (Indicated in the
figure by A =/7= B). Using 9CM spares us from having to model the explicit constraints over the
different variables every time such a situation arises and, compared to classical SCM, allows us to
handle the relations between the two aspects in a more uniform manner. In addition to the apparent
relation between movement and position, we are also able to model integral rules in the environment,
such as collectGem —/— score. Note that even in the case of not observing hasKey explicitly,
OCM would still be capable of deriving the collectKey —J— dooropen causal relation. While
these relations may be modelled using other frameworks (e.g. [extended] summary causal graphs,
(Assaad et al.,|2022bza)), the use of JCM facilitates a more effective disentanglement of dynamics
and interaction rules as qualitative relations in the environment. In Appendix [E} we provide a brief
example on how to leverage the presence of derivative aspects in 9CM to reason backwards in time
and infer information about previous states of the environment.

5 CONCLUSION

The observation of causal relations between single events and their continuous effects is a common
occurrence, particularly within everyday situations. The ability to concisely represent such causal
connections is a challenging, yet key requirement for the correct application of causal models. To
the best of our knowledge, we are first to conceptualize the notion of scales in DCM and 0CM.
The approach enables practitioners to model real-world scenarios more concisely, thereby allowing
them to reason more effectively on the causal relations across different scales. In particular, the
seamless embedding of integral aspects is if great importance, as they accumulate information about
the past states into current observations. This property may be employed to reason backward in
time (e.g. performing Taylor approximations with the help of derivative aspects) to reconstruct
process sequences or trace back root causes using observations alone. To discover DCM and 0CM
automatically from data, we propose the Greedy Derivative Model Search algorithm, which is able to
recover DCM from data under the presence of aspect transformations.

Limitations and Broader Impact. The examples provided considered the instantaneous effects
between variables. In other words, our experiments did not consider time-lagged relations between
variables, apart from the aggregational dynamics of integral quantities. We expect future work to
also incorporate time dependencies, including the incorporation of lagged connections. Although
our definition of DCM has several useful properties, it also imposes certain restrictions on the graph
structures that can be modelled. We have relaxed these constraints in a discussion in Appendix
and hope to develop more general notions of DCM in the future. In general, we expect our newly
proposed DCM and JCM to enable practitioners to model real-world problems more concisely and
identify qualitative relations more easily.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Silvia Acid and Luis M de Campos. Searching for bayesian network structures in the space of
restricted acyclic partially directed graphs. Journal of Artificial Intelligence Research, 18:445-490,
2003.

Tara V Anand, Adele H Ribeiro, Jin Tian, and Elias Bareinboim. Effect identification in cluster
causal diagrams. arXiv preprint arXiv:2202.12263, 2022.

Charles K Assaad, Emilie Devijver, and Eric Gaussier. Discovery of extended summary graphs in
time series. In Uncertainty in Artificial Intelligence, pages 96—106. Pmlr, 2022a.

Charles K Assaad, Emilie Devijver, and Eric Gaussier. Survey and evaluation of causal discovery
methods for time series. Journal of Artificial Intelligence Research, 73:767-819, 2022b.

Elias Bareinboim, Andrew Forney, and Judea Pearl. Bandits with unobserved confounders: A causal
approach. Advances in Neural Information Processing Systems, 28, 2015.

Sander Beckers, Joseph Halpern, and Christopher Hitchcock. Causal models with constraints. In
Mihaela van der Schaar, Cheng Zhang, and Dominik Janzing, editors, Proceedings of the Second
Conference on Causal Learning and Reasoning, volume 213 of Proceedings of Machine Learning
Research, pages 866—-879. PMLR, 11-14 Apr 2023.

Jeroen Berrevoets, Krzysztof Kacprzyk, Zhaozhi Qian, and Mihaela van der Schaar. Causal deep
learning. arXiv preprint arXiv:2303.02186, 2023.

Tineke Blom and Joris M Mooij. Causality and independence in perfectly adapted dynamical systems.
Journal of Causal Inference, 11(1):20210005, 2023.

Tineke Blom, Stephan Bongers, and Joris M Mooij. Beyond structural causal models: Causal
constraints models. In Uncertainty in Artificial Intelligence, pages 585-594. PMLR, 2020.

Stephan Bongers, Tineke Blom, and Joris M Mooij. Causal modeling of dynamical systems. arXiv
preprint arXiv:1803.08784, 2018.

Stephan Bongers, Patrick Forré, Jonas Peters, and Joris M Mooij. Foundations of structural causal
models with cycles and latent variables. The Annals of Statistics, 49(5):2885-2915, 2021.

Johann Brehmer, Pim De Haan, Phillip Lippe, and Taco S Cohen. Weakly supervised causal
representation learning. Advances in Neural Information Processing Systems, 35:38319-38331,
2022.

Philippe Brouillard, Perouz Taslakian, Alexandre Lacoste, Sébastien Lachapelle, and Alexandre
Drouin. Typing assumptions improve identification in causal discovery. In Conference on Causal
Learning and Reasoning, pages 162—-177. PMLR, 2022.

Gustau Camps-Valls, Andreas Gerhardus, Urmi Ninad, Gherardo Varando, Georg Martius, Emili
Balaguer-Ballester, Ricardo Vinuesa, Emiliano Diaz, Laure Zanna, and Jakob Runge. Discovering
causal relations and equations from data. Physics Reports, 1044:1-68, 2023.

David Maxwell Chickering. Optimal structure identification with greedy search. Journal of machine
learning research, 3(Nov):507-554, 2002.

Denver Dash. Restructuring dynamic causal systems in equilibrium. In International Workshop on
Artificial Intelligence and Statistics, pages 81-88. PMLR, 2005.

Xinshuai Dong, Biwei Huang, Ignavier Ng, Xiangchen Song, Yujia Zheng, Songyao Jin, Roberto
Legaspi, Peter Spirtes, and Kun Zhang. A versatile causal discovery framework to allow causally-
related hidden variables. arXiv preprint arXiv:2312.11001, 2023.

Karl J Friston, Lee Harrison, and Will Penny. Dynamic causal modelling. Neuroimage, 19(4):
1273-1302, 2003.

11



Under review as a conference paper at ICLR 2025

Andreas Gerhardus, Jonas Wahl, Sofia Faltenbacher, Urmi Ninad, and Jakob Runge. Projecting infinite
time series graphs to finite marginal graphs using number theory. arXiv preprint arXiv:2310.05526,
2023.

Tobias Gerstenberg. What would have happened? counterfactuals, hypotheticals and causal judge-
ments. Philosophical Transactions of the Royal Society B, 377(1866):20210339, 2022.

John Geweke. Inference and causality in economic time series models. Handbook of econometrics, 2:
1101-1144, 1984.

Joseph Y Halpern. Axiomatizing causal reasoning. Journal of Artificial Intelligence Research, 12:
317-337, 2000.

Joseph Y Halpern. Actual causality. MiT Press, 2016.
Niels Hansen and Alexander Sokol. Causal interpretation of stochastic differential equations. 2014.

Uzma Hasan, Emam Hossain, and Md Osman Gani. A survey on causal discovery methods for iid
and time series data. Transactions on Machine Learning Research, 2023.

Antti Hyttinen, Frederick Eberhardt, and Patrik O Hoyer. Learning linear cyclic causal models with
latent variables. The Journal of Machine Learning Research, 13(1):3387-3439, 2012.

Yumi Iwasaki and Herbert A Simon. Causality and model abstraction. Artificial intelligence, 67(1):
143-194, 1994.

Dominik Janzing and Bernhard Scholkopf. Causal inference using the algorithmic markov condition.
IEEE Transactions on Information Theory, 56(10):5168-5194, 2010.

Armin Keki¢, Bernhard Scholkopf, and Michel Besserve. Targeted reduction of causal models. In
ICLR 2024 Workshop on Al4Differential Equations In Science, 2023.

Akshey Kumar, Aditya Gilra, Mauricio Gonzalez-Soto, Anja Meunier, and Moritz Grosse-Wentrup.
Bundle-net: Neuronal manifold learning meets behaviour. bioRxiv, 2024. doi: 10.1101/2023.08.
08.551978.

Sébastien Lachapelle, Pau Rodriguez, Yash Sharma, Katie E Everett, Rémi Le Priol, Alexandre
Lacoste, and Simon Lacoste-Julien. Disentanglement via mechanism sparsity regularization: A
new principle for nonlinear ica. In Conference on Causal Learning and Reasoning, pages 428—484.
PMLR, 2022.

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M Asano, Taco Cohen, and Stratis Gavves. CITRIS:
Causal identifiability from temporal intervened sequences. In Kamalika Chaudhuri, Stefanie
Jegelka, Le Song, Csaba Szepesvari, Gang Niu, and Sivan Sabato, editors, Proceedings of the 39th
International Conference on Machine Learning, volume 162 of Proceedings of Machine Learning
Research, pages 13557-13603. PMLR, 17-23 Jul 2022. URL https://proceedings.mlr/
press/v162/lippe22a.html.

Stephanie Long, Alexandre Piché, Valentina Zantedeschi, Tibor Schuster, and Alexandre Drouin.
Causal discovery with language models as imperfect experts. In ICML 2023 Workshop on Struc-
tured Probabilistic Inference {\ &} Generative Modeling, 2023.

Sindy Lowe, David Madras, Richard Zemel, and Max Welling. Amortized causal discovery: Learning
to infer causal graphs from time-series data. In Bernhard Scholkopf, Caroline Uhler, and Kun
Zhang, editors, Proceedings of the First Conference on Causal Learning and Reasoning, volume
177 of Proceedings of Machine Learning Research, pages 509-525. PMLR, 11-13 Apr 2022. URL
https://proceedings.mlr.press/v177/lowe22a.html.

Christopher Meek. Causal inference and causal explanation with background knowledge. arXiv
preprint arXiv:1302.4972, 2013.

Osman A Mian, Alexander Marx, and Jilles Vreeken. Discovering fully oriented causal networks. In
Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 8975-8982, 2021.

12


https://proceedings.mlr.press/v162/lippe22a.html
https://proceedings.mlr.press/v162/lippe22a.html
https://proceedings.mlr.press/v177/lowe22a.html

Under review as a conference paper at ICLR 2025

Joris M Mooij, Dominik Janzing, and Bernhard Scholkopf. From ordinary differential equations to
structural causal models: the deterministic case. arXiv preprint arXiv:1304.7920, 2013.

Judea Pearl. Causality. Cambridge university press, 2009.

Jonas Peters and Peter Bithlmann. Structural intervention distance for evaluating causal graphs.
Neural computation, 27(3):771-799, 2015.

Jonas Peters, Dominik Janzing, and Bernhard Scholkopf. Causal inference on time series using
restricted structural equation models. Advances in neural information processing systems, 26,
2013.

Jonas Peters, Stefan Bauer, and Niklas Pfister. Causal models for dynamical systems. In Probabilistic
and Causal Inference: The Works of Judea Pearl, pages 671-690. 2022.

Maurice Bertram Priestley. Spectral analysis and time series, volume 890. Academic press London,
1981.

Paul K Rubenstein, Stephan Bongers, Bernhard Schélkopf, and Joris M Mooij. From deterministic
odes to dynamic structural causal models. arXiv preprint arXiv:1608.08028, 2016.

Paul K Rubenstein, Sebastian Weichwald, Stephan Bongers, Joris M Mooij, Dominik Janzing, Moritz
Grosse-Wentrup, and Bernhard Scholkopf. Causal consistency of structural equation models. arXiv
preprint arXiv:1707.00819, 2017.

Jakob Runge, Sebastian Bathiany, Erik Bollt, Gustau Camps-Valls, Dim Coumou, Ethan Deyle, Clark
Glymour, Marlene Kretschmer, Miguel D Mahecha, Jordi Mufioz-Mari, et al. Inferring causation
from time series in earth system sciences. Nature communications, 10(1):2553, 2019a.

Jakob Runge, Peer Nowack, Marlene Kretschmer, Seth Flaxman, and Dino Sejdinovic. Detecting
and quantifying causal associations in large nonlinear time series datasets. Science advances, 5
(11):eaau4996, 2019b.

Jakob Runge, Andreas Gerhardus, Gherardo Varando, Veronika Eyring, and Gustau Camps-Valls.
Causal inference for time series. Nature Reviews Earth & Environment, 4(7):487-505, 2023.

Elena Saggioro, Jana de Wiljes, Marlene Kretschmer, and Jakob Runge. Reconstructing regime-
dependent causal relationships from observational time series. Chaos: An Interdisciplinary Journal
of Nonlinear Science, 30(11), 2020.

Bernhard Scholkopf. Causality for machine learning. In Probabilistic and Causal Inference: The
Works of Judea Pearl, pages 765-804. 2022.

Bernhard Scholkopf, Francesco Locatello, Stefan Bauer, Nan Rosemary Ke, Nal Kalchbrenner,
Anirudh Goyal, and Yoshua Bengio. Toward causal representation learning. Proceedings of the
IEEE, 109(5):612-634, 2021.

Gideon Schwarz. Estimating the dimension of a model. The annals of statistics, pages 461-464,
1978.

Peter Spirtes, Clark N Glymour, Richard Scheines, and David Heckerman. Causation, prediction,
and search. MIT press, 2000.

Richard S Sutton and Andrew G Barto. Reinforcement learning: An introduction. MIT press, 2018.

Davide Talon, Phillip Lippe, Stuart James, Alessio Del Bue, and Sara Magliacane. Towards the
reusability and compositionality of causal representations. arXiv preprint arXiv:2403.09830, 2024.

Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical
Society Series B: Statistical Methodology, 58(1):267-288, 1996.

Ioannis Tsamardinos, Laura E Brown, and Constantin F Aliferis. The max-min hill-climbing bayesian
network structure learning algorithm. Machine learning, 65(1):31-78, 2006.

13



Under review as a conference paper at ICLR 2025

Wil Van Der Aalst. Process mining: Overview and opportunities. ACM Transactions on Management
Information Systems (TMIS), 3(2):1-17, 2012.

Jonas Wahl, Urmi Ninad, and Jakob Runge. Foundations of causal discovery on groups of variables.
arXiv preprint arXiv:2306.07047, 2023.

Sebastian Weichwald, Sgren Wengel Mogensen, Tabitha Edith Lee, Dominik Baumann, Oliver
Kroemer, Isabelle Guyon, Sebastian Trimpe, Jonas Peters, and Niklas Pfister. Learning by doing:
Controlling a dynamical system using causality, control, and reinforcement learning. In NeurIPS
2021 Competitions and Demonstrations Track, pages 246-258. PMLR, 2022.

Moritz Willig, Matej Zecevié¢, Devendra Dhami, and Kristian Kersting. Do not marginalize mecha-
nisms, rather consolidate! Advances in Neural Information Processing Systems, 36, 2024.

Matej Zecevi¢, Moritz Willig, Devendra Singh Dhami, and Kristian Kersting. Causal parrots: Large
language models may talk causality but are not causal. Transactions on Machine Learning Research,
2023.

Liang Zhou, Kevin A Smith, Joshua B Tenenbaum, and Tobias Gerstenberg. Mental jenga: A coun-
terfactual simulation model of causal judgments about physical support. Journal of Experimental
Psychology: General, 2023.

Yuchen Zhu, Kailash Budhathoki, Jonas M Kiibler, and Dominik Janzing. Meaningful causal
aggregation and paradoxical confounding. In Causal Learning and Reasoning, pages 1192—1217.
PMLR, 2024.

Jakob Zscheischler, Olivia Martius, Seth Westra, Emanuele Bevacqua, Colin Raymond, Radley M
Horton, Bart van den Hurk, Amir AghaKouchak, Aglaé Jézéquel, Miguel D Mahecha, et al. A
typology of compound weather and climate events. Nature reviews earth & environment, 1(7):
333-347, 2020.

14



Under review as a conference paper at ICLR 2025

SUPPLEMENTARY MATERIAL: “DERIVATIVE CAUSAL MODELS: MODELING
CAUSALITY AT MIXED SCALES OF OBSERVATION”

A  MATHEMATICAL SYMBOLS AND NOTATION

The following table contains mathematical notation and functions used throughout the paper.

Notation = Meaning

X; X An (indexed set of) variable(s).

T; X Value(s) of X; X.

X, The i-th variable of X.

Xs The subset {X; : i € S} of X.

Px A probability distribution over variables X.

XV Restriction of the domain of X to the subset of the domain over V.
fog Function composition, (f o g)(x) = f(g(z)).

®x,;ex&; N-ary Cartesian product over the domain of X.

-l 12 vector norm.

U(a,b) Uniform Distribution.

N (u,0?)  Normal Distribution.

B PROOF OF THEOREM 3.1 ADMISSIBILITY OF VARIABLE CONFIGURATIONS
IN DCM

In this section we prove Theorem [3.1] of the main paper. To do so, we need to show that the
constraints induced by the transforms (Sec. [3) are always fulfilled during normal evaluation and
under intervention. The main point is to show that no two conflicting configurations are induced by
parents or interventions at any point in time. As constraints are placed per transformed variable it is
sufficient to prove the validity of constraints for arbitrary transformed variables to prove the validity
of Theorem [3.1]for the whole SCM:

Unintervened Evaluation: Assume that no intervention is present at any X, i(l) e X Z-(L). By constraint
(C1) as realized in Def. [2| we require only X i(l ) to have parents. (Note that this also excludes any
other potential intra—aspect causal relations in X (L)) By Def. 2} all other X, ® , 1 # I* are defined via

X; = = (p; M o, - ))(Xl( ), which is the exact definition of constraints ¢ in Sec. [3 (as included in
Def . Flnally, we need to show that no other competing source of information (via other aspects
containing parents or interventions) breaks the constraints. By constraint (C1) no other aspects
contains parents and no intervention is present by assumption. Therefore, no other —potentially
conflicting— signal influences X i(l) and the values for all aspects are uniquely computed for the
unintervened case.

i Z(.l)) is present at some X-(l) € X-(L).

By Def. [2] all other Xi(ll), " # [ are defined by Xi(ll) = (¢El’) o qb;(l))(X( )) which is the exact
definition of constraints in Sec. [3} Finally, we need to show that no other competing source of
information (via aspects containing parents or other interventions) breaks the constraints. Constraint

Intervened Evaluation: Assume that an intervention do(X D=z

(C3) requires the parents of (all aspects and in particular) X i(l*) to be cut. By constraint (C2) no other

L)

intervention do(XZ.(l/) = x),l’ # [ can be placed on any of the aspects in Xi( . Therefore, no other

—potentially conflicting— signal influences X i(l )
for the intervened case.

and the values for all aspects are uniquely computed

As such, we have shown the admissibility of variable configurations in DCM under constrains ® for
the intervened and unintervened case. |

C RELAXATION OF CONSTRAINT (C1)

Condition (C1) as described in Sec. [3] poses a rather strong constraint on the structure of the causal
graph in order to guarantee consistency. Depending on the specific use-case the constraint might
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be relaxed and replaced by argmax,. p(X () = x*| pa(X, -(L))) given a (probability) measure

K2 7
1, that measures the violation of constraints qbgl’l ) with egl’l ) = %—(l ) o Xi(l ) cpi_(l) o X,L-(l)
and N(®{l>l’e Lii=1... M}ﬁgl’l )). This results in the most likely configuration (the one that violates
constraints the least). This formulation might require solving for all aspect values under the implicit

constraints ¢(Z) and requires that a solution with non-zero probability always exists: p(Xi(L) =
2| pa(X™)) > 0.

D GREEDY DERIVATIVE MODEL SEARCH

In the following, we provide pseudo code for the GreedyDerivativeModelSearch in
Algorithms [T}4] as described in the paper. We provide an implementation of the algo-
rithm in the corresponding code repository: https://anonymous.4open.science/r/
derivativeCausalModels—-E62B/. Note, that the actual implementation aborts GDS in cases
of no more edges being added or removed during GDSForwards or GDSBackward. Additionally,
we cache the evaluation results of nodes given a specific set of parents. Both optimizations do not
impact the correctness of the algorithm. We have spared them from the pseudo code to improve
readability.

We make use of the following variables: D is the data, N is the number of variables, Adj is the
adjacency matrix of the to be discovered graph. Every edge is a pair (¢, j) where j is a parent of 1.
edgeDelta measures the change in score of adding the edge (4, j) to Adj, while edgeDelta’ measures
the change when removing (7, j) from Adj.

Algorithm 1 Greedy Derivative Model Search

1: procedure GREEDYDERIVATIVEMODELSEARCH(D, numAspects)
2: D’ + AugmentWithAspects(D)

3 Adj + zeroMatrix(N x numAspects, N x numAspects)

4 for iin 1..N do > Repreat phases N times, as suggested by Mian et al.| (2021).
5: Adj < GDSFoward(Adj, D’)

6: Adj + GDSBackward(Adj, D’)

7 end for

8 return Adj

9: end procedure

Algorithm 2 GDSForward

1: procedure GDSFORWARD(Ad]j, D)
2: bestScore <+ oo

3: while True do

4: edgeScores < [ ]

5: candidateEdges <+ allowedEdges(Adj) > Select all edges permitted by (C1)-(C3).
6: for all (¢, j) € candidateEdges do

7: edgeScores + edgeDelta(i, j, Adj, D) > Compute score change when adding j — i.
8: end for

9: i*, j* = candidateEdges[arg min, edgeScores|

10: Adj[i*, j*] 1

11: newScore < ScoreGraph(Adj)

12: if newScore > bestScore then

13: Adj[i*, 7*] + 0 > Adding the best edge did not improve the score; Revert and abort.
14: break

15: end if

16: bestScore <— newScore

17: end while
18: return Adj
19: end procedure
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Algorithm 3 GDSBackward

1:
2
3
4:
5:
6.
7
8

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:

procedure GDSBACKWARD(Adj, D)
bestScore < oo
while True do

edgeScores < [ ]
candidateEdges < where(Adj,1) > Collect all edges currently present in Adj.
for all (i, j) € candidateEdges do
edgeScores < edgeDelta’ (i, j, Adj, D)
end for
i*, j* = candidateEdges[arg min, edgeScores]
Adifi*, j*] < 0
newScore +— ScoreGraph(Adj)
if newScore > bestScore then
Adj[i*, 7] < 1 > Removing the ‘best’ edge did not improve BIC; Revert and abort.
break
end if
bestScore <— newScore

end while
return Adj

19: end procedure

Algorithm 4 ScoreNode

1: procedure SCORENODE(D ode, Dparents)

2:

P RN AW

9:
10:
11:
12:

w < LASSO(Diode, Dparents, @)
residuals 4 <— w X Dparents — Dhode
scores = [ |

forallp € 1..P do

w,, < fitPolynomial(p, residuals 4) > Fit residuals with a polynomial of degree p.
residuals g <— predictPolynomial(residuals 4, w,,) — residuals 4

0?2 < variance(residuals )

score < BIC(|parents| + p, 0?)

scores = append(scores, score)

end for
return arg min;, (scores)

13: end procedure

Note that after LASSO regression in Line [2] parents might be removed if their weights are found to be
zero (as described in Sec. [d.T)). We have ommited this logic in the pseudo code to improve readability.
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D.1 GREEDY DERIVATIVE MODEL SEARCH EVALUATION AND DATA SET GENERATION
In the following we describe the setup of our synthetic time series data set and present further
evaluations altering the number of nodes and density of the graph.

Data Set Generation. A coarsened graph is created by sampling a given percentage of entries from a
lower triangular matrix. One derivative and one integral aspect per variable are created. For every
edge in the coarsened graph a random subset of the aspects is chosen as parents. Edge weights are
uniformly sampled from the range +(0.1, 1.0). Starting values at ¢ = 0 of all aspects are uniformly
sampled in the range [—2, 2]. Values of root variables are uniformly sampled in the range [0.1, 1]
for all timesteps. For every endogenous variable normal gaussian noise A/(0, 1) is added. For every
graph 10 different starting configurations are sampled and a time series of 50 steps is computed via
finite differences (derivative aspects) and summation (integral aspects). Every configuration altering
the number of nodes or edge percentage is created are evaluated from 20 different seeds which alter
random sampling in all above processes.

Evaluation. The following table contains the results of the experiment as shown in the main paper,
with 6 nodes (n=6) and 50% chance of an edge in the coarsened graph to exist (e=50%). Additionally,
we include SHD over the coarsened graph in this and show results for fixing all other parameters and
varying to number of nodes and edge percentage, respectively.

GDS; n=6; e=50% Precision Recall SID SHD

a=0.01 63.47% (20.44)  60.21% (22.16) 4.95(3.82) 4.40 (1.65)
a=0.1 62.87% (20.34)  59.50% (22.48) 5.00 (3.84) 4.50 (1.65)
a=1.0 61.03% (24.78) 49.19% (21.07) 6.10(3.98) 4.70 (1.58)
a=10.0 62.66% (30.54) 28.88% (15.61) 8.85(3.75) 5.30(1.38)

a = 100.0 61.16% (35.28) 26.21% (17.84) 8.80(3.85) 5.05(1.20)

linear regr. 60.74% (19.92)  60.59% (24.73) 4.85(3.90) 4.45(1.59)

no poly. fit. 25.68% (15.08) 38.40% (24.56) 9.80 (4.01) 9.75(2.42)

GDS; e=50%; a=1.0 \ Precision Recall SID SHD
n=4 64.16% (42.58) 46.49% (33.14) 1.65(1.76) 1.55 (0.73)
n==06 61.03% (24.78) 49.19% (21.07) 6.10(3.98) 4.70 (1.58)
n=3_8 52.92% (14.72)  49.00% (15.42) 16.25 (6.56) 10.00 (2.36)
n=12 46.46% (13.00) 45.93% (10.45) 50.90 (14.46)  25.90 (5.00)
n =16 39.94% (7.61)  38.03% (8.12) 132.65 (24.58) 51.25(6.36)
GDS; n=6; =1.0 Precision Recall SID SHD

e =20% 60.00% (46.36) 43.33% (38.87) 1.35(1.42) 1.50 (1.02)

e =30% 59.16% (40.98) 35.83% (28.39) 2.50(2.31)  2.35(1.15)

e =40% 57.70% (32.94) 50.24% (30.41) 3.80(3.02) 3.65(1.27)

e = 50% 61.03% (24.78) 49.19% (21.07) 6.10(3.98)  4.70 (1.58)

e = 60% 62.39% (22.59) 52.13% (20.95) 8.05(3.47)  5.35(1.35)
e="70% 58.27% (19.66) 51.51% (15.83) 8.05(3.48) 6.00(1.67)

e = 80% 62.80% (20.04) 47.58% (15.14) 12.10(3.88) 7.60(2.31)

Evaluation with GES. While GES is bound to discover CPDAGs (Meek, [2013)) it could be, that
GES might still discover valid DCM from data. To test this hypothesis, we apply GES in our
standard setting (n=6,e=50%) on our data with all derived aspects generated, to obtain a CPDAG. We
then generate all possible DAG realizations of the CPDAG —which means that we generate DAGs
containing all possible combinations of directed edges for all undirected edges— and test if they are
valid DCMs. To make for a fair comparison, we use our BIC with polynomial fitting as the scoring
function. We find that over all 20 seeds GES is not able to recover a graph that aligns with the DCM
constraints.

Nonetheless, GES is able to recover relations between individual aspects. We therefore provide all
aspect variables individually, and let GES identify the causal relations between them. After discovery,
the individual aspects are then grouped together to form the coarsened graph. Given that GES might
have predicted contradicting edge directions among the grouped aspects from or to other variables, we
decide the edge direction by a majority vote. If there is an equal number of edges in either direction,
we give the benefit of doubt and direct the coarsened edge using the correct direction of the ground
truth graph.
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GDS

Figure 5: Causal graph discovery on the USDA-ARS Colorado Maize Water Productivity
Dataset. The real-world data set resembles the setup of the motivational example of the introduction.
Discretely occurring effects, such as precipitation and irrigation are mixed with continuously changing
variables such as the canopy cover. Results are show for GDS (left) and GES (right). We find that our
GDS algorithm more closely predicts the structure predicted in our idealized motivational example.

Compute Time. All experiments where run on an AMD Threadripper 1900X 8x 3.80GHz. Full
evaluation of all experiments took 29m 52s. A run with n=6, e=50%, a=1.0 over 20 seeds took 46
seconds, while evaluating 20 seeds over graphs with 16 nodes took 10 minutes.

D.1.1 USDA-ARS COLORADO MAIZE WATER PRODUCTIVITY DATASET

We present an evaluation on the publicly available “USDA-ARS Colorado
Maize  Water  Productivity  Dataset” (https://catalog.data.gov/dataset/
usda—-ars—-colorado-maize-water-productivity-dataset-2008-2011-5460Db)
which is similar to the idealized setup of our motivational example. We predict the causal graph
for the 2011 subset over the following variables: precipitation, irrigation (‘water sources’); root
depth and canopy cover (‘plant metrics’); avg. air temperature, relative air humidity and daily solar
radiation (‘weather conditions’). We fuse the provided weather data with the plant records during
their growth phase and apply our algorithm with 2 integral and derivative aspects. As GES performs
worse when provided with additional aspect variables, we present its direct evaluation on the pure set
of variables. Graph predictions are provided in Fig. [5]

Note that the irrigation and precipitation variables are mostly sparse (‘zero-valued’), such that water is
only provided to the plant every few days. Apart from other ’standard’ causal relations, our algorithm
is able to identify many edges expected by common sense. Specifically GDS identifies ‘Irrigation —
Root Depth’ and ‘Irrigation — Canopy Cover’, resembling the predicted *Watering — Plant Growth’
integral relation, while GES is unable to do so. We find that also the edges ‘Canopy Cover —
Precipitation’, ‘Root Depth — Relative Air Humidity’ and all in-going ‘Daily Solar Radiation’
edges are discovered but are pointing in the wrong direction.

When supplied with the exact same data of two integral and derivative aspects GES is unable to
identify any edges at all. Lowering augmentation to a single integral and derivative aspect, GES finds
"Irrigation <+ Precipitation’. When providing the data with no additional augmentation, GES identifies
the graph shown in the figure. In detail, ’Irrigation, Air Temperature — Relative Air Humidity’ and
’Precipitation — Air Temperature’ might be considered correct. However, none of the previously
identified integral relations are identified.
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E EXAMPLE ON GAME DYNAMICS

Below we show the potential value sequence of the “Capturing Game Dynamics” example as shown

in Fig. @] (Sec..2).

O 10 O O @ 918 @
EEN BE BE EED
. . ... L . .

S d@EnSany

1 moveleft 1 moveRight

S N N S v N I N

1 moveTop 1 moveBottom

L L] ]

3‘ posX 3‘ ‘ posY

1 ‘ 1 ‘

1 collidesKey 1 hasKey

I I s B .

1 collidesGem 1 hasGem

I I e B .

1 collidesDoor 1 doorOpen

o E N N N o N I
score finished

b= | == 0 [ | [ |

Since we observe a settings without noise, many of the relations can only be observed as correlations.
However, no direction can be determined for one-to-one relations due to symmetries in the data.
This issue could be resolved by placing additional assumptions on our data. For example, one could
use typing information (Brouillard et al., [2022)) or language models (Ze€evic€ et al 2023} [Long
[2023) to figure out directions via external information. Alternatively, player inputs could be
considered interventions on the system, such that all edges (an recursively their relations) can be
directed ‘away’ from the intervened variables.

Inference. DCM might be used to reason backwards in time by leveraging derivative aspects.
In this particular setting one can for example leverage the presence of MoveLeft/Right as
derivatives of positionX, to infer the position of the player at the previous time step ¢ — 1, such that
positionX;_; = positionX; —movelLeft; + moveRight,, and similar for hasKey,_; =
hasKey; + collidesKeyy...By having access to further higher-order derivatives or by placing
additional smoothness assumptions on the derivatives in continuous settings, one might be able to
extend such inferences beyond a single time step and reason backwards over longer periods of time.

Asset Sources: Individual assets used in Figure[d] where taken fromhttps://www.kenney.nl/
assets/platformer—pack-redux licensed under Creative Commons CCO.
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