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Abstract. Trustworthy deployment of deep learning medical imaging
models into real-world clinical practice requires that they be calibrated.
However, models that are well calibrated overall can still be poorly cal-
ibrated for a sub-population, potentially resulting in a clinician unwit-
tingly making poor decisions for this group based on the recommenda-
tions of the model. Although methods have been shown to successfully
mitigate biases across subgroups in terms of model accuracy, this work
focuses on the open problem of mitigating calibration biases in the con-
text of medical image analysis. Our method does not require subgroup
attributes during training, permitting the flexibility to mitigate biases
for different choices of sensitive attributes without re-training. To this
end, we propose a novel two-stage method: Cluster-Focal to first identify
poorly calibrated samples, cluster them into groups, and then introduce
group-wise focal loss to improve calibration bias. We evaluate our method
on skin lesion classification with the public HAM10000 dataset, and on
predicting future lesional activity for multiple sclerosis (MS) patients. In
addition to considering traditional sensitive attributes (e.g. age, sex) with
demographic subgroups, we also consider biases among groups with dif-
ferent image-derived attributes, such as lesion load, which are required in
medical image analysis. Our results demonstrate that our method effec-
tively controls calibration error in the worst-performing subgroups while
preserving prediction performance, and outperforming recent baselines.

Keywords: Fairness · Bias · Calibration · Uncertainty · Multiple Scle-
rosis · Skin Lesion · Disease activity prediction

1 Introduction

Deep learning models have shown high prediction performance on many medical
imaging tasks (e.g.,[3,15,21,24]). However, deep learning models can indeed make
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(b) Example Calibration Results: MS

Fig. 1: Illustration of calibration bias for a model that predicts future new le-
sional activity for multiple sclerosis (MS) patients. (a) Reliability diagram: ERM
(training without considering any fairness) exhibits good calibration overall and
also for younger patients, whereas it produces significantly overconfident and
incorrect predictions for older patients. (b) Two MS patients depicting highly
confident predictions, with incorrect results on the older patient and correct re-
sults on the younger patient. Poorer calibration for older patients results in older
patients being more likely to be incorrect with high confidence.

errors, leading to distrust and hesitation by clinicians to integrate them into their
workflows. In particular, models that show a tendency for overconfident incorrect
predictions present real risk to patient care if deployed in real clinical practice.
One way to improve the trustworthiness of a model is to ensure that it is well-
calibrated, in that the predicted probabilities of the outcomes align with the
probability of making a correct prediction [8]. While several methods have been
shown to successfully improve calibration on the overall population [8,16], they
cannot guarantee a small calibration error on sub-populations. This can lead to a
lack of fairness and equity in the resulting diagnostic decisions for a subset of the
population. Figure 1(a) illustrates how a deep learning model can achieve good
calibration for the overall population and for younger patients, but produces
significantly overconfident and incorrect predictions for older patients.

Although various methods have been shown to successfully mitigate biases by
improving prediction performance (e.g. accuracy) in the worst-performing sub-
group [28,13,18,1,27], improved prediction performance does not necessarily im-
ply better calibration. As such, this paper focuses on the open problem of mit-
igating calibration bias in medical image analysis. Moreover, our method does
not require subgroup attributes during the training, which permits the flexibility
to mitigate biases for different choices of sensitive attributes without re-training.

This paper proposes a novel two-stage method: Cluster-Focal. In the first stage, a
model fid is trained to identify poorly calibrated samples. The samples are then
clustered according to their calibration gap. In the next stage, a prediction model
fpred is trained via group-wise focal loss. Extensive experiments are performed on
(a) skin lesion classification, based on the public HAM10000 dataset [3], and (b)
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Fig. 2: Cluster-Focal framework. The training procedure is a two-stage method,
poorly calibrated sample identifications (clustering) and group-wise focal loss.
At test time, the trained model fpred is deployed, then calibration bias and
prediction performance are evaluated across various subgroup splittings such as
sex or age. (Female/male patients are visualized as an example.)

on predicting future new lesional activity for multiple sclerosis (MS) patients
on a proprietary, federated dataset of MRI acquired during different clinical
trials [26,2,7]. At test time, calibration bias mitigation is examined on subgroups
based on sensitive demographic attributes (e.g. age, sex). In addition, we consider
subgroups with different image-derived attributes, such as lesion load. We further
compare Cluster-Focal with recent debiasing methods that do not need subgroup
annotations, such as EIIL (Environment Inference for Invariant Learning) [4],
ARL (Adversarially Reweighted Learning) [10], and JTT (Just Train Twice) [14].
Results demonstrate that Cluster-Focal can effectively reduce calibration error in
the worst-performing subgroup, while preserving good prediction performance,
when split into different subgroups based on a variety of attributes.

2 Methodology

We propose a two-stage training strategy, Cluster-Focal. The first stage consists
of identifying different levels of poorly calibrated samples. In the second stage, we
introduce a group-wise focal loss to mitigate the calibration bias. At test time,
our model can mitigate biases for a variety of relevant subgroups of interest.

We denote D = {(xi, yi)}Ni=1 as a dataset, where xi represents multi-modal
medical images and yi ∈ {1, 2, . . . } are the corresponding ground-truth class
label. A neural network f produces p̂i,y = f(y|xi), the predicted probability for
a class y given xi. The predicted class for an xi is defined as ŷi = argmaxy p̂i,y,
with the corresponding prediction confidence p̂i = p̂i,ŷi

.
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2.1 Training procedure: two-stage method

Stage 1: Identifying poorly calibrated samples (Clustering) In this stage,
we first train a model fid via ERM [25], which implies training a model by
minimizing the average training cross entropy loss, without any fairness con-
siderations. fid is then used to identify samples that have potentially different
calibration properties. Concretely, we compute the gap between prediction con-
fidence p̂i and correctness via fid:

gap(xi) = |p̂i − 1{ŷi = yi}|, (1)

where p̂i is the confidence score of the predicted class. Intuitively, if gap(xi) is
small, the model made a correct and confident prediction. When gap(xi) is large,
the model is poorly calibrated (i.e. incorrect but confident) for this sample. When
the model makes a relatively under-confident prediction, gap(xi) is generally in
between the two values. We apply K-means clustering on the gap values, gap(xi),
to identify K clusters (C1, . . . , CK) with different calibration properties.

Stage 2: Group-wise focal loss We then train a prediction model fpred with
a group-wise focal loss on the clusters C1, . . . , CK identified in the first stage.
Formally, the following loss is used:

Lg-focal =
1

K

K∑
k=1

LCk
(fpred),

where LCk
(fpred) = −E(xi,yi)∼Ck

[(1− fpred(yi|xi))
γ
log(fpred(yi|xi))] with γ >

0. Intuitively, the focal loss penalizes confident predictions with an exponential
term (1− fpred(yi|xi))

γ
, thereby reducing the chances of poor calibration [16].

Additionally, due to clustering based on gap(xi), poorly calibrated samples will
end up in the same cluster. The number of samples in this cluster will be small
compared to other clusters for any model with good overall performance. As
such, doing focal loss separately on each cluster instead of on all samples will
implicitly increase the weight of poorly calibrated samples and help reduce bias.

2.2 Test time evaluation on subgroups of interest

At test time, we aim to mitigate the calibration error for the worst-performing
subgroup for various subgroups of interest [6]. For example, if we consider sex
(M/F) as the sensitive attribute and denote ECEA=M as the expected calibra-
tion error (ECE) on male patients, then the worst-performing subgroup ECE is
denoted as max(ECEA=F ,ECEA=M ). Following the strategy proposed in [17,19],
we use Q(uantile)-ECE to estimate the calibration error, an improved estimator
for ECE that partitions prediction confidence into discrete bins with an equal
number of instances and computes the average difference between each bin’s
accuracy and confidence.

In practice, calibration performance cannot be considered in isolation, as
there always exists a shortcut model that can mitigate calibration bias but have
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Fig. 3: HAM10000: worst performing subgroup results. Cluster-Focal: Proposed
method; ERM: Vanilla model; EIIL, ARL, JTT: Bias mitigation methods. Cluster-
Focal demonstrates a better trade-off, significantly improving worst-performing
calibration with only a small degradation in prediction performance.

poor prediction performance, e.g, consider a purely random (under-confident)
prediction with low accuracy. As such, there is an inherent trade-off between
calibration bias and prediction error. When measuring the effectiveness of the
proposed method, the objective is to ensure that calibration bias is mitigated
without a substantial increase in the prediction error.

3 Experiments and Results

Experiments are performed on two different medical image analysis tasks. We
evaluate the performance of the proposed method against popular debiasing
methods. We examine whether these methods can mitigate calibration bias with-
out severely sacrificing performance on the worst-performing subgroups.

Task 1: Skin lesion multi-class (n=7) classification. HAM10000 is a public
skin lesion classification dataset containing 10,000 photographic 2D images of
skin lesions. We utilize a recent MedFair pipeline [27] to pre-process the dataset
into train (80%), validation (10%) and test (10%) sets. Based on the dataset and
evaluation protocol in [27], we test two demographic subgroups of interest: age
(age ≤ 60, age > 60), and sex (male, female).
Task 2: Future new multiple sclerosis (MS) lesional activity prediction
(binary classification). We leverage a large multi-centre, multi-scanner pro-
prietary dataset comprised of MRI scans from 602 RRMS (Relapsing-Remitting
MS) patients during clinical trials for new treatments [2,7,26]. The task is to
predict the (binary) presence of new or enlarging T2 lesions or Gadolinium-
enhancing lesions two years from their current MRI. The dataset was divided
as follows: training (70%) and test (30%) sets, validation is conducted through
4-fold cross validation in training set. We test model performance on four dif-
ferent subgroups established in the MS literature [11,12,22,5,23]. This includes:
age (age < 50, age ≥ 50), sex (male, female), T2 lesion volume (vol ≤ 2.0ml,
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Fig. 4: MS: worst performing subgroup results. Cluster-Focal: proposed method;
ERM: Vanilla Model; EIIL, ARL, JTT: bias mitigation methods.

vol > 2.0ml) and Gad lesion count (count = 0, count > 0). Age and sex are
sensitive demographic attributes that are common for subgroup analysis. The
image-derived attributes were chosen because high T2 lesion volume, or the
presence of Gad-enhancing lesions, in baseline MRI is generally predictive of the
appearance of new and enlarging lesions in future images. However, given the
heterogeneity of the population with MS, subgroups without these predictive
markers can still show future lesional activity. That being said, these patients
can form a subgroup with poorer calibration performance.

Implementation Details: We adopt 2D/3D ResNet-18 [9] for Task 1 and Task
2 respectively. All models are trained with Adam optimizer. Stage 1 model fid
is trained for 10 (Task 1) and 300 (Task 2) epochs and Stage 2 prediction model
fpred for 60 (Task 1) and 600 (Task 2) epochs. We set the number of clusters to 4
and γ = 3 in group-wise focal loss. Averaged results across 5 runs are reported.

Comparisons and Evaluations: Macro-F1 is used to measure the perfor-
mance for Task 1 (7 class), and F1-score is used for Task 2 (binary). Q-ECE [16] is
used to measure the calibration performance for both tasks. The performance of
the proposed method is compared against several recent bias mitigation methods
that do not require training with subgroup annotations: ARL [10], which applies
a min-max objective to reweigh poorly performing samples; EIIL [4], which pro-
poses an adversarial approach to learn invariant representations, and JTT [14],
which up-weights challenging samples. Comparisons are also made against ERM,
which trains model without any bias mitigation strategy. For all methods, we
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Fig. 5: Ablation Experiments for MS. Focal: regular focal loss without stage 1;
Cluster-ERM: In stage 2, cross entropy loss is used; Cluster-GroupDRO: In stage 2,
GroupDRO loss is used; Oracle-Focal: identified cluster in stage 1 is replaced by
the subgroup of interest (oracle); Oracle-GroupDRO: GroupDRO method applied
on the subgroups of interest.

evaluate the trade-off between the prediction performance and the reduction in
Q-ECE error for the worst-performing subgroups on both datasets.

3.1 Results, ablations, and analysis

Results: The resulting performance vs. Q-ECE errors tradeoff plots for worst-
performing subgroups are shown in Fig. 3 and 4. The proposed method (Cluster-
Focal) consistently outperforms the other methods on Q-ECE while having min-
imal loss in performance, if any. For instance, when testing on sex (male/female)
for the MS dataset, (Cluster-Focal) loses around 2% prediction performance rela-
tive to (ERM) but has around 8% improvement in calibration error. When testing
on sex in the HAM10000 dataset, we only observe a 2% performance degradation
with a 4% improvement in Q-ECE.

In addition to subgroups based on sensitive demographic attributes, we inves-
tigate how the methods perform on subgroups defined on medical image-derived
features. In the context of MS, results based on subgroups, lesion load or Gad-
enhancing lesion count are shown in Fig. 4(c-d). The proposed method performs
best, with results that are consistent with demographic based subgroups. For
Gad-enhancing lesion count, when compared with JTT, Cluster-Focal improves
Q-ECE by 20%+ with a reduction in the prediction performance on the worst-
performing subgroup of 2%. Detailed numeric values for the results can be found
in the Supplemental Materials.
Ablation Experiments: Further experiments are performed to analyze the dif-
ferent components of our method. The following variant methods are considered:
(1) Focal: Removing stage 1 and using regular focal loss for the entire training
set; (2) Cluster-ERM: Group-wise focal loss in stage 2 is replaced by standard
cross entropy; (3) Cluster-GroupDRO: Group-wise focal loss in stage 2 is replaced
by GroupDRO [20]; (4) Oracle-Focal: In stage 1, the identified cluster is replaced
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Fig. 6: MS: Reliability diagram for bias mitigation methods with age-based sub-
groups: (a) EIIL, (b) ARL, (c) JTT, and (d) Cluster-Focal.

by the true subgroups evaluated on at test time (oracle); (5) Oracle-GroupDRO:
We use GroupDRO with the true subgroups used at test time. Results for MS,
shown in Fig. 5, illustrate that each stage of our proposed model is required
to ensure improved calibration while avoiding performance degradation for the
worst-performing subgroups.
Calibration Curves: Fig. 6 shows the reliability diagram for competing meth-
ods on Task 2: predicting future new MS lesional activity, with age being the
chosen subgroup of interest (also see Fig. 1(a) for ERM results). Results indicate
that popular fairness mitigation methods are not able to correct for the calibra-
tion bias in older patients (i.e. the worst-performing subgroup). With ARL, for
example, most of the predictions were over-confident, resulting in a large cali-
bration error. In contrast, our proposed method (Cluster-Focal) could effectively
mitigate the calibration error in the worst-performing subgroup.

4 Conclusions

In this paper, we present a novel two stage calibration bias mitigation frame-
work (Cluster-Focal) for medical image analysis that (1) successfully controls the
trade-off between calibration error and prediction performance, and (2) flexibly
overcomes calibration bias at test time without requiring pre-labeled subgroups
during training. We further compared our proposed approach against different
debiasing methods and under different subgroup splittings such as demographic
subgroups and image-derived attributes. Our proposed framework demonstrates
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smaller calibration error in the worst-performing subgroups without a severe
degradation in prediction performance.
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