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Abstract

Mainstream LLM research has primarily fo-
cused on enhancing their generative capabili-
ties. However, even the most advanced LLMs
experience uncertainty in their outputs, often
producing varied results on different runs or
when faced with minor changes in input, de-
spite no substantial change in content. Given
multiple responses from the same LLM to the
same input, we advocate leveraging the LLMs’
discriminative capability to reduce this gen-
erative uncertainty, aiding in identifying the
correct answers. Specifically, we propose and
analyze three discriminative prompts: Direct
Prompt, Inverse Prompt, and Combination,
to explore the potential of both closed-source
and open-source LLMs in self-improving their
generative performance on two benchmark
datasets. Our insights reveal which discrim-
inative prompt is most promising and when to
use it. To our knowledge, this is the first work
to systematically analyze LLMs’ discriminative
capacity to address generative uncertainty.

1 Introduction

Generative Al is revolutionizing various fields by
utilizing large language models (LLMs) trained
to generate human-like responses based on given
instructions. Despite the increasing strength of
existing LLMs in terms of generation capability,
a widely recognized issue is their uncertainty in
responses to inputs—the same model may produce
significantly different responses on different runs
or to equivalently varied inputs.

Previous studies have either relied on external
human/tool supervision (Wang et al., 2023a; Paul
et al., 2024; Gou et al., 2023; Chen et al., 2023b;
Olausson et al., 2023; Gao et al., 2023) or have
not successfully explored the inner capabilities of
LLMs, such as their own discriminative capability,
to reduce uncertainty (Jiang et al., 2024). We argue
that LLLMs should focus on both their generative

and discriminative capabilities. In this work, we ex-
plore various discriminative capabilities of LLMs
to reduce the uncertainty of their generations.

Specifically, we propose and analyze three types
of discriminative prompts to identify the most
promising answer from a group of generated re-
sponses: Direct Prompt: directly asking the LLM
which responses are correct; Inverse Prompt:
contrasting Direct Promptby asking which re-
sponses are incorrect; Combination: combining
Direct Promptand Inverse Prompt, since intu-
itively they perform the same reasoning process
from complementary perspectives.

We conduct analyses with two closed-source
LLMs (GPT-4 (OpenAl, 2023) and GPT-40 (Ope-
nAl, 2024)) and two open-source LLMs (Llama-3-
8B-Instruct (Meta, 2024) and MetaMath-7B-V1.0
(Yu et al., 2023)) on two math-related datasets,
MATH (Hendrycks et al., 2021) and MathQA
(Amini et al., 2019). We observe: 1)For closed-
source LL.Ms, using discriminative capability, ei-
ther Direct Prompt or Inverse Prompt, is highly
effective for reducing generative uncertainty. ii)
For open-source LLMs, if not instruction-tuned, us-
ing discriminative capability is not recommended.
Even if instruction-tuned, only Direct Prompt is
recommended due to likely issues with understand-
ing negation in Inverse Prompt.

Our contributions are threefold:

* Proposing Direct-Inverse
Discriminative  Prompting, a multi-
angle complementary method, to assess
LLMs’ discriminative capability;

* The first systematic analysis of the potential
of LLMs’ discriminative capability to reduce
generative uncertainty;

* Providing insights and suggestions for future
users on how to effectively utilize LLMs’ dis-
criminative capability in practice.



2 Related Work

LLM self-improves generation. Various meth-
ods are being devised to increase the certainty
of LLM-generated answers. Chain-of-Thought
(Wei et al., 2023) tries to add a detailed reason-
ing path from the input to the output answer so that
the answer is more explainable and certain. Self-
Consistency (Wang et al., 2023b) has the LLM
solve the same problem multiple times to obtain
several results. A majority vote is then conducted
to choose the most consistent result as the final
answer. This approach guarantees a higher success
rate than Chain-of-Thought. Based on this, diverse
variants of Self-Consistency exist; for example,
Universal Self-Consistency (Chen et al., 2023a),
which includes reasoning to select the most consis-
tent value as the final answer, or Early Stop Self-
Consistency (Li et al., 2024), which reduces the
number of answer sets used in the majority vote to
save cost and time. It is worth mentioning that the
above approaches are fully unsupervised, namely
no human or external signals are needed.

Exploring LLM discriminative capability to en-
hance generation. To assess the generative and
discriminative capabilities of LLMs, Liu et al.
(2023) and Arora and Kambhampati (2023) car-
ried out experiments on summarization and plan-
ning problem, respectively. The most related work,
(Jiang et al., 2024), concluded that LLMs struggle
to enhance their generation performance through
discriminative capability because their discrimina-
tive capability is not stronger than their genera-
tive capability. Our work differs from this study
in two key ways: i) Jiang et al. (2024) only con-
sidered a simplified discriminative prompt similar
to our Direct Prompt. They provided the dis-
criminative prompt with all the generated final an-
swers without the reasoning paths. In contrast, our
Direct Prompt includes reasoning-path equipped
answers, which we believe can help LLMs better
determine the correct answer. i1) We further ana-
lyze another complementary discriminative capabil-
ity expressed by Inverse Prompt. While Inverse
Prompt should theoretically yield the same con-
clusions if applied to humans, the inconsistency
between Direct Prompt and Inverse Prompt in
LLM:s allows us to better understand their discrimi-
native potential in reducing generative uncertainty.
iii) Our findings suggest a different conclusion:
LLMs’ discriminative capabilities can indeed en-
hance their generation if used skillfully.

3 Direct-Inverse Discriminative
Prompting

Given multiple answer options by LLMs’ gener-
ative process (here uses five for example), this
section introduces our discriminative approach
Direct-Inverse Discriminative Prompting,
that asks LLMs with Direct Prompt, Inverse
Prompt, and finally combines their lens to find the
most certain answer.

Direct Prompt. Here, we directly ask LLMs
which options are correct with the following
prompt:

This problem [problem description] has the
following reasoning paths you generated:
A: [pathy]”, “B: [pathsa]”, “C: [paths]”, “D:
[path4]”, “E: [paths]”. Please output the cor-
rect ones.

Inverse Prompt. Here, we ask LLMs which op-
tions are incorrect with the following prompt:

This problem [problem description] has the
following reasoning paths you generated:
A: [path1]”, “B: [patha]”, “C: [paths]”, “D:
[path4]”, “E: [paths]”. Please output the in-
correct ones.

Combination. As humans, when asked
using both Direct Prompt and Inverse
Prompt prompts, their answers should be consis-
tent. However, this is not the case with LLMs, as
our analysis in Section 5.2 shows. For instance,
using Direct Prompt, an LLM may believe
“A and B” are correct, but when asked using
Inverse Prompt, it might believe “B and C” are
incorrect, implying that “A, D, and E” are correct.
Direct Prompt and Inverse Prompt reflect
LLMs’ discriminative analysis of the problem from
different perspectives, and we combine their results
to improve accuracy. Specifically, we run Direct
Prompt and Inverse Prompt separately multiple
times and select the final answer by identifying the
most consensus among the responses.

4 Experiments

Datasets. Two datasets. An example of each
dataset is given in appendix A.

* MATH (Hendrycks et al., 2021): This dataset
contains 7 types of open-ended math problems, in-
cluding algebra and geometry, with average high
school difficulty. For this project, we selected the
entire test dataset of 5,000 problems. Each problem



MATH MathQA
GPT4 GPT-40 Llama3 MetaMath | GPT4 GPT-40 Llama3 MetaMath
Chain-of-Thought | 47.58 50.67 21.55 10.83 | 72.57 82.73 39.03 11.96
Uni. Self-Consist. | 55.14 54.72 26.72 12.04 | 79.50 85.33 42.58 11.79
Direct Prompt 54.18 57.44 27.54 0.18 | 81.64 86.73 46.40 0.00
Inverse Prompt | 54.62 55.48 18.08 0.06 | 82.34 86.40 37.45 0.00
Combination 56.44 56.82 25.98 0.24 | 82.04 86.63 42.98 0.00

Table 1: Comparing discriminative prompts Direct Prompt, Inverse Prompt, and Combination on LLMs. Bold:
top score. Underline: surpass the Universal Self-Consistency.

includes a “problem” label, representing the math
word problem, and a “solution” label, which pro-
vides the explanation of how to solve the problem,
including an answer formatted as $\boxed{A}$,
where A is the answer. To maintain consistency, all
models were instructed to return the final answer
in the same format as the dataset.

* MathQA (Amini et al., 2019): This dataset in-
cludes 6 types of math problems, such as geometry
and probability, with college-level difficulty. For
this experiment, we selected all 2,985 problems
from the test dataset. Each entry in MathQA con-
tains a “problem,” a “rationale” explaining how
to solve it, “options” that list possible answers,
and “correct,” indicating the correct answer from
the options. When models were asked to solve
the MathQA problems, they were instructed to re-
turn the correct option’s alphabet from the given
choices.

LLMs. 1) Two closed-source LLMs: GPT-4
(OpenAl, 2023) and GPT-40 (OpenAl, 2024). Both
by OpenAl APIs. We do not consider more closed-
source LLMs due to budget limits, and GPT-4
and GPT-40 are already widely recognized as the
strongest LL.Ms. ii) Open-source LL.Ms: Llama-3
(Meta, 2024) and MetaMath (Yu et al., 2023)-a
LLM specifically optimized for math problem solv-
ing. In our experiments, five A100 GPUs were used
for running Llama-3 and MetaMath inference.

Baselines. i) Chain-of-Thought (Wei et al., 2022).
We run it three times and report the average per-
formance. ii) Universal Self-Consistency (Chen
etal., 2023a), the state-of-the-art approach that runs
Chain-of-Thought reasoning process five times,
and finally choosing the answer with majority vot-
ing.

Setting. To prevent the LLMs’ responses to op-
tions like “A, B, C, etc.” from being biased due to
their pretraining, we will shuffle these options and

re-index them for each run. The final performance
will be the average of three runs.

5 Results
5.1 Main Results

Table 1 presents the main results comparing dif-
ferent discriminative prompts (Direct Prompt,
Inverse Prompt, and Combination) of LLMs on
the MATH and MathQA datasets. Here are some
key observations:

* Discriminative prompts (Direct Prompt,
Inverse Prompt, and Combination) do not
work for MetaMath. This is because Meta-
Math was specifically optimized for solving
math problems rather than following instruc-
tions. In our experiments, MetaMath re-
sponded to our discriminative prompts with
noise and unstructured outputs, making an-
swer parsing impossible.

* Excluding MetaMath, Inverse Prompt out-
performs Direct Prompt in 2 out of 6 cases,
performs equally in one case (GPT-40 on
MathQA), and underperforms in the remain-
ing three cases. This is expected because nega-
tion is often more challenging for Al models
to understand.

* In most cases (except for MetaMath), both
Direct Prompt and Combination outper-
form Universal Self-Consistency (and even
Inverse Prompt generally surpasses it on
closed-source LLMs), indicating the effective-
ness of using LLMs’ discriminative capabili-
ties to find the most certain answer.

5.2 Analysis

Q1: How frequently do LLMs experience uncer-
tainty in their decisions, indicated by conflicts



| MATH | MathQA

GPT-4 36.88 23.75
GPT-40 46.00 23.85
Llama-3 97.34 97.96
MetaMath | 100.00 100.00

Table 2: Conflicting percentage per dataset for each
LLM.

MATH MathQA
GPT-4 71.86/25.49 | 89.02/58.81
GPT4o | 77.93/30.30 | 93.36/62.64
Llama-3 | 76.69/23.07 | 73.77/42.23
MetaMath | 0.00/0.12 | 0.00/0.00

Table 3: Fine-grained Combination performance on
Direct Prompt and Inverse Prompt agreed/disagreed
subsets.

between Direct Promptand Inverse Prompt?
When Inverse Prompt outputs, for instance, “B,
C” as incorrect answers, we consider the remain-
ing options, i.e., “A, D, E” as the correct answer
inferred by Inverse Prompt. Conflicts arise when
Direct Prompt and Inverse Prompt reach differ-
ent conclusions. The conflict degree is calculated
as the number of conflicts divided by the total num-
ber of problems for each dataset.

Table 2 provides a summary of the severity
of self-conflict within each LLM. GPT-4 demon-
strates the highest consistency and self-confidence,
with the lowest conflict percentages across both
datasets. GPT-40 shows moderate consistency, per-
forming better on the MathQA dataset than on
MATH. Llama-3 exhibits the weakest performance
in terms of consistency on the MathQA dataset,
with the second-highest conflict rates in the MATH
dataset, indicating its unreliability in this analy-
sis. Lastly, MetaMath shows the highest conflict
rates in both datasets having 100% of conflict rates.
These results underscore the enhanced reliability of
advanced models like GPT-4. They also emphasize
the interestingness of our work, which leverages
the inconsistency in discriminative capability to en-
hance the certainty in generative decision-making.

Qs : How are LLMs performing when
their choice is agreed or disagreed by
Direct Prompt and Inverse Prompt? To an-
swer this question, we check the fine-grained
Combination performance for the agreed and
disagreed subsets between Direct Prompt and
Inverse Prompt.

Table 3 presents the performance of LLMs
when they are certain (both Direct Prompt and
Inverse Prompt agree) or uncertain (they con-
flict). It is clear that when Direct Prompt and
Inverse Prompt agree, the answers are more
likely to be correct, demonstrating significantly
higher performance than both their disagreed sub-
set and the overall dataset in Table 1. This fur-
ther suggests that combining Direct Prompt and
Inverse Prompt is an effective method for reduc-
ing uncertainty. If Direct Prompt and Inverse
Prompt disagree, a comparison between Table 1
and Table 3 indicates that Direct Prompt is the
preferred approach. These conclusions generally
apply to most LLMs, except for MetaMath, which
is non-functional due to its pretraining limitations.

Qs : When to suggest using Direct Prompt and
Inverse Prompt to self-improve generation?
Based on Table 1, we can summarize two crite-
ria: 1) For top-performing closed-source LLMs
like GPT-4 and GPT-40, using either Direct
Prompt or Inverse Prompt, or their combina-
tion Combination, shows promise. These top
LLMs perform similarly when Direct Prompt and
Inverse Prompt are used separately. Com-
bining them can result in robust performance,
but the additional time and budget required for
Combination may not be appealing. Therefore, the
concise conclusion for the top-performing closed-
source models is that either Direct Prompt or
Inverse Prompt is sufficient. ii) For open-source
LLMs, the decision to try discriminative prompts
depends on two factors: a) If the LLMs are not op-
timized to follow instructions, such as MetaMath,
neither Direct Prompt nor Inverse Prompt is
recommended. b) Even if the model is instruction-
tuned, open-source LLLMs are more likely to strug-
gle with understanding negation, so only Direct
Prompt is strongly and exclusively recommended.

6 Conclusion

This study analyzed the development of LLM’s
discriminative capability to enhance genera-
tion performance. Specifically, we introduce
Direct-Inverse Discriminative Prompting,
a multi-faceted complementary approach to evalu-
ating LLMs’ discriminative potential. Our find-
ings indicate that both Direct Prompt and
Inverse Prompt are effective for closed-source
LLMs, while for open-source LLMs, using Direct
Prompt is highly and solely recommended.



Limitations

Our study is limited by the fact that experiments
were conducted using only two datasets. In ad-
dition, if budget permits, exploring more closed-
source LLMs is preferred.

Ethics Statement

This study uses publicly and automatically ac-
cessed datasets, and no ethical issues are present.
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A Example Appendix
A1l MATH

Q: What is the 100th term of the
arithmetic sequence 6, 10, 14, 18, ...?
R: The common difference is $10—6 = 4%,
so the 100th term is $6 + 99 - 4 =
boxed{402}$.

where “Q” denotes questions and ‘“R” for ratio-
nale. “R” includes the answer in a specific format
which is boxed{A}, where A is the answer for the
problem.

A.2 MathQA

Q: what will be the difference between
simple and compound interest at 14 %
per annum on a sum of rs . 1000 after

4 years ?
R:is . i .=(1000 x 14 x 4 ) / 100 =
rs .5e0c.i.=[1000* 1+ 14/

100 ) 4 - 1000 1 = rs . 689 difference
= (689 - 560 ) =rs . 129 answer : a
O:a) 129 , b) 130 , ¢) 124 , d) 133 ,
e) 145

A: a

where "Q" denotes questions, "R" for rationale,
"O" for options, and "A" for answers.
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