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Abstract

With the rapid development of large language
models (LLMs), how to efficiently evaluate
them has become an important research ques-
tion. Existing evaluation methods often suffer
from high costs, limited test formats, the needs
of human references, and systematic evalua-
tion biases. To address these issues, our study
introduces the Auto-PRE, an automatic LLM
evaluation framework based on peer review. In
contrast to previous studies that rely on human
annotations, Auto-PRE selects evaluator LLMs
automatically based on their inherent traits in-
cluding consistency, self-confidence, and per-
tinence. We have conducted extensive exper-
iments on both summary generation and non-
factoid question-answering tasks. Results indi-
cate our Auto-PRE achieves state-of-the-art per-
formance at a lower cost. Moreover, our study
highlights the impact of prompt strategies and
evaluation formats on evaluation performance,
offering guidance for method optimization in
the future.

1 Introduction

Recently, the persistent advance of large language
models (LLMs) has attracted a lot of attention in
both academic and industry (Li et al., 2023; Yang
et al., 2023). As LLMs evolve rapidly, how to eval-
uate their performance effectively and efficiently
has become a crucial bottleneck.

Existing evaluation methods for LLMs can be
categorized into two types: manual evaluation
(Zheng et al., 2023) and automated evaluation
(Chang et al., 2024). Manual evaluation is consid-
ered the most reliable and effective in general, but
it is usually subject to high costs in practice. Auto-
mated evaluation aims to reduce the cost by directly
assessing model performance without using human
annotations. However, existing automated evalu-
ation methods often support limited types of task
formats (e.g., multiple-choice questions) and need
human-created references for judgments. While
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Figure 1: An illustration of existing peer-review meth-
ods for language generation evaluation. Methods like
ChatEval construct evaluators with homogeneous LLMs,
which may systematically prefer outputs generated by
models from the same origins; Methods like PRE con-
struct diverse evaluators for peer review but require a
human annotated exam to select qualified evaluators.
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recent studies have attempted to build reference-
free for open-ended task evaluation with LLMs,
research (Zeng et al., 2023) has shown LLM-based
evaluators, including the powerful GPT-4 (Achiam
et al., 2023), may often prefer answers generated
from models sharing the same origin with them,
which introduces systematic biases into the evalua-
tion framework and thus has limited reliability in
practice.

To this end, recent research has investigated the
possibility of employing multiple types of LLMs
to evaluate collaboratively (as shown in Figure 1)
and achieved notable performance. Similar to hu-
man peer review, when unqualified LLMs partici-
pate in peer review, they often impair the method’s
performance. Thus, how to select the appropriate



LLMs as evaluators (or reviewers) is a crucial is-
sue. ChatEval (Chan et al., 2023), for instance,
directly selects strong LLMs like GPT-4 to build
multiple agents to debate and collaborate for evalu-
ation. However, since it only utilizes LLMs from
the same series, it still suffers from systematic bi-
ases. PRE (Chu et al., 2024) proposes to build a
peer-review system with different types of evalua-
tor LLMs selected with a well-crafted exam, which
selects qualified evaluator LLMs by calculating the
accuracy of the candidate LLMs’ results compared
to the manual annotations. Although this method
can achieve superior evaluation performance, it still
relies on human-annotated data for the exam and
thus is not fully automated.

Inspired by PRE, we propose the Auto-PRE by
designing an automated qualification exam. Previ-
ous studies (Zhao et al., 2015; Zeng et al., 2023)
have shown that whether a human evaluator is ex-
cellent in the academic peer review system is influ-
enced by three important factors: (1) Consistency:
whether the reviewer produces consistent evalua-
tion; (2) Self-Confidence: whether the reviewers
can correctly estimate their evaluation confidence
based on task difficulty; (3) Pertinence: whether
the reviewer can capture the key information that
distinguishes different candidates without affected
by superficial factors that are not important for
evaluation. Based on the above observations, we
design three selection methods to filter evaluator
LLMs automatically for peer review. All these
methods involve no human annotations, thus mak-
ing the whole framework a fully automated one that
is open-ended, reference-free, cost-efficient, and
robust to systematic biases introduced by LLMs.

Experiment results on both summary generation
and non-factoid question-answering tasks indicate
that our Auto-PRE can achieve state-of-the-art per-
formance similar to PRE and ChatEval at a much
lower cost. Additionally, we analyze how prompt
strategies and evaluation formats could affect our
framework to improve the generalizability of our
work and provide more insights for future auto-
mated evaluation methods based on LLMs.

In conclusion, the contributions of this paper are
as follows:

* We propose an automatic peer-review evaluation
framework, i.e., Auto-PRE, by designing an au-
tomated qualification exam that selects qualified
evaluator LLMs based on three LLM’s traits.

* On both summary generation and non-factoid

question-answering tasks, Auto-PRE achieves
performance comparable with state-of-the-art
methods at a much lower cost.

2 Related Work
2.1 Large Language Models

There have been numerous distinctive large lan-
guage models (LLMs) designed by academic and
industrial communities, which can be categorized
into open-source and closed-source LLMs: Closed-
source LLMs are represented by OpenAl’'s GPT
series (OpenAl, 2022), Anthropic’s Claude series
(Anthropic, 2023), and Google’s released Gem-
ini (Team et al., 2023). Open-source LLMs are
famously represented by Meta’s Llama (Touvron
et al., 2023). Based on Llama, many researchers
have conducted extensive derivative work to en-
hance its performance. Representative works in-
clude Vicuna (Chiang et al., 2023), Alpaca (Taori
et al., 2023), and et al. Apart from Llama, many re-
searchers have also attempted to train their LLMs
independently, including the Baichuan series (I,
2023), the ChatGLM series (Zeng et al., 2022), and
FastChat-T5 (LMSYS, 2024).

2.2 Evaluation Methods For LLMs

Current evaluation methods for LLMs can be cat-
egorized into two types: manual evaluation and
automated evaluation, the latter can be further di-
vided into reference-based, multiple-choice ques-
tions, and LLM-based.

Manual evaluation has always been considered
the most effective and reliable evaluation method
(Frieder et al., 2023). For example, LMSYS es-
tablishes a platform, Chatbot Arena (Zheng et al.,
2023). The platform randomly selects two differ-
ent LLMs to chat with the users, who are unaware
of the two LLMs’ information and need to choose
which one performs better. Though this method can
be effective, as the number of LLMs and evaluation
tasks grows rapidly, the cost becomes increasingly
high and unsustainable.

Reference-based evaluation calculates simi-
larity metrics between the reference answer text
and the generated text to assess the quality of
the generated text. Common metrics include
BLEU(Papineni et al., 2002), ROUGE (Lin, 2004),
BERTScore (Zhang et al., 2019) and so on. How-
ever, these metrics do not fully capture answer qual-
ity. Moreover, if reference answers are disclosed,
LLMs can learn and optimize for them, making the
test data useless.



Multiple-choice questions evaluation utilizes
the format of multiple-choice questions with fixed
answer outputs to simplify the evaluation process.
GAOKAO (Zhang et al., 2023a) is a specific exam-
ple. However, this format can’t cover all real-world
problem types, especially open-ended questions
without fixed answers. Additionally, this format
mainly assesses LLMs’ understanding rather than
their generation capabilities.

LLM-based evaluation uses LLMs to conduct
evaluation tasks. ChatEval (Chan et al., 2023) uses
several GPT series LLMs to play different roles and
debate with each other and its findings suggest that
the collaborative evaluation results produced by
multiple LLMs have higher consistency with man-
ual annotations. PRE (Chu et al., 2024) emulates
the peer review mechanism in academia, selecting
qualified evaluator LLMs from various candidate
LLMs. The final evaluation results are aggregated
from the original evaluation results from all evalua-
tors. Its experiments indicate PRE can outperform
various baselines, including the method that uses
a single GPT-4 as an evaluator. It also effectively
mitigates systematic biases associated with using a
single type of LLMs as evaluators.

2.3 Meta-Evaluation For Evaluator LLMs

Although LLM-based evaluation methods have
shown competitive evaluation performance, these
methods still have many flaws, such as a prefer-
ence for verbose answers or answers generated
by similar LLMs (Zeng et al., 2023). Therefore,
many researchers have begun to introduce meta-
evaluation benchmarks to assess whether these
LLM-based methods can achieve high consistency
with manual annotations. Some of this work in-
volves constructing evaluation benchmarks through
random sampling output pairs and crowdsourced
manual annotations, such as LLMEval (Zhang
et al., 2023b), MT-Bench (Zheng et al., 2023), and
FairEval (Wang et al., 2023), but these works over-
look biases introduced by the subjective prefer-
ences of human annotators. To address this, some
researchers attempt to create more objective meta-
evaluation benchmarks; for instance, LLMBAR
(Zeng et al., 2023) is an evaluation dataset designed
to check if LLMs follow instructions in their out-
puts, with data samples that have been manually
checked by the authors to ensure objectivity.

3 Proposed Method

3.1 Motivation

As discussed in Section 1, one of the key issues in
peer-review-based evaluation is how to automati-
cally, objectively, and cost-effectively select qual-
ified evaluator LLMs. Inspired by the idea that
qualified evaluator LLMs should possess traits sim-
ilar to those of excellent human evaluators, we have
designed selection methods based on these traits.

Due to the complex nature of humans, directly
and comprehensively summarizing the traits of ex-
cellent human evaluators in an academic peer re-
view system is not a trivial task. However, accord-
ing to previous studies (Zhao et al., 2015; Zeng
et al., 2023), we can find the following three im-
portant traits: (1) Excellent evaluators should not
be influenced by the order in which papers are re-
viewed, treating each paper fairly and maintaining
consistency throughout the evaluation; (2) Excel-
lent evaluators should correctly estimate their con-
fidence in their evaluation results based on their
abilities and the difficulty of the evaluation task;
(3) Excellent evaluators should objectively evaluate
papers based on key information that distinguishes
the quality of different papers, and avoid being
influenced by superficial factors that are not im-
portant for evaluation. Based on the above three
important traits that excellent human evaluators
have, we design three methods including consis-
tency, self-confidence, and pertinence to filter qual-
ified evaluator LLMs.

3.2 Automated Qualification Exam

Figure 2 shows the framework of our automated
qualification exam. This exam incorporates three
different selection methods that reflect the traits
evaluator LLMs should possess: (1) Consistency:
evaluators should not be influenced by the con-
tent presentation order in the prompt; (2) Self-
confidence: evaluators should have a reasonable
self-confidence level on their evaluations based on
their understanding of the task difficulty and their
capabilities; (3) Pertinence: evaluators should ob-
jectively evaluate based on the key information that
distinguishes different answers like the pertinence
of the answer to the given question, rather than
making subjective judgments based on superficial
quality of the answer itself like answer length or
tone. Next, we will introduce these three selection
methods in detail.
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Figure 2: The framework of our automated qualification exam. (1) Consistency filters by swapping the positions of
answers within prompts and calculating the proportion of consistent output by the LLM before and after the swap;
(2) Self-Confidence selects based on whether the LLM shows higher confidence level on easier question set when it
faces two question sets with the same task format but objectively different difficulties; (3) Pertinence selects based
on whether the LLM can evaluate based on the pertinence of the answers to the question without affected by the

superficial quality of the answers themselves.

3.2.1 Consistency

Similar to how human evaluators may be influenced
by the order in which papers are reviewed, a lot
of research has discovered that many LLMs also
exhibit strong positional biases (Wang et al., 2023).
For instance, when asked to evaluate the quality
of two answers to the same question, the results
provided by some LLMs may be influenced by the
positions of the answers in the prompt. Based on
this, we can design a selection method as follows:

Suppose there are a question () and two different
answers Y7 and Ys. Then the input to the candidate
LLM L should include the tuple (@, Y7, Y2), and L
is required to provide a preference relation 7} for
Y1 and Ys. Subsequently, swap the positions of Y7
and Y5 in the prompt to form the tuple (Q, Y2, Y1),
and input it again to L to obtain the preference re-
lation T5. If T3 and T5 are the same, the candidate
L is considered to maintain consistent output be-
fore and after the swap; otherwise, it is considered
inconsistent. When the proportion of consistent
output by the candidate L exceeds a threshold 7, it
is considered to pass the qualification exam.

3.2.2 Self-Confidence

Like excellent human evaluators, qualified evalua-
tor LLMs should have a reasonable self-confidence
level in their evaluations based on their under-
standing of the task difficulty and their capabilities.
As for what counts as a reasonable level of self-
confidence, a suitable prior assumption is that when
the same LLM encounters two questions with the
same task format but objectively different dif-
ficulties, it should have more self-confidence in
solving the easier question. It is noteworthy that
in the above assumption, the task formats of the
two questions must be the same to ensure that the
capabilities required by the LLLM to solve the two
questions are the same. Additionally, the differ-
ence in difficulties between the two questions must
be based on objective criteria rather than human
subjective judgment, to eliminate the bias that may
arise from the disagreement between humans and
LLM:s.

Based on this assumption, we select those LLMs
that show higher self-confidence on the easier set
than on harder ones as evaluator LLMs. Two issues
need to be addressed when it comes to implemen-



Table 1: Summaries by different LLMs

Content
Original  The man’s body was discovered in
News a field near Belsyde Avenue...
GPT-4’s A man’s body was found in a field
Summary near Belsyde Avenue...
Claude’s  The body of an unidentified man
Summary was discovered in a field near...
RWKV’s Bob: Hey Alice, have you heard
Summary about the death of a man...

tation: (1) How to construct two question sets with
the same task format but objectively different diffi-
culties? (2) How to extract the self-confidence of
LLMs?

Regarding issue (1), we initially selected the
evaluation task format to be evaluating the qual-
ity difference between two answers to the same
question. Then we construct the easy and hard
question sets based on the following assumption:
The smaller the capability gap between the two
LLMs that generate the two answers, the more sim-
ilar the quality of the answers. Consequently, the
task of evaluating the quality difference between
the two answers is objectively harder; conversely, it
is easier. Based on this, we construct the easy and
hard sets by controlling the capability gap between
the two LLMs which generate the two answers, us-
ing LLMs with a significant capability gap to form
the easy set and those with minimal gap to form
the hard set.

Table 1 shows a specific example where the task
is summary generation. In the ELO leaderboard
of LMSYS released in September 2023 (Zheng
et al., 2023), GPT-4 ranks 1st and Claude 2nd,
while RWKYV (Peng et al., 2023) ranks 21st. This
suggests a significant capability gap between GPT-
4 and RWKYV and a minimal gap between GPT-4
and Claude. As Table 1 shows, both GPT-4 and
Claude generated summaries that meet the task re-
quirements, whereas RWKYV produced a dialogue
irrelevant to the task. Objectively, this makes the
task of evaluating the quality difference between
the answers from GPT-4 and Claude harder, while
it is easier to evaluate between GPT-4 and RWKV.

Regarding issue (2), we design two methods
for extracting the self-confidence of LLMs: The
first method is Direct Prompting: this method

prompts the LLM to directly output specified self-
confidence level labels. It is straightforward and
intuitive but is influenced by the prompt strategies.
Additionally, some LLMs may struggle to directly
output self-confidence labels due to lesser com-
prehension abilities. Thus, we propose the sec-
ond method, Probability Transformation: this
method converts the probability of outputting a spe-
cific token into the uncertainty of the output (Duan
etal., 2023; Manakul et al., 2023), and assumes that
higher uncertainty represents lower self-confidence.
It aligns more closely with the inherent nature of
LLM outputs, avoiding biases introduced during
output. However, it requires access to the proba-
bilities of the specific tokens, making it unsuitable
for some closed-source LLMs. We argue that these
two methods can complement each other to bet-
ter extract the self-confidence of LLMs: For some
closed-source LL.Ms that do not provide access
to specific token probabilities but generally have
larger parameter sizes and stronger capabilities,
self-confidence can be obtained by direct prompt-
ing. Conversely, for open-source LLMs with rela-
tively smaller parameter sizes and weaker capabili-
ties, which cannot extract their self-confidence by
direct prompting, we can extract self-confidence by
probability transformation.

To validate the effectiveness of our selection
method, we initially select some LLMs as candi-
dates and filter unqualified evaluator LLMs whose
confidence is higher on hard set than easy set (we
call these LLMs show a reversal of confidence).
Then we compare our selection results with those
relying on manual annotations. The results indi-
cate that LLMs that show a reversal of confidence
also show lower accuracy in the qualification tests
based on manual annotations, which demonstrates
the effectiveness of our selection method. Detailed
experiment results and analysis are in Appendix D.

3.2.3 Pertinence

When humans act as evaluators, they may some-
times focus only on the superficial quality of the
answers, such as the length and format of the an-
swer, neglecting their pertinence to given question
and thus making incorrect evaluations (Zeng et al.,
2023). Similarly, we can select evaluator LLMs
based on whether the candidate LL.Ms can distin-
guish between the pertinence of the answer to the
given question and its superficial quality.

To implement this selection method, we generate
answers that are highly pertinent to given questions



Table 2: Some cases of how GPT-4 modifies Q to Q’

Q Q’

Could someone define
Christian for me?

Can anyone explain
the concept of Bud-
dhism to me?

What is the best Fantasy
Football Platform?

What is the top Fan-
tasy Baseball App?

What do marine bi-
ologists do?

What do photojournal-
ists do?

but of lower superficial quality as RA: Relevant
Answers and answers that are less pertinent but
of higher superficial quality as IA: Irrelevant yet
well-written Answers. Specifically, the process of
constructing IA involves the following two steps:

(1) Generate a variant of the original question @),
denoted as Q’, where Q and Q' are similar but suf-
ficiently different to ensure that answers generated
based on each have significantly different perti-
nence to the original question (). The difference in
pertinence decreases as the similarity between )
and @’ increases. There are two methods for con-
structing @': one is to search other questions from
the same dataset as @ to find a suitable ', and the
other is to prompt a capable LLM (such as GPT-4)
to modify @ to obtain Q’. Table 2 shows that GPT-
4 mainly achieves the transformation from Q to Q’
by changing the keywords in the question Q.

(2) Select the answers from another LLLM in re-
sponse to Q" as the TA. Here, the LLM generating
the IA can be a more capable LLM than the LLM
generating the RA, or it can be the candidate LLM
itself. The former is based on the assumption that
a more capable LLM is likely to produce answers
with higher superficial quality, while the latter as-
sumes that the candidate LLM considers its own
answers to be of sufficient superficial quality.

To verify our assumption and the effectiveness
of our selection method, we conduct extensive ex-
periments and the results show that our selection
method has a significant ability to discriminate dif-
ferent candidate LLMs. What’s more, we explore
the robustness of the pertinence by varying the vari-
ables within it. From the results, we can observe
that the performance of smaller parameterized can-
didate LLMs is more significantly affected, while
the performance of larger parameterized candidate
LLMs remains almost unchanged. The more de-
tailed analysis can be found in Appendix E.

4 Experimental Setup
4.1 Tasks And LLMs Selection

Unlike the automated evaluation methods for
multiple-choice questions mentioned in Section
1, we focus on open-ended questions. To this
end, we select two representative generative tasks:
summary generation and non-factual question-
answering, and choose typical datasets for each.

Summary generation involves generating a sum-
mary for a given text. For this task, we utilize the
Extreme Summary (Xsum) dataset (Narayan et al.,
2018), which consists of over 220,000 real single-
document news and summaries collected by the
British Broadcasting Corporation (BBC).

Non-factual question-answering refers to provid-
ing answers to questions that do not have fixed
responses. For this task, we choose the NF-CATS
dataset (Bolotova et al., 2022). It contains about
12,000 non-factual questions and these questions
are categorized into eight classes to differentiate
the difficulty levels.

For the above two datasets, we randomly sam-
ple 100 examples from each as the question sets.
Then, we select eleven representative LLMs to gen-
erate the answers to these question sets. The basic
information and all the uses of these LLMs are
summarized in Table 5 (in Appendix A). We use
the score and rank from the leaderboard published
by LMSYS in September 2023 (Zheng et al., 2023)
as a fundamental reference for the capabilities of
these LLMs. Additionally, we reuse the manual
preference annotations over seven LLMs’ outputs
from the PRE as ground truth to evaluate the perfor-
mance of each evaluation method. We also use the
experimental settings from the original PRE, uti-
lizing the answers and their corresponding manual
annotations from three LLMs as PRE’s qualifica-
tion exam data. Moreover, we select seven LLMs
as candidate LLMs. To ensure the stability and
reproducibility of the evaluation results, we set the
temperature as 0 and do_sample as False.

4.2 Prompt Strategies

Section 3.2.2 introduces the method for extracting
the self-confidence of LLMs by direct prompting.
When implementing it, we designed four different
prompt strategies as shown in Table 6 (in Appendix
B) by varying two aspects: the self-confidence level
labels and the granularity.

What’s more, Section 3.2.2 also introduces the
method for extracting the self-confidence of LLMs



Table 3: The overall performance of our Auto-PRE and other baselines. ‘pass’ records the qualified LLMs (Vicuna-
7b-v1, ChatGLM3-6B, Baichuan-2-13b, FastChat-t5-3b, GPT-3.5-turbo, ChatGLM-Pro, and GPT-4 are abbreviated
as integers 1-7, respectively). The best result is highlighted in bold and the second-best result is underlined.

| Xsum | NF-CATS
methods pairwise 5-level 100-level pairwise 5-level 100-level
pass acc pass acc pass acc pass acc pass acc pass acc

ChatEval - 0.6584 - 0.5694 - 0.5747 - 0.7366 - 0.6009 - 0.6435
GPT-4 - 0.7369 - 0.6893 - 0.7005 - 0.7815 - 0.6330 - 0.6801
PRE [3.4.5,6,7] 0.7423 [2,34.5,6,7] 0.7211 [2,3.45,6,7] 0.7192 | [4,5,6,7] 0.7801 [6,7] 0.6824  [6,7] 0.7104
wo-filter PRE | all 0.7401 all 0.7055 all 0.7002 | all 0.7542  all 0.6804 all 0.6711
Auto-PRE (C) | [4,5,6,7] 0.7381 [4,5,6,7] 0.7064 [4,5,6,7] 0.7133 | [5,6,7] 0.7664  [5,6,7] 0.6795  [5,6,7] 0.6905
Auto-PRE (S) | [3.4,5,6,7] 0.7398 [3.4,5,6,7] 0.7086 [3,4,5,6,7] 0.7114 | [3,4,6,7] 0.7598 [3.4,6,7] 0.6735 [3.4,6,7] 0.6702
Auto-PRE (P) | [2,4,5,6,7] 0.7379 [2,4,5,6,7] 0.7231 [2,4,5,6,7] 0.7195 | [4,5,6,7] 0.7702 [4,5,6,7]1 0.6836 [4,5,6,7] 0.6774
Auto-PRE (A) | [4,5,6,7] 0.7412  [4,5,6,7] 0.7047 [4,5,6,7] 0.7144 | [6,7] 0.7821 [6,7] 0.6777 [6,7] 0.7104

by probability transformation. In practical imple-
mentation, to minimize the influence of irrelevant
tokens, we choose to simplify the output content.
Specifically, we set the task format as pairwise
(evaluating the quality difference of two answers to
the same question). The candidate LLMs are only
required to output the specific token ‘one’ or ‘two’
to indicate which answer is better. Through this
simplification, we can directly convert the proba-
bility p of an LLLM outputting ‘one’ or ‘two’ into
the LLM’s uncertainty (—logp) (Duan et al., 2023;
Manakul et al., 2023), thereby obtaining the self-
confidence of the LLM. The output restriction state-
ment we designed is: "You only need to output
‘one’ or ‘two’ directly to indicate which answer is
better." Then we design two types of prompts based
on the position of the output restriction statement
within the prompt:

(1) promptl: The output restriction statement is
placed at the beginning of the prompt, i.e., "Output
restriction statement + Question + Two answers."

(2) prompt2: The output restriction statement is
placed at the end of the prompt, i.e., "Question +
Two answers + Output restriction statement."

4.3 Evaluation Formats And Metrics

We compare two evaluation formats: pointwise
and pairwise. For pointwise, we design two imple-
mentation approaches: 5-level and 100-level. For
pairwise evaluation, we minimize the bias intro-
duced by the positioning of answers by calculating
the mean of the evaluation results before and after
swapping the positions of the two answers. The
specific information can be found in Appendix C.
We analyze the experimental results using var-
ious metrics and methods such as accuracy (the
agreement rate between the manual preference an-
notations and the evaluation results. When us-

ing pointwise evaluation, we will convert each an-
swer’s individual scores into pairwise rankings),
Kendall’s tau coefficient (Kendall, 1938), Spear-
man’s rank correlation coefficient (Lehman et al.,
2013), t-test (Student, 1908), and rank-sum test
(McKnight and Najab, 2010).

4.4 Baselines

We compare Auto-PRE with state-of-the-art meth-
ods including PRE, wo-filter PRE (all candidate
LLMs are treated as evaluator LLLMs), ChatEval
(uses two GPT-3.5-turbo to build two agents as
evaluators to debate in two rounds with one-by-one
communication strategy) and GPT-4 (uses a single
GPT-4 as the evaluator). See more detailed settings
in Appendix F.

S Results And Analysis

In this section, we present the experimental results
and attempt to answer the following two research
questions (RQs):

(1) How does the performance of our Auto-PRE
compare to these baseline methods?

(2) What advantages does our Auto-PRE have in
balancing cost and performance?

5.1 Overall Results (RQ1)

In this section, we compare Auto-PRE with vari-
ous baseline methods. Table 3 shows the overall
performance of our Auto-PRE and other baseline
methods on the Xsum and NF-CATS datasets. The
results indicate that under various task settings,
Auto-PRE achieves performance that is comparable
to state-of-the-art methods and on the NF-CATS,
Auto-PRE performs the best. Additionally, the
evaluation format has a significant impact on the
performance of the methods and the experiments
show that pairwise generally outperforms point-



Table 4: The detailed settings and cost of various vari-
ants of evaluation methods. In Auto-PRE, if two same
LLMs are used, the difference is the prompt strategy.
Take the ChatEval-3 as an example, testing a single sam-
ple requires calling GPT-3.5-turbo’s API four times, so
its cost is approximately 4 ($/1 M tokens).

Method Settings Cost ($/1 M tokens)

one GPT-3.5-turbo as evaluator;
one role; one round of debate; 1
one-by-one communication strategy

ChatEval-1 (C1)

two GPT-3.5-turbo as evaluators;
two roles; one round of debate; 2
one-by-one communication strategy

ChatEval-2 (C2)

two GPT-3.5-turbo as evaluators,
two roles; two rounds of debate; 4
one-by-one communication strategy

ChatEval-3 (C3)

open-source LLMs;

Auto-PRE-1 (A1) one ChatGLM-Pro

open-source LLMs;
one ChatGLM-Pro; 2
one GPT-3.5-turbo

Auto-PRE-2 (A2)

open-source LLMs;
one ChatGLM-Pro; 3
two GPT-3.5-turbo

Auto-PRE-3 (A3)

open-source LLMs;
two ChatGLM-Pro; 4
two GPT-3.5-turbo

Auto-PRE-4 (A4)

open-source LLMs;

one ChatGLM-Pro;

one GPT-3.5-turbo’
one GPT-4

Auto-PRE-5 (AS) 42

wise. More analysis and discussion can be found
in Appendix G.

5.2 Cost Analysis (RQ2)

In addition to comparing the performance of Auto-
PRE with various baselines, we are also interested
in the impact of evaluation cost on performance.
Hence, we implement various variants of the above
methods to compare the evaluation performance
at different costs (as shown in Table 4). We use
pairwise as the evaluation format, each task has
4200 samples and each sample has about 1K tokens,
so completing each task requires approximately 4.2
M tokens. Based on the official pricing released
(glm; gpt), the costs of ChatGLM_Pro and GPT-
3.5-turbo are estimated to be similar at 1 ($/1 M
tokens). The cost of GPT-4 is estimated at 40 ($/1
M tokens). Open-source LLMs (like FastChat-t5-
3b) are considered cost-free. Additionally, the cost
of the qualification exam of PRE based on human
annotations is about $115 while the cost of our
automated qualification exam (less than 13$) can be
neglected compared to the total costs.

Figures 3 and 4 show the relationship between
the total cost and accuracy. The results show that
at the same cost, Auto-PRE can achieve higher

0.75 oRE
A A GPT-4, .
0731 Al .
Auto-PRE
0.70 ChatGLM_Pro (A5)
9
©
50.68
g C3
®065 GPT3.5turbo
R o7
0.63
--4- ChatEval
--+-- Auto-PRE
0.60 20 55 5 = =

3.0 3.5 4
log2(cost ($))

Figure 3: The performance on the Xsum (The labels on
the line represent different variants (Table 4)

0.80
GPT-4, PRE
Al )
Auto-PRE
0.75 N (A5)
- c3
& ChatGLM_Pro
50.70 :
[}
[}
©
0.65
-4 ChatEval
_GPT—3.5>tUI’bO ..... Auto-PRE
0.60

2.0 2.5 3.0 7.5 8.0
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Figure 4: The performance on the NF-CATS

performance than all baselines. Moreover, Auto-
PRE can achieve performance comparable with
state-of-the-art methods at a much lower cost.

6 Conclusion

This paper develops the Auto-PRE by designing
an automated qualification exam based on three
LLMs’ inherent traits: (1) Consistency: swapping
the positions of answers within prompts, whether
the LLM produces consistent output before and af-
ter the swap; (2) Self-Confidence: when facing two
question sets with the same task format but objec-
tively different difficulties, whether the LLM shows
more confidence on the easier set. (3) Pertinence:
whether the LLM can differentiate the pertinence
of the answers to the question and the superficial
quality of the answers themselves. Experiment re-
sults indicate that, across various scenarios, our
Auto-PRE can achieve comparable performance to
state-of-the-art at a much lower cost. Moreover,
we analyze how prompt strategies and evaluation
formats could affect evaluation performance to ex-
plore optimization methods for future automated
evaluation methods based on LLMs.



7 Limitations

We think our work has two main limitations:

1. Due to cost considerations, the number of
LLMs used in our experiments remains limited, for
example, LLMs such as Claude-2 and Llama-70b
have not been set as candidate LLMs. However,
we believe our Auto-PRE has good generality and
scalability. Therefore, future work can increase the
number of LLMs to conduct larger-scale experi-
mental validations.

2. We need to explore deeper into some experi-
mental phenomena that have been observed, such
as designing and validating more efficient prompt
strategies.

In summary, we will continue striving towards
developing an automated evaluation framework for
LLMs that is low-cost, reference-free, capable of
addressing diverse real-world scenarios, and mini-
mizes systemic biases as much as possible.

8 Ethics Statement

Throughout this research, ethical considerations
have been integral to ensuring the responsible de-
velopment and application of Al technologies. We
are committed to the principles of open research
and the scientific value of reproducibility. There-
fore, we have made all code from our study publicly
accessible on GitHub. This transparency allows the
community to validate our results and promotes the
use of our methods in various settings.
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Table 5: The basic information and all the uses of LLMs.
ChatGLM2-6B has evolved to ChatGLM3-6B during
our work; hence, while reusing the manual annotations
of ChatGLM2-6B, we choose ChatGLM3-6B as a can-
didate LLM

ELO score LLM manual PRE . candidate
LLM to be . qualification
(rank) . annotation LLM
reviewed exam data
1193
GPT-4 (1/28) v v
1161
Claude-1 2/28) v v
GPT-3.5 1118
-turbo (5/28) v v v v
Llama-2 1060 v
-70b-chat (7/28)
Vicuna 1003
-7b-v1 (14/28) v v v
ChatGLM 965
2(3)-6B (18/28) v v v
RWKV-4-  14B:939 v v
Raven-7B (21/28)
13B:919
Alpaca-7b 2228) v v v
FastChat 888
-t5-3b (25/28) v v v
ChatGLM B v v
-Pro
Baichuan2 v v

-13b

A The Basic Information And All Uses of
LLMs

In this section, we show the basic information and
all the uses of LLMs, which can be found in Table
5. The specific meaning of each column refers to
section 4.1.

B Four Different Prompt Strategies For
Extracting The Self-Confidence Of
LLMs

In this section, we show the four different prompt
strategies for extracting the self-confidence of
LLMs by direct prompting, which can be found
in Table 6.

C Evaluation Formats

In this section we show the three different evalua-
tion formats, which can be found in Table 6.

D Self-Confidence Results
D.1 Is The Self-Confidence Of LLM Sensitive
To Different Prompt Strategies?

In this section, we investigate how prompt strate-
gies affect the self-confidence extracted from the


https://api.semanticscholar.org/CorpusID:252715691
https://api.semanticscholar.org/CorpusID:252715691
https://api.semanticscholar.org/CorpusID:252715691
https://api.semanticscholar.org/CorpusID:259129398
https://api.semanticscholar.org/CorpusID:259129398
https://api.semanticscholar.org/CorpusID:259129398

Table 6: Four different prompt strategies for extracting
the self-confidence of LLMs. Fine-grained prompts are
achieved by adding specific explanations for each level
label, and coarse-grained prompts are unexplained.

Prompt self- granularity
Strategies confidence
level labels
num [1,2,3,4,5] coarse-
grained
wme [1.2.3.4,5] fine-
_explanation .
grained
doubtful [‘doubtful’, fine-
‘uncertain’, grained
‘moderate’,
‘confident’,
‘absolute’]
null [‘null’,‘low’, fine-
‘medium’, grained
‘high’, ‘expert’]

Table 7: Three evaluation formats

Evaluation Format Template

###Task Description#H#.

Directly output a number between 1 and 5
to indicate the quality score of this answer:

- 1 means the answer is irrelevant to the question

- 2 means the answer is related to the question,

but does not solve the question
5-level 4

- 3 means the answer only solves a part of the question

- 4 means the answer solves majority aspects of
the question, but not perfect

- 5 means the answer is perfect to solve the question

##HtQuestion+Answer#Ht
###Task Description###

Directly output a number between 0 and 100 to
indicate the score of this answer. The higher the score,
the higher the quality of the answer.

100-level

###Question+Answer###

pairwise Prompt1 (default) and Prompt2 described in section 4.2

LLM. We compare four different prompt strategies
as shown in Table 6 and select ChatGLM-Pro as
the evaluator LLM; GPT-4, Claude-1, and RWKV-
4-Raven-7B as LLMs to be reviewed. Using these
three LLMs, we generate answers to the Xsum
question set and paired them in a pairwise evalu-
ation format to create a total of 300 paired exam-
ples. To minimize the positional bias of answers
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Table 8: The impact of prompt strategies on the self-
confidence of LLM. Only the results for ‘doubtful” and
‘null’ in the first row show significant consistency (p-
value less than 0.05), while the results of the other

groups all exhibit inconsistency.

Comparison group

Spearman’s coefficient

Kendall’s coefficient

(p-value) (p-value)
doubtful vs null 0.2198(0.003) 0.2144(0.003)
doubtful vs num 0.0377(0.604) 0.0372(0.603)
doubtful vs num_explanation -0.0356(0.622) -0.0350(0.621)
null vs num -0.0205(0.781) -0.0202(0.780)
num vs num_explanation -0.0143(0.842) -0.0141(0.842)
null vs num_explanation -0.0035(0.962) -0.0034(0.962)

0.6

051 *

o
»

o
N

Kendall's coefficient
(absolute value)
o
w

0.1

0.0

0 50 100 150 200

The capability gap between the two LLMs being reviewed
(calculated based on the scores from the LMSYS leaderboard)

250 300

Figure 5: The impact of different pairs of LLMs to be
reviewed on the consistency between ‘doubtful’ and
‘null’, where red dots indicate significant consistency
(p-value less than 0.05), and blue dots indicate non-
significant consistency (p-value greater than 0.05).

within the prompts, we swap the positions of the
two answers in each sample, resulting in a total
of 600 paired examples. The experiment results
are shown in Table 8. To further verify whether
the consistency of the results for ‘doubtful’ and
‘null’ is general, we expand the number of LLMs to
be reviewed, including Alpaca-7b, Vicuna-7b-vl,
GPT-3.5-turbo, Claude-1, FastChat-t5-3b, GPT-4,
Llama2-70b-chat, and RWKV-4-Raven-7B, with
other settings remaining unchanged. The results
are shown in Figure 5. We can find that when
varying the pairs of the LLMs being tested, the
consistency between the two sets of results under
the ‘doubtful” and ‘null’ settings appears random,
and the degree of consistency does not exhibit a
clear relationship with the capability gap between
the two LLMs being tested. Therefore, we can
know that the self-confidence of LLMs is sensitive
to prompt strategies, highlighting the importance
of designing appropriate prompt strategies.



D.2 Does The Self-Confidence Of LLM
Reverse When Performing Two Question
Sets With Same Task Format But
Objectively Different Difficulties?

Table 9: The self-confidence level of LLMs extracted by
direct prompting on the Xsum dataset. The ‘doubtful’
and ‘null’ are two prompt strategies. After obtaining
self-confidence level labels on both question sets, we
converted them into integers from 1 to 5 (with higher
numbers indicating greater confidence) and then cal-
culated the mean and standard deviation as the results.
The two data in each row can be considered to have
significant differences (p-value less than 0.05 in t_test
and rank_sum test).

different settings easy hard

doubtful_ChatGLM-Pro  4.0824+0.5333  3.7474+0.4796
null_ChatGLM-Pro 3.9738+0.4020 3.8883+0.4293
doubtful_ChatGLM3-6B  4.0331+£0.8913  3.8101+0.9322
null_ChatGLM3-6B 3.9206+1.0979  4.0964+1.0155
doubtful _GPT-3.5-turbo  4.2050+0.5683  3.7450+0.4359
null_GPT-3.5-turbo 4.0500+£0.2179  3.9600+0.2417

We initially select some candidate LLMs for fil-
tering tests, and then compare our selection results
with those relying on manual annotations to ex-
amine whether the LLLMs exhibiting a reversal of
self-confidence inversion also perform poorly in
the qualification tests based on manual annotations.
Table 9 and 10 (in Appendix D) show the self-
confidence level of LLMs extracted by two meth-
ods on the Xsum dataset. The easy set is formed
by GPT-4 and RWKY, the hard set is formed by
GPT-4 and Claude. Both experiment results show
that the self-confidence level of ChatGLM3-6B on
the easy set is lower than on the hard set, indicating

Table 10: The self-confidence level of LLMs extracted
by probability transformation on the Xsum dataset. The
‘promptl’ and ‘prompt2’ are two prompt strategies. The
results show represent the mean and standard deviation
of uncertainty, with higher values indicating lower
self-confidence. The two data in each row can be con-
sidered to have significant differences (p-value less than
0.05 in t_test and rank_sum test), except that marked
with *.

different settings easy hard

promptl + ChatGLM3-6B*  0.6090+0.2027  0.6407+0.1960
prompt2 + ChatGLM3-6B  0.5573+0.1932 0.5015+0.1671
promptl + Baichuan2-13b ~ 0.3198+0.2288 0.4088+0.1776
prompt2 + Baichuan2-13b  0.3631+0.2137  0.4308+0.1881
promptl + GPT-3.5-turbo 0.2871+0.3008  0.3776+0.2844
prompt2 + GPT-3.5-turbo 0.2102+0.2444  0.3269+0.2516
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areversal of confidence. Therefore, it is filtered out.
Then we conduct the filtering test based on manual
annotation and the results are shown in Figure 6. It
indicates that LLMs exhibiting a reversal of confi-
dence also show lower accuracy in the qualification
tests based on manual annotations, which demon-
strates the effectiveness of our selection method.
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Figure 6: The left vertical axis shows the uncertainty
of LLM and higher uncertainty indicates lower self-
confidence. The right vertical axis shows the accuracy
of LLM in the qualification test based on manual anno-
tations. The horizontal axis represents different exper-
imental groups (each group is further divided into the
easy and hard sets, for example, ‘glm3_e_p2’ means:
LLM is ChatGLM3-6B, prompt is ‘prompt2’, and the
question set is ‘easy’). The accuracy of the LLM in
the manual annotation-based selection is marked by red
triangles, while the uncertainty data are depicted as box
plots (Williamson et al., 1989). If a paired box’s median
(represented by the yellow line) shows the left higher
than the right, it indicates a reversal of confidence.

D.3 More Self-Confidence Results On The
NF-CATS

In this section, we show some self-confidence re-
sults on the NF-CATS (Table 11). Despite the task
difficulty of the NF-CATS being quite different
from that of the Xsum, our selection method still
proved effective, validating that our method is gen-
eral.



Table 11: The self-confidence level of LLMs extracted
by probability transformation on the NF-CATS dataset.
The ‘prompt1’ and ‘prompt2’ are two prompt strategies.
The results show represent the mean and standard de-
viation of uncertainty, with higher values indicating

lower self-confidence.

different settings easy hard

promptl + ChatGLM3-6B  0.2638+0.2015 0.1730+0.1313
prompt2 + ChatGLM3-6B  0.4271+0.3709  0.4763+0.3666
promptl + GPT-3.5-turbo ~ 0.2146+0.2630 0.1957+0.2206
prompt2 + GPT-3.5-turbo  0.2308+0.2237  0.2304+0.2514
promptl + Baichuan2-13b  0.5051+0.2101 0.5189+0.1852
prompt2 + Baichuan2-13b  0.4186+0.2854  0.4287+0.2585
promptl + Fastchat-t5-3b ~ 0.1775+0.2163  0.1960+0.1945
prompt2 + Fastchat-t5-3b ~ 0.2808+0.2179 0.4112+0.1898
promptl + Vicuna-7b-vl  0.3820+0.1541 0.4197+0.1510
prompt2 + Vicuna-7b-vl  0.5214+0.2806 0.5098+0.3034

Table 12: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The Xsum
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt1’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

ChatGLM  FastChat Baichuan2 ChatGLM GPT-3.5
3-6B -t5-3b -13b -Pro -turbo

0.765 0.865 0.670 0.995 0.980
0.740 0.855 0.670 0.990 0.975
0.730 0.855 0.670 0.975 0.970

0.770 0.865 0.630 0.990 0.955
0.700 0.860 0.640 0.970 0.945
0.705 0.820 0.650 0.970 0.950

0.740 0.835 0.670 0.995 0.960
0.715 0.800 0.670 0.985 0.935
0.695 0.765 0.670 0.985 0.960

L1 L2

GPT-4
Vicuna-7b-v1
ChatGLM2-6B
GPT-4
Vicuna-7b-v1
ChatGLM2-6B
GPT-4
Vicuna-7b-v1
ChatGLM2-6B

Baichuan2
-13b

GPT-3.5
-turbo

self
-generate

E Pertinence Results

E.1 The Impact Of LLMs That Generate RA
(L1) And IA (L2)

In our experiments, we select ChatGLM?3-6B,
FastChat-t5-3b, Baichuan2-13b, ChatGLM-Pro,
and GPT-3.5-turbo as candidate LL.Ms. Table 12
(in Appendix E) shows that the LLMs used for gen-
erating RA (L1) and IA (L9) significantly impact
the results. Moreover, the results generally show
a trend of decreasing as the capability of L; di-
minishes and that of Ly increases. This is because
when we choose a weaker LLM L; and a relatively
stronger LLM Lo, the surface quality of the RA
declines while that of the IA improves, leading the
candidate LLMs to be more easily misled by the IA,
thus lowering their accuracy. It is worth noting that
when Ls is the candidate LLM itself, referred to as
‘self-generate’, the performance of the candidate
LLMs does not significantly differ from when Lo
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Table 13: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The Xsum
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt2’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

ChatGLM  FastChat Baichuan2 ChatGLM GPT-3.5
3-6B -t5-3b -13b -Pro -turbo

0.505 0.705 0.750 0.990 0.985
0.505 0.675 0.710 0.980 0.960
0.500 0.650 0.750 0.975 0.970

0.500 0.680 0.730 0.980 0.955
0.500 0.655 0.700 0.965 0.945
0.500 0.640 0.735 0.970 0.930

0.500 0.590 0.750 0.990 0.960
0.500 0.590 0.710 0.970 0.930
0.500 0.565 0.750 0.965 0.935

L1 L2

Vi C:II:T;:J 1 Baichuan2
icu v 13b

ChatGLM2-6B

GPT-4
Vicuna-7b-v1 GPT-3.5

ChatGLM2-6B  ~UrP°
GPT-4
Vicuna-7b-v1
ChatGLM2-6B

self
-generate

is another LLLM, indicating that using the candidate
itself as a source for generating IA is feasible.

E.2 The Impact Of Prompt Strategies

We modify the prompt used to ‘prompt2’, keep-
ing other settings the same with the previous ex-
periments. Table 13 shows the results. We can
observe that the performance of smaller parameter-
ized candidate LL.Ms is more significantly affected,
while the performance of larger parameterized can-
didate LLMs remains almost unchanged. Specifi-
cally, ChatGLM3-6B and FastChat-t5-3b show a
decrease in performance under the prompt?2 setting
compared to the promptl setting, with ChatGLM3-
6B’s accuracy even dropping to 0.5 in many cases
under prompt2, which is nearly equivalent to the
accuracy of randomly generated answers. On
the other hand, Baichuan2-13B seems to handle
prompt2 better, showing improved performance
over promptl; ChatGLM-Pro and GPT-3.5-turbo
exhibit robust performance across both prompt
strategies. This underscores the importance of care-
ful design in prompt strategies again.

E.3 The Impact Of Methods For Getting Q’

We also explore the effects of different methods for
constructing Q’. Table 14 shows the results. Firstly,
the impact of prompt strategies on the candidate
LLMs is consistent with the observations from sec-
tion G.2. Secondly, because the Q’ obtained by
random searching often exhibits a greater from Q,
the pertinence scores of the RA are easily higher
than those of the IA. Consequently, all candidate
LLMs, except for FastChat-t5-3b, achieve higher
accuracy under this setting than before. The anoma-
lous performance of FastChat-t5-3b suggests that it



Table 14: L1 represents the LLM that generates RA, and
L2 represents the LLLM that generates IA. The Xsum
dataset is used as the question Q. We randomly search a
question that is different from Q as Q’ from the Xsum
dataset. We calculate the accuracy of the candidate
LLMs as the result (the proportion where the RA is
rated better than the IA).

ChatGLM  FastChat Baichuan2 ChatGLM GPT-3.5

L1 PrOmPt s 6B 453b  -13b Pro  -turbo
GPT-4 0.855 0.595 0.730 1.000 1.000
Vicuna-7b-vl  promptl 0.795 0.600 0.755 1.000 1.000
ChatGLM2-6B 0.775 0.595 0.720 1.000 1.000
GPT-4 0.500 0.505 0.820 1.000 1.000
Vicuna-7b-vl  prompt2 0.495 0.515 0.825 1.000 1.000
ChatGLM2-6B 0.500 0.530 0.845 0.995 1.000

Table 15: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The NF-CATS
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘promptl’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

ChatGLM  FastChat Baichuan2 ChatGLM GPT-3.5

2 L2 3-6B -t5-3b -13b -Pro -turbo
GPT-4 FastChat 0.573 0.853 0.735 1.000 0.895
Vicuna-7b-v1 7{573b 0.565 0.888 0.670 1.000 0913
ChatGLM2-6B 0.540 0.858 0.665 0.975 0.810
GPT-4 Baichuan2 0.500 0.858 0.525 0.938 0.828
Vicuna-7b-v1 13b 0.495 0.873 0.505 0.755 0.773
ChatGLM2-6B ) 0.495 0.868 0.520 0.845 0.600
GPT-4 GPT-3.5 0.500 0.845 0.540 0918 0.803
Vicuna-7b-v1 o r-l; N 0.485 0.873 0.530 0.885 0.728
ChatGLM2-6B -urbo 0.490 0.848 0.525 0.800 0.725

Table 16: L1 represents the LLM that generates RA, and
L2 represents the LLM that generate IA. The NF-CATS
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt2’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

Li 2 ChatGLM  FastChat Baichuan2 ChatGLM GPT-3.5

3-6B 5-3b -13b Pro “turbo

GPT-4 FasiChat 0560 0.898 0725 1000 0935
Vieuna-7o-vl ol 0.553 0910 0.730 0993 0950
ChatGLM2-6B 0.553 0.888 0.700 0965  0.888

GPT-4 Baichuany 0523 0.885 0.595 0920 0905
Vicuna-7b-v1 I, 0513 0.870 0515 0855 0815
ChatGLM2-6B 0.493 0.865 0515 079 0738

GPT-4 Gpras 0468 0.890 0.535 0905 0835
Vicuna-7b-v1 i 0510 0.880 0.535 0860  0.730
ChatGLM2-6B "¢ 0.455 0.843 0.465 0.775 0.665

may be less sensitive to changes in the pertinence
score difference between positive and IA.

E.4 More Pertinence Results On The
NF-CATS

Table 15 and 16 show more ‘pertinence’ results
on the NF-CATS. The observations are almost the
same as those on the Xsum, which proves our se-

Table 17: The specific details of different settings.

method selection method  threshold weight
PRE manual annotations 0.6 accuracy in the exam
wo-filter PRE - - 1
Auto-PRE (C) Consistency 0.55 1
Auto-PRE (S) Self-confidence - 1
Auto-PRE (P) Pertinence 0.7 1

Auto-PRE(A) All-three - average

lection method is general. Specifically, we observe
that the candidate LLMs exhibit greater robust-
ness to ‘prompt1’ and ‘prompt2’ on the NF-CATS
dataset than on the Xsum dataset. This may be
due to the shorter length of samples on the NF-
CATS compared to the Xsum, which reduces the
differences between ‘prompt1’ and ‘prompt2’.

F The Detailed Setting Of Different
Methods

In this section, we show the detailed setting of
different methods, which can be found in Table 17.

The threshold is served as the pass line for can-
didate LLMs in the exam. The 0.6 threshold for
PRE and the 0.55 threshold for Auto (C) are both
referenced from the PRE work, while the 0.7 thresh-
old for Auto (P) is based on the results in the ex-
periments of Section E. In practical applications,
these parameters can be flexibly adjusted based on
their performance across validation sets for differ-
ent tasks.

The weight refers to the fusion weight of each
evaluator LLM when merging all evaluation results
in the final stage. For Auto-PRE(A), the weight
is ‘average’ which means the average accuracy of
LLM in three selection methods: Consistency (the
proportion of consistent output), Self-Confidence
(default as 1), and Pertinence (the proportion where
the RA is rated better than the IA).

G More Analysis and Discussion About
The Overall Result

Firstly, we find that although Auto-PRE (A) always
outperforms the other variants of Auto-PRE under
pairwise evaluation, it is less effective than Auto-
PRE with only one selection method under point-
wise evaluation. As for the possible reasons, on the
one hand, this may be due to the inherently larger
result biases associated with the pointwise evalua-
tion format; on the other hand, it may be because
the three selection methods we currently designed
are all organized in a pairwise format rather than
a pointwise format, which may compromise their



effectiveness in pointwise evaluation. In the future,
we will further design pointwise selection methods
to enhance our framework.

What’s more, it is interesting that sometimes,
the wo-filter PRE results in superior final evalua-
tion performance compared to outcomes from strin-
gent selections. A plausible explanation for this
could be that, in the wo-filter PRE, more unqual-
ified LLMs are incorporated into the peer-review
system. While these LLMs indeed have a negative
impact on performance due to their inaccurate eval-
uations, they also contribute positively by reducing
biases introduced by powerful but high-bias eval-
vator LLMs, such as GPT-4, during the merging
stage. This inspires us to consider two directions
for future research: on the one hand, exploring
how to integrate the biases of LLMs (preferring
answers generated from similar LLMs) into our
selection methods; on the other hand, beyond de-
signing an effective qualification exam, it is also
worth investigating how to merge the evaluation
results to achieve more unbiased results under the
peer review framework.

16
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