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Abstract
With the rapid development of large language001
models (LLMs), how to efficiently evaluate002
them has become an important research ques-003
tion. Existing evaluation methods often suffer004
from high costs, limited test formats, the needs005
of human references, and systematic evalua-006
tion biases. To address these issues, our study007
introduces the Auto-PRE, an automatic LLM008
evaluation framework based on peer review. In009
contrast to previous studies that rely on human010
annotations, Auto-PRE selects evaluator LLMs011
automatically based on their inherent traits in-012
cluding consistency, self-confidence, and per-013
tinence. We have conducted extensive exper-014
iments on both summary generation and non-015
factoid question-answering tasks. Results indi-016
cate our Auto-PRE achieves state-of-the-art per-017
formance at a lower cost. Moreover, our study018
highlights the impact of prompt strategies and019
evaluation formats on evaluation performance,020
offering guidance for method optimization in021
the future.022

1 Introduction023

Recently, the persistent advance of large language024

models (LLMs) has attracted a lot of attention in025

both academic and industry (Li et al., 2023; Yang026

et al., 2023). As LLMs evolve rapidly, how to eval-027

uate their performance effectively and efficiently028

has become a crucial bottleneck.029

Existing evaluation methods for LLMs can be030

categorized into two types: manual evaluation031

(Zheng et al., 2023) and automated evaluation032

(Chang et al., 2024). Manual evaluation is consid-033

ered the most reliable and effective in general, but034

it is usually subject to high costs in practice. Auto-035

mated evaluation aims to reduce the cost by directly036

assessing model performance without using human037

annotations. However, existing automated evalu-038

ation methods often support limited types of task039

formats (e.g., multiple-choice questions) and need040

human-created references for judgments. While041

Figure 1: An illustration of existing peer-review meth-
ods for language generation evaluation. Methods like
ChatEval construct evaluators with homogeneous LLMs,
which may systematically prefer outputs generated by
models from the same origins; Methods like PRE con-
struct diverse evaluators for peer review but require a
human annotated exam to select qualified evaluators.

recent studies have attempted to build reference- 042

free for open-ended task evaluation with LLMs, 043

research (Zeng et al., 2023) has shown LLM-based 044

evaluators, including the powerful GPT-4 (Achiam 045

et al., 2023), may often prefer answers generated 046

from models sharing the same origin with them, 047

which introduces systematic biases into the evalua- 048

tion framework and thus has limited reliability in 049

practice. 050

To this end, recent research has investigated the 051

possibility of employing multiple types of LLMs 052

to evaluate collaboratively (as shown in Figure 1) 053

and achieved notable performance. Similar to hu- 054

man peer review, when unqualified LLMs partici- 055

pate in peer review, they often impair the method’s 056

performance. Thus, how to select the appropriate 057
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LLMs as evaluators (or reviewers) is a crucial is-058

sue. ChatEval (Chan et al., 2023), for instance,059

directly selects strong LLMs like GPT-4 to build060

multiple agents to debate and collaborate for evalu-061

ation. However, since it only utilizes LLMs from062

the same series, it still suffers from systematic bi-063

ases. PRE (Chu et al., 2024) proposes to build a064

peer-review system with different types of evalua-065

tor LLMs selected with a well-crafted exam, which066

selects qualified evaluator LLMs by calculating the067

accuracy of the candidate LLMs’ results compared068

to the manual annotations. Although this method069

can achieve superior evaluation performance, it still070

relies on human-annotated data for the exam and071

thus is not fully automated.072

Inspired by PRE, we propose the Auto-PRE by073

designing an automated qualification exam. Previ-074

ous studies (Zhao et al., 2015; Zeng et al., 2023)075

have shown that whether a human evaluator is ex-076

cellent in the academic peer review system is influ-077

enced by three important factors: (1) Consistency:078

whether the reviewer produces consistent evalua-079

tion; (2) Self-Confidence: whether the reviewers080

can correctly estimate their evaluation confidence081

based on task difficulty; (3) Pertinence: whether082

the reviewer can capture the key information that083

distinguishes different candidates without affected084

by superficial factors that are not important for085

evaluation. Based on the above observations, we086

design three selection methods to filter evaluator087

LLMs automatically for peer review. All these088

methods involve no human annotations, thus mak-089

ing the whole framework a fully automated one that090

is open-ended, reference-free, cost-efficient, and091

robust to systematic biases introduced by LLMs.092

Experiment results on both summary generation093

and non-factoid question-answering tasks indicate094

that our Auto-PRE can achieve state-of-the-art per-095

formance similar to PRE and ChatEval at a much096

lower cost. Additionally, we analyze how prompt097

strategies and evaluation formats could affect our098

framework to improve the generalizability of our099

work and provide more insights for future auto-100

mated evaluation methods based on LLMs.101

In conclusion, the contributions of this paper are102

as follows:103

• We propose an automatic peer-review evaluation104

framework, i.e., Auto-PRE, by designing an au-105

tomated qualification exam that selects qualified106

evaluator LLMs based on three LLM’s traits.107

• On both summary generation and non-factoid108

question-answering tasks, Auto-PRE achieves 109

performance comparable with state-of-the-art 110

methods at a much lower cost. 111

2 Related Work 112

2.1 Large Language Models 113

There have been numerous distinctive large lan- 114

guage models (LLMs) designed by academic and 115

industrial communities, which can be categorized 116

into open-source and closed-source LLMs: Closed- 117

source LLMs are represented by OpenAI’s GPT 118

series (OpenAI, 2022), Anthropic’s Claude series 119

(Anthropic, 2023), and Google’s released Gem- 120

ini (Team et al., 2023). Open-source LLMs are 121

famously represented by Meta’s Llama (Touvron 122

et al., 2023). Based on Llama, many researchers 123

have conducted extensive derivative work to en- 124

hance its performance. Representative works in- 125

clude Vicuna (Chiang et al., 2023), Alpaca (Taori 126

et al., 2023), and et al. Apart from Llama, many re- 127

searchers have also attempted to train their LLMs 128

independently, including the Baichuan series (I, 129

2023), the ChatGLM series (Zeng et al., 2022), and 130

FastChat-T5 (LMSYS, 2024). 131

2.2 Evaluation Methods For LLMs 132

Current evaluation methods for LLMs can be cat- 133

egorized into two types: manual evaluation and 134

automated evaluation, the latter can be further di- 135

vided into reference-based, multiple-choice ques- 136

tions, and LLM-based. 137

Manual evaluation has always been considered 138

the most effective and reliable evaluation method 139

(Frieder et al., 2023). For example, LMSYS es- 140

tablishes a platform, Chatbot Arena (Zheng et al., 141

2023). The platform randomly selects two differ- 142

ent LLMs to chat with the users, who are unaware 143

of the two LLMs’ information and need to choose 144

which one performs better. Though this method can 145

be effective, as the number of LLMs and evaluation 146

tasks grows rapidly, the cost becomes increasingly 147

high and unsustainable. 148

Reference-based evaluation calculates simi- 149

larity metrics between the reference answer text 150

and the generated text to assess the quality of 151

the generated text. Common metrics include 152

BLEU(Papineni et al., 2002), ROUGE (Lin, 2004), 153

BERTScore (Zhang et al., 2019) and so on. How- 154

ever, these metrics do not fully capture answer qual- 155

ity. Moreover, if reference answers are disclosed, 156

LLMs can learn and optimize for them, making the 157

test data useless. 158
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Multiple-choice questions evaluation utilizes159

the format of multiple-choice questions with fixed160

answer outputs to simplify the evaluation process.161

GAOKAO (Zhang et al., 2023a) is a specific exam-162

ple. However, this format can’t cover all real-world163

problem types, especially open-ended questions164

without fixed answers. Additionally, this format165

mainly assesses LLMs’ understanding rather than166

their generation capabilities.167

LLM-based evaluation uses LLMs to conduct168

evaluation tasks. ChatEval (Chan et al., 2023) uses169

several GPT series LLMs to play different roles and170

debate with each other and its findings suggest that171

the collaborative evaluation results produced by172

multiple LLMs have higher consistency with man-173

ual annotations. PRE (Chu et al., 2024) emulates174

the peer review mechanism in academia, selecting175

qualified evaluator LLMs from various candidate176

LLMs. The final evaluation results are aggregated177

from the original evaluation results from all evalua-178

tors. Its experiments indicate PRE can outperform179

various baselines, including the method that uses180

a single GPT-4 as an evaluator. It also effectively181

mitigates systematic biases associated with using a182

single type of LLMs as evaluators.183

2.3 Meta-Evaluation For Evaluator LLMs184

Although LLM-based evaluation methods have185

shown competitive evaluation performance, these186

methods still have many flaws, such as a prefer-187

ence for verbose answers or answers generated188

by similar LLMs (Zeng et al., 2023). Therefore,189

many researchers have begun to introduce meta-190

evaluation benchmarks to assess whether these191

LLM-based methods can achieve high consistency192

with manual annotations. Some of this work in-193

volves constructing evaluation benchmarks through194

random sampling output pairs and crowdsourced195

manual annotations, such as LLMEval (Zhang196

et al., 2023b), MT-Bench (Zheng et al., 2023), and197

FairEval (Wang et al., 2023), but these works over-198

look biases introduced by the subjective prefer-199

ences of human annotators. To address this, some200

researchers attempt to create more objective meta-201

evaluation benchmarks; for instance, LLMBAR202

(Zeng et al., 2023) is an evaluation dataset designed203

to check if LLMs follow instructions in their out-204

puts, with data samples that have been manually205

checked by the authors to ensure objectivity.206

3 Proposed Method 207

3.1 Motivation 208

As discussed in Section 1, one of the key issues in 209

peer-review-based evaluation is how to automati- 210

cally, objectively, and cost-effectively select qual- 211

ified evaluator LLMs. Inspired by the idea that 212

qualified evaluator LLMs should possess traits sim- 213

ilar to those of excellent human evaluators, we have 214

designed selection methods based on these traits. 215

Due to the complex nature of humans, directly 216

and comprehensively summarizing the traits of ex- 217

cellent human evaluators in an academic peer re- 218

view system is not a trivial task. However, accord- 219

ing to previous studies (Zhao et al., 2015; Zeng 220

et al., 2023), we can find the following three im- 221

portant traits: (1) Excellent evaluators should not 222

be influenced by the order in which papers are re- 223

viewed, treating each paper fairly and maintaining 224

consistency throughout the evaluation; (2) Excel- 225

lent evaluators should correctly estimate their con- 226

fidence in their evaluation results based on their 227

abilities and the difficulty of the evaluation task; 228

(3) Excellent evaluators should objectively evaluate 229

papers based on key information that distinguishes 230

the quality of different papers, and avoid being 231

influenced by superficial factors that are not im- 232

portant for evaluation. Based on the above three 233

important traits that excellent human evaluators 234

have, we design three methods including consis- 235

tency, self-confidence, and pertinence to filter qual- 236

ified evaluator LLMs. 237

3.2 Automated Qualification Exam 238

Figure 2 shows the framework of our automated 239

qualification exam. This exam incorporates three 240

different selection methods that reflect the traits 241

evaluator LLMs should possess: (1) Consistency: 242

evaluators should not be influenced by the con- 243

tent presentation order in the prompt; (2) Self- 244

confidence: evaluators should have a reasonable 245

self-confidence level on their evaluations based on 246

their understanding of the task difficulty and their 247

capabilities; (3) Pertinence: evaluators should ob- 248

jectively evaluate based on the key information that 249

distinguishes different answers like the pertinence 250

of the answer to the given question, rather than 251

making subjective judgments based on superficial 252

quality of the answer itself like answer length or 253

tone. Next, we will introduce these three selection 254

methods in detail. 255
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Figure 2: The framework of our automated qualification exam. (1) Consistency filters by swapping the positions of
answers within prompts and calculating the proportion of consistent output by the LLM before and after the swap;
(2) Self-Confidence selects based on whether the LLM shows higher confidence level on easier question set when it
faces two question sets with the same task format but objectively different difficulties; (3) Pertinence selects based
on whether the LLM can evaluate based on the pertinence of the answers to the question without affected by the
superficial quality of the answers themselves.

3.2.1 Consistency256

Similar to how human evaluators may be influenced257

by the order in which papers are reviewed, a lot258

of research has discovered that many LLMs also259

exhibit strong positional biases (Wang et al., 2023).260

For instance, when asked to evaluate the quality261

of two answers to the same question, the results262

provided by some LLMs may be influenced by the263

positions of the answers in the prompt. Based on264

this, we can design a selection method as follows:265

Suppose there are a question Q and two different266

answers Y1 and Y2. Then the input to the candidate267

LLM L should include the tuple (Q, Y1, Y2), and L268

is required to provide a preference relation T1 for269

Y1 and Y2. Subsequently, swap the positions of Y1270

and Y2 in the prompt to form the tuple (Q, Y2, Y1),271

and input it again to L to obtain the preference re-272

lation T2. If T1 and T2 are the same, the candidate273

L is considered to maintain consistent output be-274

fore and after the swap; otherwise, it is considered275

inconsistent. When the proportion of consistent276

output by the candidate L exceeds a threshold η, it277

is considered to pass the qualification exam.278

3.2.2 Self-Confidence 279

Like excellent human evaluators, qualified evalua- 280

tor LLMs should have a reasonable self-confidence 281

level in their evaluations based on their under- 282

standing of the task difficulty and their capabilities. 283

As for what counts as a reasonable level of self- 284

confidence, a suitable prior assumption is that when 285

the same LLM encounters two questions with the 286

same task format but objectively different dif- 287

ficulties, it should have more self-confidence in 288

solving the easier question. It is noteworthy that 289

in the above assumption, the task formats of the 290

two questions must be the same to ensure that the 291

capabilities required by the LLM to solve the two 292

questions are the same. Additionally, the differ- 293

ence in difficulties between the two questions must 294

be based on objective criteria rather than human 295

subjective judgment, to eliminate the bias that may 296

arise from the disagreement between humans and 297

LLMs. 298

Based on this assumption, we select those LLMs 299

that show higher self-confidence on the easier set 300

than on harder ones as evaluator LLMs. Two issues 301

need to be addressed when it comes to implemen- 302
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Table 1: Summaries by different LLMs

Content

Original
News

The man’s body was discovered in
a field near Belsyde Avenue...

GPT-4’s
Summary

A man’s body was found in a field
near Belsyde Avenue...

Claude’s
Summary

The body of an unidentified man
was discovered in a field near...

RWKV’s
Summary

Bob: Hey Alice, have you heard
about the death of a man...

tation: (1) How to construct two question sets with303

the same task format but objectively different diffi-304

culties? (2) How to extract the self-confidence of305

LLMs?306

Regarding issue (1), we initially selected the307

evaluation task format to be evaluating the qual-308

ity difference between two answers to the same309

question. Then we construct the easy and hard310

question sets based on the following assumption:311

The smaller the capability gap between the two312

LLMs that generate the two answers, the more sim-313

ilar the quality of the answers. Consequently, the314

task of evaluating the quality difference between315

the two answers is objectively harder; conversely, it316

is easier. Based on this, we construct the easy and317

hard sets by controlling the capability gap between318

the two LLMs which generate the two answers, us-319

ing LLMs with a significant capability gap to form320

the easy set and those with minimal gap to form321

the hard set.322

Table 1 shows a specific example where the task323

is summary generation. In the ELO leaderboard324

of LMSYS released in September 2023 (Zheng325

et al., 2023), GPT-4 ranks 1st and Claude 2nd,326

while RWKV (Peng et al., 2023) ranks 21st. This327

suggests a significant capability gap between GPT-328

4 and RWKV and a minimal gap between GPT-4329

and Claude. As Table 1 shows, both GPT-4 and330

Claude generated summaries that meet the task re-331

quirements, whereas RWKV produced a dialogue332

irrelevant to the task. Objectively, this makes the333

task of evaluating the quality difference between334

the answers from GPT-4 and Claude harder, while335

it is easier to evaluate between GPT-4 and RWKV.336

Regarding issue (2), we design two methods337

for extracting the self-confidence of LLMs: The338

first method is Direct Prompting: this method339

prompts the LLM to directly output specified self- 340

confidence level labels. It is straightforward and 341

intuitive but is influenced by the prompt strategies. 342

Additionally, some LLMs may struggle to directly 343

output self-confidence labels due to lesser com- 344

prehension abilities. Thus, we propose the sec- 345

ond method, Probability Transformation: this 346

method converts the probability of outputting a spe- 347

cific token into the uncertainty of the output (Duan 348

et al., 2023; Manakul et al., 2023), and assumes that 349

higher uncertainty represents lower self-confidence. 350

It aligns more closely with the inherent nature of 351

LLM outputs, avoiding biases introduced during 352

output. However, it requires access to the proba- 353

bilities of the specific tokens, making it unsuitable 354

for some closed-source LLMs. We argue that these 355

two methods can complement each other to bet- 356

ter extract the self-confidence of LLMs: For some 357

closed-source LLMs that do not provide access 358

to specific token probabilities but generally have 359

larger parameter sizes and stronger capabilities, 360

self-confidence can be obtained by direct prompt- 361

ing. Conversely, for open-source LLMs with rela- 362

tively smaller parameter sizes and weaker capabili- 363

ties, which cannot extract their self-confidence by 364

direct prompting, we can extract self-confidence by 365

probability transformation. 366

To validate the effectiveness of our selection 367

method, we initially select some LLMs as candi- 368

dates and filter unqualified evaluator LLMs whose 369

confidence is higher on hard set than easy set (we 370

call these LLMs show a reversal of confidence). 371

Then we compare our selection results with those 372

relying on manual annotations. The results indi- 373

cate that LLMs that show a reversal of confidence 374

also show lower accuracy in the qualification tests 375

based on manual annotations, which demonstrates 376

the effectiveness of our selection method. Detailed 377

experiment results and analysis are in Appendix D. 378

3.2.3 Pertinence 379

When humans act as evaluators, they may some- 380

times focus only on the superficial quality of the 381

answers, such as the length and format of the an- 382

swer, neglecting their pertinence to given question 383

and thus making incorrect evaluations (Zeng et al., 384

2023). Similarly, we can select evaluator LLMs 385

based on whether the candidate LLMs can distin- 386

guish between the pertinence of the answer to the 387

given question and its superficial quality. 388

To implement this selection method, we generate 389

answers that are highly pertinent to given questions 390
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Table 2: Some cases of how GPT-4 modifies Q to Q’

Q Q’

Could someone define
Christian for me?

Can anyone explain
the concept of Bud-
dhism to me?

What is the best Fantasy
Football Platform?

What is the top Fan-
tasy Baseball App?

What do photojournal-
ists do?

What do marine bi-
ologists do?

but of lower superficial quality as RA: Relevant391

Answers and answers that are less pertinent but392

of higher superficial quality as IA: Irrelevant yet393

well-written Answers. Specifically, the process of394

constructing IA involves the following two steps:395

(1) Generate a variant of the original question Q,396

denoted as Q′, where Q and Q′ are similar but suf-397

ficiently different to ensure that answers generated398

based on each have significantly different perti-399

nence to the original question Q. The difference in400

pertinence decreases as the similarity between Q401

and Q′ increases. There are two methods for con-402

structing Q′: one is to search other questions from403

the same dataset as Q to find a suitable Q′, and the404

other is to prompt a capable LLM (such as GPT-4)405

to modify Q to obtain Q′. Table 2 shows that GPT-406

4 mainly achieves the transformation from Q to Q’407

by changing the keywords in the question Q.408

(2) Select the answers from another LLM in re-409

sponse to Q′ as the IA. Here, the LLM generating410

the IA can be a more capable LLM than the LLM411

generating the RA, or it can be the candidate LLM412

itself. The former is based on the assumption that413

a more capable LLM is likely to produce answers414

with higher superficial quality, while the latter as-415

sumes that the candidate LLM considers its own416

answers to be of sufficient superficial quality.417

To verify our assumption and the effectiveness418

of our selection method, we conduct extensive ex-419

periments and the results show that our selection420

method has a significant ability to discriminate dif-421

ferent candidate LLMs. What’s more, we explore422

the robustness of the pertinence by varying the vari-423

ables within it. From the results, we can observe424

that the performance of smaller parameterized can-425

didate LLMs is more significantly affected, while426

the performance of larger parameterized candidate427

LLMs remains almost unchanged. The more de-428

tailed analysis can be found in Appendix E.429

4 Experimental Setup 430

4.1 Tasks And LLMs Selection 431

Unlike the automated evaluation methods for 432

multiple-choice questions mentioned in Section 433

1, we focus on open-ended questions. To this 434

end, we select two representative generative tasks: 435

summary generation and non-factual question- 436

answering, and choose typical datasets for each. 437

Summary generation involves generating a sum- 438

mary for a given text. For this task, we utilize the 439

Extreme Summary (Xsum) dataset (Narayan et al., 440

2018), which consists of over 220,000 real single- 441

document news and summaries collected by the 442

British Broadcasting Corporation (BBC). 443

Non-factual question-answering refers to provid- 444

ing answers to questions that do not have fixed 445

responses. For this task, we choose the NF-CATS 446

dataset (Bolotova et al., 2022). It contains about 447

12,000 non-factual questions and these questions 448

are categorized into eight classes to differentiate 449

the difficulty levels. 450

For the above two datasets, we randomly sam- 451

ple 100 examples from each as the question sets. 452

Then, we select eleven representative LLMs to gen- 453

erate the answers to these question sets. The basic 454

information and all the uses of these LLMs are 455

summarized in Table 5 (in Appendix A). We use 456

the score and rank from the leaderboard published 457

by LMSYS in September 2023 (Zheng et al., 2023) 458

as a fundamental reference for the capabilities of 459

these LLMs. Additionally, we reuse the manual 460

preference annotations over seven LLMs’ outputs 461

from the PRE as ground truth to evaluate the perfor- 462

mance of each evaluation method. We also use the 463

experimental settings from the original PRE, uti- 464

lizing the answers and their corresponding manual 465

annotations from three LLMs as PRE’s qualifica- 466

tion exam data. Moreover, we select seven LLMs 467

as candidate LLMs. To ensure the stability and 468

reproducibility of the evaluation results, we set the 469

temperature as 0 and do_sample as False. 470

4.2 Prompt Strategies 471

Section 3.2.2 introduces the method for extracting 472

the self-confidence of LLMs by direct prompting. 473

When implementing it, we designed four different 474

prompt strategies as shown in Table 6 (in Appendix 475

B) by varying two aspects: the self-confidence level 476

labels and the granularity. 477

What’s more, Section 3.2.2 also introduces the 478

method for extracting the self-confidence of LLMs 479
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Table 3: The overall performance of our Auto-PRE and other baselines. ‘pass’ records the qualified LLMs (Vicuna-
7b-v1, ChatGLM3-6B, Baichuan-2-13b, FastChat-t5-3b, GPT-3.5-turbo, ChatGLM-Pro, and GPT-4 are abbreviated
as integers 1-7, respectively). The best result is highlighted in bold and the second-best result is underlined.

methods
Xsum NF-CATS

pairwise 5-level 100-level pairwise 5-level 100-level
pass acc pass acc pass acc pass acc pass acc pass acc

ChatEval – 0.6584 – 0.5694 – 0.5747 – 0.7366 – 0.6009 – 0.6435
GPT-4 – 0.7369 – 0.6893 – 0.7005 – 0.7815 – 0.6330 – 0.6801
PRE [3,4,5,6,7] 0.7423 [2,3,4,5,6,7] 0.7211 [2,3,4,5,6,7] 0.7192 [4,5,6,7] 0.7801 [6,7] 0.6824 [6,7] 0.7104

wo-filter PRE all 0.7401 all 0.7055 all 0.7002 all 0.7542 all 0.6804 all 0.6711
Auto-PRE (C) [4,5,6,7] 0.7381 [4,5,6,7] 0.7064 [4,5,6,7] 0.7133 [5,6,7] 0.7664 [5,6,7] 0.6795 [5,6,7] 0.6905
Auto-PRE (S) [3,4,5,6,7] 0.7398 [3,4,5,6,7] 0.7086 [3,4,5,6,7] 0.7114 [3,4,6,7] 0.7598 [3,4,6,7] 0.6735 [3,4,6,7] 0.6702
Auto-PRE (P) [2,4,5,6,7] 0.7379 [2,4,5,6,7] 0.7231 [2,4,5,6,7] 0.7195 [4,5,6,7] 0.7702 [4,5,6,7] 0.6836 [4,5,6,7] 0.6774
Auto-PRE (A) [4,5,6,7] 0.7412 [4,5,6,7] 0.7047 [4,5,6,7] 0.7144 [6,7] 0.7821 [6,7] 0.6777 [6,7] 0.7104

by probability transformation. In practical imple-480

mentation, to minimize the influence of irrelevant481

tokens, we choose to simplify the output content.482

Specifically, we set the task format as pairwise483

(evaluating the quality difference of two answers to484

the same question). The candidate LLMs are only485

required to output the specific token ‘one’ or ‘two’486

to indicate which answer is better. Through this487

simplification, we can directly convert the proba-488

bility p of an LLM outputting ‘one’ or ‘two’ into489

the LLM’s uncertainty (−logp) (Duan et al., 2023;490

Manakul et al., 2023), thereby obtaining the self-491

confidence of the LLM. The output restriction state-492

ment we designed is: "You only need to output493

‘one’ or ‘two’ directly to indicate which answer is494

better." Then we design two types of prompts based495

on the position of the output restriction statement496

within the prompt:497

(1) prompt1: The output restriction statement is498

placed at the beginning of the prompt, i.e., "Output499

restriction statement + Question + Two answers."500

(2) prompt2: The output restriction statement is501

placed at the end of the prompt, i.e., "Question +502

Two answers + Output restriction statement."503

4.3 Evaluation Formats And Metrics504

We compare two evaluation formats: pointwise505

and pairwise. For pointwise, we design two imple-506

mentation approaches: 5-level and 100-level. For507

pairwise evaluation, we minimize the bias intro-508

duced by the positioning of answers by calculating509

the mean of the evaluation results before and after510

swapping the positions of the two answers. The511

specific information can be found in Appendix C.512

We analyze the experimental results using var-513

ious metrics and methods such as accuracy (the514

agreement rate between the manual preference an-515

notations and the evaluation results. When us-516

ing pointwise evaluation, we will convert each an- 517

swer’s individual scores into pairwise rankings), 518

Kendall’s tau coefficient (Kendall, 1938), Spear- 519

man’s rank correlation coefficient (Lehman et al., 520

2013), t-test (Student, 1908), and rank-sum test 521

(McKnight and Najab, 2010). 522

4.4 Baselines 523

We compare Auto-PRE with state-of-the-art meth- 524

ods including PRE, wo-filter PRE (all candidate 525

LLMs are treated as evaluator LLMs), ChatEval 526

(uses two GPT-3.5-turbo to build two agents as 527

evaluators to debate in two rounds with one-by-one 528

communication strategy) and GPT-4 (uses a single 529

GPT-4 as the evaluator). See more detailed settings 530

in Appendix F. 531

5 Results And Analysis 532

In this section, we present the experimental results 533

and attempt to answer the following two research 534

questions (RQs): 535

(1) How does the performance of our Auto-PRE 536

compare to these baseline methods? 537

(2) What advantages does our Auto-PRE have in 538

balancing cost and performance? 539

5.1 Overall Results (RQ1) 540

In this section, we compare Auto-PRE with vari- 541

ous baseline methods. Table 3 shows the overall 542

performance of our Auto-PRE and other baseline 543

methods on the Xsum and NF-CATS datasets. The 544

results indicate that under various task settings, 545

Auto-PRE achieves performance that is comparable 546

to state-of-the-art methods and on the NF-CATS, 547

Auto-PRE performs the best. Additionally, the 548

evaluation format has a significant impact on the 549

performance of the methods and the experiments 550

show that pairwise generally outperforms point- 551
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Table 4: The detailed settings and cost of various vari-
ants of evaluation methods. In Auto-PRE, if two same
LLMs are used, the difference is the prompt strategy.
Take the ChatEval-3 as an example, testing a single sam-
ple requires calling GPT-3.5-turbo’s API four times, so
its cost is approximately 4 ($/1 M tokens).

Method Settings Cost ($/1 M tokens)

ChatEval-1 (C1)
one GPT-3.5-turbo as evaluator;
one role; one round of debate;

one-by-one communication strategy
1

ChatEval-2 (C2)
two GPT-3.5-turbo as evaluators;
two roles; one round of debate;

one-by-one communication strategy
2

ChatEval-3 (C3)
two GPT-3.5-turbo as evaluators,
two roles; two rounds of debate;

one-by-one communication strategy
4

Auto-PRE-1 (A1)
open-source LLMs;
one ChatGLM-Pro

1

Auto-PRE-2 (A2)
open-source LLMs;
one ChatGLM-Pro;
one GPT-3.5-turbo

2

Auto-PRE-3 (A3)
open-source LLMs;
one ChatGLM-Pro;
two GPT-3.5-turbo

3

Auto-PRE-4 (A4)
open-source LLMs;
two ChatGLM-Pro;
two GPT-3.5-turbo

4

Auto-PRE-5 (A5)

open-source LLMs;
one ChatGLM-Pro;
one GPT-3.5-turbo

one GPT-4

; 42

wise. More analysis and discussion can be found552

in Appendix G.553

5.2 Cost Analysis (RQ2)554

In addition to comparing the performance of Auto-555

PRE with various baselines, we are also interested556

in the impact of evaluation cost on performance.557

Hence, we implement various variants of the above558

methods to compare the evaluation performance559

at different costs (as shown in Table 4). We use560

pairwise as the evaluation format, each task has561

4200 samples and each sample has about 1K tokens,562

so completing each task requires approximately 4.2563

M tokens. Based on the official pricing released564

(glm; gpt), the costs of ChatGLM_Pro and GPT-565

3.5-turbo are estimated to be similar at 1 ($/1 M566

tokens). The cost of GPT-4 is estimated at 40 ($/1567

M tokens). Open-source LLMs (like FastChat-t5-568

3b) are considered cost-free. Additionally, the cost569

of the qualification exam of PRE based on human570

annotations is about $115 while the cost of our571

automated qualification exam (less than 1$) can be572

neglected compared to the total costs.573

Figures 3 and 4 show the relationship between574

the total cost and accuracy. The results show that575

at the same cost, Auto-PRE can achieve higher576

Figure 3: The performance on the Xsum (The labels on
the line represent different variants (Table 4)

Figure 4: The performance on the NF-CATS

performance than all baselines. Moreover, Auto- 577

PRE can achieve performance comparable with 578

state-of-the-art methods at a much lower cost. 579

6 Conclusion 580

This paper develops the Auto-PRE by designing 581

an automated qualification exam based on three 582

LLMs’ inherent traits: (1) Consistency: swapping 583

the positions of answers within prompts, whether 584

the LLM produces consistent output before and af- 585

ter the swap; (2) Self-Confidence: when facing two 586

question sets with the same task format but objec- 587

tively different difficulties, whether the LLM shows 588

more confidence on the easier set. (3) Pertinence: 589

whether the LLM can differentiate the pertinence 590

of the answers to the question and the superficial 591

quality of the answers themselves. Experiment re- 592

sults indicate that, across various scenarios, our 593

Auto-PRE can achieve comparable performance to 594

state-of-the-art at a much lower cost. Moreover, 595

we analyze how prompt strategies and evaluation 596

formats could affect evaluation performance to ex- 597

plore optimization methods for future automated 598

evaluation methods based on LLMs. 599

8



7 Limitations600

We think our work has two main limitations:601

1. Due to cost considerations, the number of602

LLMs used in our experiments remains limited, for603

example, LLMs such as Claude-2 and Llama-70b604

have not been set as candidate LLMs. However,605

we believe our Auto-PRE has good generality and606

scalability. Therefore, future work can increase the607

number of LLMs to conduct larger-scale experi-608

mental validations.609

2. We need to explore deeper into some experi-610

mental phenomena that have been observed, such611

as designing and validating more efficient prompt612

strategies.613

In summary, we will continue striving towards614

developing an automated evaluation framework for615

LLMs that is low-cost, reference-free, capable of616

addressing diverse real-world scenarios, and mini-617

mizes systemic biases as much as possible.618

8 Ethics Statement619

Throughout this research, ethical considerations620

have been integral to ensuring the responsible de-621

velopment and application of AI technologies. We622

are committed to the principles of open research623

and the scientific value of reproducibility. There-624

fore, we have made all code from our study publicly625

accessible on GitHub. This transparency allows the626

community to validate our results and promotes the627

use of our methods in various settings.628
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Table 5: The basic information and all the uses of LLMs.
ChatGLM2-6B has evolved to ChatGLM3-6B during
our work; hence, while reusing the manual annotations
of ChatGLM2-6B, we choose ChatGLM3-6B as a can-
didate LLM

LLM
ELO score

(rank)

LLM
to be

reviewed

manual
annotation

PRE
qualification
exam data

candidate
LLM

GPT-4
1193
(1/28)

✓ ✓

Claude-1
1161
(2/28)

✓ ✓

GPT-3.5
-turbo

1118
(5/28)

✓ ✓ ✓ ✓

Llama-2
-70b-chat

1060
(7/28)

✓

Vicuna
-7b-v1

1003
(14/28)

✓ ✓ ✓

ChatGLM
2(3)-6B

965
(18/28)

✓ ✓ ✓

RWKV-4-
Raven-7B

14B:939
(21/28)

✓ ✓

Alpaca-7b
13B:919
(22/28)

✓ ✓ ✓

FastChat
-t5-3b

888
(25/28)

✓ ✓ ✓ ✓

ChatGLM
-Pro

– ✓ ✓

Baichuan2
-13b

– ✓ ✓

A The Basic Information And All Uses of 789

LLMs 790

In this section, we show the basic information and 791

all the uses of LLMs, which can be found in Table 792

5. The specific meaning of each column refers to 793

section 4.1. 794

B Four Different Prompt Strategies For 795

Extracting The Self-Confidence Of 796

LLMs 797

In this section, we show the four different prompt 798

strategies for extracting the self-confidence of 799

LLMs by direct prompting, which can be found 800

in Table 6. 801

C Evaluation Formats 802

In this section we show the three different evalua- 803

tion formats, which can be found in Table 6. 804

D Self-Confidence Results 805

D.1 Is The Self-Confidence Of LLM Sensitive 806

To Different Prompt Strategies? 807

In this section, we investigate how prompt strate- 808

gies affect the self-confidence extracted from the 809
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Table 6: Four different prompt strategies for extracting
the self-confidence of LLMs. Fine-grained prompts are
achieved by adding specific explanations for each level
label, and coarse-grained prompts are unexplained.

Prompt
Strategies

self-
confidence
level labels

granularity

num [1,2,3,4,5] coarse-
grained

num
_explanation

[1,2,3,4,5] fine-
grained

doubtful [‘doubtful’,
‘uncertain’,
‘moderate’,
‘confident’,
‘absolute’]

fine-
grained

null [‘null’,‘low’,
‘medium’,
‘high’,‘expert’]

fine-
grained

Table 7: Three evaluation formats

Evaluation Format Template

5-level

###Task Description###.

Directly output a number between 1 and 5
to indicate the quality score of this answer:

- 1 means the answer is irrelevant to the question

- 2 means the answer is related to the question,
but does not solve the question

- 3 means the answer only solves a part of the question

- 4 means the answer solves majority aspects of
the question, but not perfect

- 5 means the answer is perfect to solve the question

###Question+Answer###

100-level

###Task Description###

Directly output a number between 0 and 100 to
indicate the score of this answer. The higher the score,
the higher the quality of the answer.

###Question+Answer###

pairwise Prompt1 (default) and Prompt2 described in section 4.2

LLM. We compare four different prompt strategies810

as shown in Table 6 and select ChatGLM-Pro as811

the evaluator LLM; GPT-4, Claude-1, and RWKV-812

4-Raven-7B as LLMs to be reviewed. Using these813

three LLMs, we generate answers to the Xsum814

question set and paired them in a pairwise evalu-815

ation format to create a total of 300 paired exam-816

ples. To minimize the positional bias of answers817

Table 8: The impact of prompt strategies on the self-
confidence of LLM. Only the results for ‘doubtful’ and
‘null’ in the first row show significant consistency (p-
value less than 0.05), while the results of the other
groups all exhibit inconsistency.

Comparison group
Spearman’s coefficient

(p-value)
Kendall’s coefficient

(p-value)

doubtful vs null 0.2198(0.003) 0.2144(0.003)
doubtful vs num 0.0377(0.604) 0.0372(0.603)
doubtful vs num_explanation -0.0356(0.622) -0.0350(0.621)
null vs num -0.0205(0.781) -0.0202(0.780)
num vs num_explanation -0.0143(0.842) -0.0141(0.842)
null vs num_explanation -0.0035(0.962) -0.0034(0.962)

Figure 5: The impact of different pairs of LLMs to be
reviewed on the consistency between ‘doubtful’ and
‘null’, where red dots indicate significant consistency
(p-value less than 0.05), and blue dots indicate non-
significant consistency (p-value greater than 0.05).

within the prompts, we swap the positions of the 818

two answers in each sample, resulting in a total 819

of 600 paired examples. The experiment results 820

are shown in Table 8. To further verify whether 821

the consistency of the results for ‘doubtful’ and 822

‘null’ is general, we expand the number of LLMs to 823

be reviewed, including Alpaca-7b, Vicuna-7b-v1, 824

GPT-3.5-turbo, Claude-1, FastChat-t5-3b, GPT-4, 825

Llama2-70b-chat, and RWKV-4-Raven-7B, with 826

other settings remaining unchanged. The results 827

are shown in Figure 5. We can find that when 828

varying the pairs of the LLMs being tested, the 829

consistency between the two sets of results under 830

the ‘doubtful’ and ‘null’ settings appears random, 831

and the degree of consistency does not exhibit a 832

clear relationship with the capability gap between 833

the two LLMs being tested. Therefore, we can 834

know that the self-confidence of LLMs is sensitive 835

to prompt strategies, highlighting the importance 836

of designing appropriate prompt strategies. 837
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D.2 Does The Self-Confidence Of LLM838

Reverse When Performing Two Question839

Sets With Same Task Format But840

Objectively Different Difficulties?841

Table 9: The self-confidence level of LLMs extracted by
direct prompting on the Xsum dataset. The ‘doubtful’
and ‘null’ are two prompt strategies. After obtaining
self-confidence level labels on both question sets, we
converted them into integers from 1 to 5 (with higher
numbers indicating greater confidence) and then cal-
culated the mean and standard deviation as the results.
The two data in each row can be considered to have
significant differences (p-value less than 0.05 in t_test
and rank_sum test).

different settings easy hard

doubtful_ChatGLM-Pro 4.0824±0.5333 3.7474±0.4796
null_ChatGLM-Pro 3.9738±0.4020 3.8883±0.4293
doubtful_ChatGLM3-6B 4.0331±0.8913 3.8101±0.9322
null_ChatGLM3-6B 3.9206±1.0979 4.0964±1.0155
doubtful_GPT-3.5-turbo 4.2050±0.5683 3.7450±0.4359
null_GPT-3.5-turbo 4.0500±0.2179 3.9600±0.2417

We initially select some candidate LLMs for fil-842

tering tests, and then compare our selection results843

with those relying on manual annotations to ex-844

amine whether the LLMs exhibiting a reversal of845

self-confidence inversion also perform poorly in846

the qualification tests based on manual annotations.847

Table 9 and 10 (in Appendix D) show the self-848

confidence level of LLMs extracted by two meth-849

ods on the Xsum dataset. The easy set is formed850

by GPT-4 and RWKV, the hard set is formed by851

GPT-4 and Claude. Both experiment results show852

that the self-confidence level of ChatGLM3-6B on853

the easy set is lower than on the hard set, indicating854

Table 10: The self-confidence level of LLMs extracted
by probability transformation on the Xsum dataset. The
‘prompt1’ and ‘prompt2’ are two prompt strategies. The
results show represent the mean and standard deviation
of uncertainty, with higher values indicating lower
self-confidence. The two data in each row can be con-
sidered to have significant differences (p-value less than
0.05 in t_test and rank_sum test), except that marked
with *.

different settings easy hard

prompt1 + ChatGLM3-6B* 0.6090±0.2027 0.6407±0.1960
prompt2 + ChatGLM3-6B 0.5573±0.1932 0.5015±0.1671
prompt1 + Baichuan2-13b 0.3198±0.2288 0.4088±0.1776
prompt2 + Baichuan2-13b 0.3631±0.2137 0.4308±0.1881
prompt1 + GPT-3.5-turbo 0.2871±0.3008 0.3776±0.2844
prompt2 + GPT-3.5-turbo 0.2102±0.2444 0.3269±0.2516

a reversal of confidence. Therefore, it is filtered out. 855

Then we conduct the filtering test based on manual 856

annotation and the results are shown in Figure 6. It 857

indicates that LLMs exhibiting a reversal of confi- 858

dence also show lower accuracy in the qualification 859

tests based on manual annotations, which demon- 860

strates the effectiveness of our selection method. 861

Figure 6: The left vertical axis shows the uncertainty
of LLM and higher uncertainty indicates lower self-
confidence. The right vertical axis shows the accuracy
of LLM in the qualification test based on manual anno-
tations. The horizontal axis represents different exper-
imental groups (each group is further divided into the
easy and hard sets, for example, ‘glm3_e_p2’ means:
LLM is ChatGLM3-6B, prompt is ‘prompt2’, and the
question set is ‘easy’). The accuracy of the LLM in
the manual annotation-based selection is marked by red
triangles, while the uncertainty data are depicted as box
plots (Williamson et al., 1989). If a paired box’s median
(represented by the yellow line) shows the left higher
than the right, it indicates a reversal of confidence.

D.3 More Self-Confidence Results On The 862

NF-CATS 863

In this section, we show some self-confidence re- 864

sults on the NF-CATS (Table 11). Despite the task 865

difficulty of the NF-CATS being quite different 866

from that of the Xsum, our selection method still 867

proved effective, validating that our method is gen- 868

eral. 869
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Table 11: The self-confidence level of LLMs extracted
by probability transformation on the NF-CATS dataset.
The ‘prompt1’ and ‘prompt2’ are two prompt strategies.
The results show represent the mean and standard de-
viation of uncertainty, with higher values indicating
lower self-confidence.

different settings easy hard

prompt1 + ChatGLM3-6B 0.2638±0.2015 0.1730±0.1313
prompt2 + ChatGLM3-6B 0.4271±0.3709 0.4763±0.3666
prompt1 + GPT-3.5-turbo 0.2146±0.2630 0.1957±0.2206
prompt2 + GPT-3.5-turbo 0.2308±0.2237 0.2304±0.2514
prompt1 + Baichuan2-13b 0.5051±0.2101 0.5189±0.1852
prompt2 + Baichuan2-13b 0.4186±0.2854 0.4287±0.2585
prompt1 + Fastchat-t5-3b 0.1775±0.2163 0.1960±0.1945
prompt2 + Fastchat-t5-3b 0.2808±0.2179 0.4112±0.1898
prompt1 + Vicuna-7b-v1 0.3820±0.1541 0.4197±0.1510
prompt2 + Vicuna-7b-v1 0.5214±0.2806 0.5098±0.3034

Table 12: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The Xsum
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt1’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

L1 L2
ChatGLM

3-6B
FastChat

-t5-3b
Baichuan2

-13b
ChatGLM

-Pro
GPT-3.5
-turbo

GPT-4
Baichuan2

-13b

0.765 0.865 0.670 0.995 0.980
Vicuna-7b-v1 0.740 0.855 0.670 0.990 0.975

ChatGLM2-6B 0.730 0.855 0.670 0.975 0.970

GPT-4
GPT-3.5
-turbo

0.770 0.865 0.630 0.990 0.955
Vicuna-7b-v1 0.700 0.860 0.640 0.970 0.945

ChatGLM2-6B 0.705 0.820 0.650 0.970 0.950

GPT-4
self

-generate

0.740 0.835 0.670 0.995 0.960
Vicuna-7b-v1 0.715 0.800 0.670 0.985 0.935

ChatGLM2-6B 0.695 0.765 0.670 0.985 0.960

E Pertinence Results870

E.1 The Impact Of LLMs That Generate RA871

(L1) And IA (L2)872

In our experiments, we select ChatGLM3-6B,873

FastChat-t5-3b, Baichuan2-13b, ChatGLM-Pro,874

and GPT-3.5-turbo as candidate LLMs. Table 12875

(in Appendix E) shows that the LLMs used for gen-876

erating RA (L1) and IA (L2) significantly impact877

the results. Moreover, the results generally show878

a trend of decreasing as the capability of L1 di-879

minishes and that of L2 increases. This is because880

when we choose a weaker LLM L1 and a relatively881

stronger LLM L2, the surface quality of the RA882

declines while that of the IA improves, leading the883

candidate LLMs to be more easily misled by the IA,884

thus lowering their accuracy. It is worth noting that885

when L2 is the candidate LLM itself, referred to as886

‘self-generate’, the performance of the candidate887

LLMs does not significantly differ from when L2888

Table 13: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The Xsum
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt2’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

L1 L2
ChatGLM

3-6B
FastChat

-t5-3b
Baichuan2

-13b
ChatGLM

-Pro
GPT-3.5
-turbo

GPT-4
Baichuan2

-13b

0.505 0.705 0.750 0.990 0.985
Vicuna-7b-v1 0.505 0.675 0.710 0.980 0.960

ChatGLM2-6B 0.500 0.650 0.750 0.975 0.970

GPT-4
GPT-3.5
-turbo

0.500 0.680 0.730 0.980 0.955
Vicuna-7b-v1 0.500 0.655 0.700 0.965 0.945

ChatGLM2-6B 0.500 0.640 0.735 0.970 0.930

GPT-4
self

-generate

0.500 0.590 0.750 0.990 0.960
Vicuna-7b-v1 0.500 0.590 0.710 0.970 0.930

ChatGLM2-6B 0.500 0.565 0.750 0.965 0.935

is another LLM, indicating that using the candidate 889

itself as a source for generating IA is feasible. 890

E.2 The Impact Of Prompt Strategies 891

We modify the prompt used to ‘prompt2’, keep- 892

ing other settings the same with the previous ex- 893

periments. Table 13 shows the results. We can 894

observe that the performance of smaller parameter- 895

ized candidate LLMs is more significantly affected, 896

while the performance of larger parameterized can- 897

didate LLMs remains almost unchanged. Specifi- 898

cally, ChatGLM3-6B and FastChat-t5-3b show a 899

decrease in performance under the prompt2 setting 900

compared to the prompt1 setting, with ChatGLM3- 901

6B’s accuracy even dropping to 0.5 in many cases 902

under prompt2, which is nearly equivalent to the 903

accuracy of randomly generated answers. On 904

the other hand, Baichuan2-13B seems to handle 905

prompt2 better, showing improved performance 906

over prompt1; ChatGLM-Pro and GPT-3.5-turbo 907

exhibit robust performance across both prompt 908

strategies. This underscores the importance of care- 909

ful design in prompt strategies again. 910

E.3 The Impact Of Methods For Getting Q’ 911

We also explore the effects of different methods for 912

constructing Q’. Table 14 shows the results. Firstly, 913

the impact of prompt strategies on the candidate 914

LLMs is consistent with the observations from sec- 915

tion G.2. Secondly, because the Q’ obtained by 916

random searching often exhibits a greater from Q, 917

the pertinence scores of the RA are easily higher 918

than those of the IA. Consequently, all candidate 919

LLMs, except for FastChat-t5-3b, achieve higher 920

accuracy under this setting than before. The anoma- 921

lous performance of FastChat-t5-3b suggests that it 922
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Table 14: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The Xsum
dataset is used as the question Q. We randomly search a
question that is different from Q as Q’ from the Xsum
dataset. We calculate the accuracy of the candidate
LLMs as the result (the proportion where the RA is
rated better than the IA).

L1 prompt
ChatGLM

3-6B
FastChat

-t5-3b
Baichuan2

-13b
ChatGLM

-Pro
GPT-3.5
-turbo

GPT-4
prompt1

0.855 0.595 0.730 1.000 1.000
Vicuna-7b-v1 0.795 0.600 0.755 1.000 1.000

ChatGLM2-6B 0.775 0.595 0.720 1.000 1.000

GPT-4
prompt2

0.500 0.505 0.820 1.000 1.000
Vicuna-7b-v1 0.495 0.515 0.825 1.000 1.000

ChatGLM2-6B 0.500 0.530 0.845 0.995 1.000

Table 15: L1 represents the LLM that generates RA, and
L2 represents the LLM that generates IA. The NF-CATS
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt1’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

L1 L2
ChatGLM

3-6B
FastChat

-t5-3b
Baichuan2

-13b
ChatGLM

-Pro
GPT-3.5
-turbo

GPT-4
FastChat

-t5-3b

0.573 0.853 0.735 1.000 0.895
Vicuna-7b-v1 0.565 0.888 0.670 1.000 0.913

ChatGLM2-6B 0.540 0.858 0.665 0.975 0.810

GPT-4
Baichuan2

-13b

0.500 0.858 0.525 0.938 0.828
Vicuna-7b-v1 0.495 0.873 0.505 0.755 0.773

ChatGLM2-6B 0.495 0.868 0.520 0.845 0.600

GPT-4
GPT-3.5
-turbo

0.500 0.845 0.540 0.918 0.803
Vicuna-7b-v1 0.485 0.873 0.530 0.885 0.728

ChatGLM2-6B 0.490 0.848 0.525 0.800 0.725

Table 16: L1 represents the LLM that generates RA, and
L2 represents the LLM that generate IA. The NF-CATS
dataset is used as the question Q, with GPT-4 employed
to modify Q into Q’. We choose ‘prompt2’ as prompt
and calculate the accuracy of candidate LLMs as the
result (the proportion where the RA is rated better than
the IA).

L1 L2
ChatGLM

3-6B
FastChat

-t5-3b
Baichuan2

-13b
ChatGLM

-Pro
GPT-3.5
-turbo

GPT-4
FastChat

-t5-3b

0.560 0.898 0.725 1.000 0.935
Vicuna-7b-v1 0.553 0.910 0.730 0.993 0.950

ChatGLM2-6B 0.553 0.888 0.700 0.965 0.888

GPT-4
Baichuan2

-13b

0.523 0.885 0.595 0.920 0.905
Vicuna-7b-v1 0.513 0.870 0.515 0.855 0.815

ChatGLM2-6B 0.493 0.865 0.515 0.790 0.738

GPT-4
GPT-3.5
-turbo

0.468 0.890 0.535 0.905 0.835
Vicuna-7b-v1 0.510 0.880 0.535 0.860 0.730

ChatGLM2-6B 0.455 0.843 0.465 0.775 0.665

may be less sensitive to changes in the pertinence923

score difference between positive and IA.924

E.4 More Pertinence Results On The925

NF-CATS926

Table 15 and 16 show more ‘pertinence’ results927

on the NF-CATS. The observations are almost the928

same as those on the Xsum, which proves our se-929

Table 17: The specific details of different settings.

method selection method threshold weight

PRE manual annotations 0.6 accuracy in the exam
wo-filter PRE – – 1
Auto-PRE (C) Consistency 0.55 1
Auto-PRE (S) Self-confidence – 1
Auto-PRE (P) Pertinence 0.7 1
Auto-PRE(A) All-three – average

lection method is general. Specifically, we observe 930

that the candidate LLMs exhibit greater robust- 931

ness to ‘prompt1’ and ‘prompt2’ on the NF-CATS 932

dataset than on the Xsum dataset. This may be 933

due to the shorter length of samples on the NF- 934

CATS compared to the Xsum, which reduces the 935

differences between ‘prompt1’ and ‘prompt2’. 936

F The Detailed Setting Of Different 937

Methods 938

In this section, we show the detailed setting of 939

different methods, which can be found in Table 17. 940

The threshold is served as the pass line for can- 941

didate LLMs in the exam. The 0.6 threshold for 942

PRE and the 0.55 threshold for Auto (C) are both 943

referenced from the PRE work, while the 0.7 thresh- 944

old for Auto (P) is based on the results in the ex- 945

periments of Section E. In practical applications, 946

these parameters can be flexibly adjusted based on 947

their performance across validation sets for differ- 948

ent tasks. 949

The weight refers to the fusion weight of each 950

evaluator LLM when merging all evaluation results 951

in the final stage. For Auto-PRE(A), the weight 952

is ‘average’ which means the average accuracy of 953

LLM in three selection methods: Consistency (the 954

proportion of consistent output), Self-Confidence 955

(default as 1), and Pertinence (the proportion where 956

the RA is rated better than the IA). 957

G More Analysis and Discussion About 958

The Overall Result 959

Firstly, we find that although Auto-PRE (A) always 960

outperforms the other variants of Auto-PRE under 961

pairwise evaluation, it is less effective than Auto- 962

PRE with only one selection method under point- 963

wise evaluation. As for the possible reasons, on the 964

one hand, this may be due to the inherently larger 965

result biases associated with the pointwise evalua- 966

tion format; on the other hand, it may be because 967

the three selection methods we currently designed 968

are all organized in a pairwise format rather than 969

a pointwise format, which may compromise their 970
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effectiveness in pointwise evaluation. In the future,971

we will further design pointwise selection methods972

to enhance our framework.973

What’s more, it is interesting that sometimes,974

the wo-filter PRE results in superior final evalua-975

tion performance compared to outcomes from strin-976

gent selections. A plausible explanation for this977

could be that, in the wo-filter PRE, more unqual-978

ified LLMs are incorporated into the peer-review979

system. While these LLMs indeed have a negative980

impact on performance due to their inaccurate eval-981

uations, they also contribute positively by reducing982

biases introduced by powerful but high-bias eval-983

uator LLMs, such as GPT-4, during the merging984

stage. This inspires us to consider two directions985

for future research: on the one hand, exploring986

how to integrate the biases of LLMs (preferring987

answers generated from similar LLMs) into our988

selection methods; on the other hand, beyond de-989

signing an effective qualification exam, it is also990

worth investigating how to merge the evaluation991

results to achieve more unbiased results under the992

peer review framework.993
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