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Abstract

Trust biases how users rely on AI recommen-
dations in AI-assisted decision-making tasks,
with low and high levels of trust resulting in in-
creased under- and over-reliance, respectively.
We propose that AI assistants should adapt their
behavior through trust-adaptive interventions
to mitigate such inappropriate reliance. For
instance, when user trust is low, providing an
explanation can elicit more careful considera-
tion of the assistant’s advice by the user. In
two decision-making scenarios—laypeople an-
swering science questions and doctors making
medical diagnoses—we find that providing sup-
porting and counter-explanations during mo-
ments of low and high trust, respectively, yields
up to 38% reduction in inappropriate reliance
and 20% improvement in decision accuracy.
We are similarly able to reduce over-reliance
by adaptively inserting forced pauses to pro-
mote deliberation. Our results highlight how
AI adaptation to user trust facilitates appropri-
ate reliance, presenting exciting avenues for
improving human-AI collaboration.

1 Introduction

AI systems are being deployed to assist humans in
a wide range of decision-making tasks (Cai et al.,
2019; Chiang et al., 2023; Che et al., 2024). AI-
assisted decision-making (Lai et al., 2023) typically
consists of an AI system providing a recommen-
dation for the user’s consideration. A key factor
modulating how users incorporate AI advice is user
trust, which is the user’s belief that the AI will help
them achieve their goals in situations of uncertainty
and vulnerability (Lee and See, 2004). Having
higher trust makes users more likely to accept the
AI’s recommendation, all else being equal (Dzin-
dolet et al., 2003). Moreover, trust is not a static
belief, but instead continuously evolves as the user
interacts with the AI and observes decision out-
comes (Dhuliawala et al., 2023).

... ...

Task: Diagnose patients based on symptoms

User trust in AI 
evolves over time

I don’t trust you, so 
I’m going to ignore 
your advice.

I am 75% confident 
the correct diagnosis 
is Pneumonia.

Hmm okay, let 
me consider that 
more carefully...

I am 75% confident it is 
Pneumonia, based on 
the patient’s cough, 
fatigue and...

AI provides additional info 
⇒ reduces under-reliance

Extremely low trust

⇒ User disregards AI

Figure 1: User trust in AI systems evolves over a series
of decision-making interactions, impacting how care-
fully the user considers future AI recommendations. To
mitigate the effects of extreme trust and encourage crit-
ical reliance, AI systems should adapt their behavior
to users’ trust levels. For instance, when trust is low,
providing explanations reduces under-reliance.

User trust does not always align with AI assis-
tant trustworthiness, i.e. its true capability to help
the user (Wright, 2010). Miscalibrated trust (Ja-
covi et al., 2021) may develop due to recency bias,
the user’s internal biases towards AI, or the as-
sistant’s inability to communicate its reasoning or
limitations. Miscalibrated trust acts as a cognitive
bias (Lee, 2024) and hinders critical evaluation of
AI recommendations, resulting in inappropriate
reliance (Parasuraman and Riley, 1997). For exam-
ple, we find that doctors mistakenly accept 26% of
AI misdiagnoses when their trust is high, compared
to 8% when trust is lower, indicating over-reliance.
Conversely, when user trust is low, doctors reject
correct AI diagnoses 68% of the time, up from 40%
otherwise, indicating a bias towards under-reliance.
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We posit that AI assistants should adapt their be-
havior in response to users’ trust levels in order to
mitigate inappropriate reliance caused by extreme
(low or high) trust. For instance, when trust is low,
the assistant can reduce risk of disuse by providing
the user with additional reasoning to support its
recommendation (Figure 1). Similarly, when users
are too trusting, the assistant can highlight reasons
its recommendation may be incorrect, or can sim-
ply slow down the interaction. We hypothesize
that strategically introducing these trust-adaptive
interventions will prompt users to engage more
carefully with AI advice, rather than accepting or
rejecting advice without due consideration.

We examine the effect of trust-adaptive AI inter-
ventions at mitigating inappropriate reliance on two
decision-making tasks: answering science trivia
questions and making medical diagnoses based on
patient symptoms. We first validate our premise
that, when interacting with the AI assistant over
a sequence of decision-making problems, users’
trust level at the start of a given interaction affects
their reliance behavior and decision-making perfor-
mance (§3.2), with extreme levels of user trust (too
high or too low) resulting in increased inappropri-
ate reliance. Through controlled studies, we find
that strategically providing supporting explanations
when user trust is low reduces under-reliance and
improves decision-making accuracy (§4.1). Simi-
larly, providing counter-explanations reduces over-
reliance when trust is high (§4.2). Combining these
interventions to mitigate under- and over-reliance
yields complementary improvements in decision-
making accuracy and inappropriate reliance (§4.3).
We also evaluate the utility of intervening by decel-
erating the interaction, finding that it helps reduce
over-reliance but not under-reliance (§4.4).

Our findings highlight the utility of adapting
to user trust in AI-assisted decision-making and
present exciting avenues for facilitating appropriate
reliance and improving human-AI collaboration.

2 Related Work

We draw on a vast literature on measuring user
trust in AI systems and evaluate how decision aids
can be used for mitigating inappropriate reliance in
moments of low or high trust.

Trust in Human-AI Interactions. Much work
has explored the nature of human trust in AI sys-
tems (Lai et al., 2023), particularly in situations
characterized by risk and uncertainty (Jacovi et al.,

2021). Lee and See (2004) provide the most com-
monly accepted definition of trust, as a person’s
attitude that an agent will help them achieve their
goals. User trust is considered to be calibrated
(Alizadeh et al., 2022) when it aligns with the AI
system’s true capabilities (Wright, 2010), thus re-
ducing AI misuse and disuse (Alizadeh et al., 2022).
While trust in AI has typically been attributed to
socio-economic and individual factors (Bach et al.,
2024), recent work (Dhuliawala et al., 2023; Pareek
et al., 2024) examines how trust develops as users
interact with AI systems over multiple timesteps.

Measuring Trust. Bach et al. (2024) identify a
variety of mechanisms for measuring user trust,
such as questionnaires (Schaffer et al., 2019),
qualitative interviews (Barda et al., 2020), sur-
veys (Lin et al., 2019), and point scales (Gulati
et al., 2019). In AI-assisted decision-making, early
works measured trust by observing user reliance
behavior (Yin et al., 2019; Zhang et al., 2020); how-
ever, de Fine Licht and Brülde (2021) distinguish
reliance, an observable behavior, from trust, a sub-
jective belief. Self-reported trust levels from users,
where users report their confidence in the AI’s accu-
racy for a question, are a reasonable proxy for trust,
albeit at a local, interaction level (Pareek et al.,
2024; Dhuliawala et al., 2023). Instead, we adopt a
more global lens for eliciting trust scores by asking
users to report their belief in the AI’s helpfulness
on a scale of 0 to 10.

Mitigating Inappropriate Reliance. Inappropri-
ate reliance, where users mistakenly accept incor-
rect AI predictions or reject correct ones (Parasura-
man and Riley, 1997), is highly undesirable in high-
stakes domains, such as healthcare and law (Schem-
mer et al., 2023). Appropriate reliance can be
fostered through various decision aids, such as
model confidences (Zhang et al., 2020; Vodrahalli
et al., 2022), explanations (Wang and Yin, 2021;
Bansal et al., 2021), uncertainty expressions (Zhou
et al., 2024; Kim et al., 2024), and providing
sources (Feng and Boyd-Graber, 2019). Cogni-
tive forcing functions (Buçinca et al., 2021), which
insert friction (Chen and Schmidt, 2024; İnan et al.,
2025) and promote deliberation (Park et al., 2019;
Rastogi et al., 2022; Ma et al., 2024a), are effective
at mitigating over-reliance. We demonstrate how
strategically providing these decision aids to users
during moments of low or high trust can mitigate
trust-induced inappropriate reliance.
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Sequence of 30 
Decision-Making 
Problems

 . . .


3 out of 10

Correct diagnosis: Bronchitis

How much do you trust the AI 
to help you with this task?

3: Accuracy Reveal + Trust Update

Diagnosis: Bronchitis 

1: Independent Decision-Making

Patient is an 8 year old male. 
Patient has a cough, lower 
chest pain and...

Diagnosis: Pneumonia

2: AI-Informed Decision Revision

AI prediction: Pneumonia 
AI confidence: 75%

New Decision-Making Problem

Previous User-AI Interactions

User Trust:

...

Future User-AI Interactions

...

. . .


Figure 2: In our user study, each user interacts with an AI for a sequence of 30 decision-making problems. In each
problem, the user first makes a decision by themselves, and then receives advice from the AI which they use to
make a final decision. The user is then told what the correct decision is, and reports their trust in the AI (out of 10).

3 How does Trust Impact Reliance on AI?

We study how user trust impacts reliance on AI ad-
vice over a sequence of decision-making problems
(§3.1). User studies reveal that trust being too high
or too low increases inappropriate reliance (§3.2).

3.1 Sequential AI-Assisted Decision-Making
We consider a setting where a human user interacts
with an AI assistant on a sequence of N decision-
making problems, where each problem belongs to
the same task, such as making medical diagnoses
based on symptoms. Problems are tuples of input
x, categorical choices Y , and correct choice y∗ ∈
Y . The user solves each problem in three stages:
independent decision-making based on their own
knowledge, decision revision after viewing the AI
recommendation, and trust update in the AI after
observing decision accuracy (Figure 2).1

1. Independent Decision-Making: For the ith

decision-making problem with input xi, the user
initially makes a decision yu,init

i ∈ Y .

2. AI-Informed Decision Revision: The user
then views the AI prediction yAI

i and confidence
estimate cAI

i , and makes a final decision yu,fin
i .

3. Trust Update: After the user makes their final
decision yu,fin

i , the interface informs the user of the
accuracy of their decision and the AI prediction
yAI
i . Observing this feedback may alter the user’s

trust in the AI’s ability to help them make better
decisions. For instance, the AI misleading the user
into making a wrong decision is likely to decay
trust. After showing this feedback, we ask users
to report how much they trust the AI to help them

1Our setup assumes that both the user and AI can observe
the ground-truth decision after each problem.

with the decision-making task based on all user-AI
interactions so far, as an integer between 0 and 10.

Our trust operationalization captures a global
belief in the AI’s helpfulness, which is likely to
influence how the user relies on AI advice in sub-
sequent decision-making problems.

Evaluating Appropriate Reliance. We only
evaluate interactions where the user’s initial de-
cision differs from the AI prediction, i.e. yu,init

i ̸=
yAI
i . We capture the degree of users’ reliance on

AI assistance using Switch Rate (Yin et al., 2019;
Zhang et al., 2020), the fraction of interactions
where the user switched their decision to the AI
prediction. Following Ma et al. (2024b), we capture
the degree of appropriate reliance on AI assistance
using two metrics: Over-Reliance represents the
fraction of interactions where the user switches to
the AI’s prediction when the AI is incorrect, while
Under-Reliance represents the fraction of inter-
actions where the user does not switch to the AI’s
prediction when the AI was in fact correct.

We hypothesize that very high and very low val-
ues of trust will increase the probability of inap-
propriate reliance in the next user-AI interaction.
Specifically, we hypothesize that low user trust
biases users towards rejecting correct AI advice,
i.e. higher Under-Reliance. Similarly, high trust
leads to users accepting incorrect advice more fre-
quently, i.e. higher Over-Reliance.

3.2 Experiments
We evaluate the impact of users’ trust level2 on
their reliance behavior and decision-making perfor-
mance in subsequent user-AI interactions.

2Henceforth, “user trust” refers to the user’s trust level at
the start of an interaction, i.e. the trust score reported by the
user at the end of the previous interaction.
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Figure 3: Calibration curves and Expected Calibration
Error (ECE) of our simulated AI assistants.

Decision-Making Tasks. We conduct user stud-
ies on two decision-making tasks. The ARC task
consists of answering science questions from the
ARC dataset (Clark et al., 2018). Each problem
consists of a question and two options. The Diagno-
sis task involves making medical diagnoses based
on patient intake forms, sourced from the DDXPlus
dataset (Fansi Tchango et al., 2022). Users must
select from four possible diagnoses. Appendix A
contains more details about problem selection.

Simulated AI. Our user studies use a simu-
lated AI that provides a recommendation Ri =
(yAI

i , cAI
i ) for each decision-making problem. We

experiment with two types of AI assistants: one
perfectly calibrated and one overconfident.

For the calibrated AI assistant, for the ith prob-
lem, we first sample a confidence score cAI

i ∼
Uniform(0.5, 0.95). We then decide if the AI pre-
diction yAI

i will be the correct decision y∗i by sam-
pling with probability cAI

i :

yAI
i =

{
y∗i w.p. cAI

i ,

∼ Uniform(Y \ {y∗i }) w.p. 1− cAI
i

For the overconfident AI assistant, we sample
the AI confidence cAI

i as above, and then sample
another parameter c′i from the triangular distribu-
tion Tri(0.5, cAI

i , cAI
i ). The AI prediction is sam-

pled as before, but with a correctness probability c′i
lower than the confidence cAI

i shown to the user.
This sampling procedure generates AI predic-

tions and confidence scores for each decision-
making problem. Figure 3 shows calibration curves
for the calibrated and overconfident AI predictions.

Experiment Setup. We perform user studies on
the Prolific platform, on three task settings: the
ARC task with a calibrated AI (ArcC), the ARC task
with an overconfident AI (ArcO), and the Diagnosis
task with a calibrated AI (DiagC).

For the ARC task, we recruit users with at least
an undergraduate degree. We recruit two groups

Figure 4: Reliance metrics at different levels of user
trust. In each plot, r represents the weighted Pearson
correlation coefficient. All correlations are statistically
significant, with p < 0.001. Bar shades correspond to
number of user interactions at each trust level.

of 30 users, one each for the ArcC and ArcO set-
tings. Users achieve 67% accuracy on this task
without AI assistance, whereas the calibrated and
overconfident AI achieve 71% and 64% accuracy,
respectively. Users are paid $1.0, plus a $0.10
bonus for every correct final decision.

For the Diagnosis task (DiagC task setting), we
conduct studies with professional doctors, who
achieve 74% task accuracy without the AI. Due
to the lower number of qualified participants on
Prolific, we recruit 20 users. Users are paid $2.0,
plus a $0.10 bonus for every correct final decision.

For each task setting, we sample 10 sequences
Si = {P i

1, P
i
2, ..., P

i
30} of 30 decision-making

problems P i
j = {(xj , y∗j ), Rj}. Users in each task

setting are randomly assigned to a sequence Si

upon starting the study. Appendix A contains addi-
tional details about the user study setup.

Findings. Figure 4 shows the relationship be-
tween user trust and reliance, aggregated across all
users in the same task setting. We highlight a few
key takeaways (T∗). T1: Switch Rate is strongly
correlated with user trust, which suggests that users’
internal trust influences how likely they are to ac-
cept AI advice. T2: User trust has moderate to
strong correlation with Over-Reliance. We fur-
ther observe that Over-Reliance is highest at high
values of user trust (9–10). T3: User trust has a
strong negative correlation with Under-Reliance.
At lower values of trust (< 5), users exhibit the
most Under-Reliance. These findings suggest
that extreme values of user trust act as a cog-
nitive bias, resulting in higher inappropriate
reliance in subsequent human-AI interactions.
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4 Trust-Adaptive AI Interventions
Mitigate Inappropriate Reliance

We hypothesize that AI systems can counterbalance
the cognitive bias caused by trust by adapting their
behavior according to the user’s trust level.3 We
introduce trust-adaptive interventions for reducing
inappropriate reliance. Trust-adaptive interventions
are designed to correct for trust-induced cognitive
bias, and are only applied when the user’s trust
level is either above or below a certain threshold.
We hypothesize that uniformly applying these in-
terventions, rather than only when trust is low or
high, will worsen inappropriate reliance.

Experiment Setup. We evaluate the utility of
adaptive interventions through a between-subjects
study.4 Each user is assigned to one of three ex-
perimental conditions: a No Intervention baseline
where the intervention is never applied, an Inter-
vention Always baseline where the intervention is
applied whenever the AI’s prediction differs from
the user’s initial decision, and the Trust-Adaptive
Intervention condition where the intervention is
only applied when the user’s trust lies above or be-
low a specified threshold. Based on the relationship
we observe between reported user trus and reliance
(Figure 4), we select a threshold trust of 5 out of 10
for mitigating under-reliance, and 8 out of 10 for
mitigating over-reliance. We conduct studies with
30 users assigned to each experimental condition
in the ArcC and ArcO task settings, and 20 users for
each condition in the DiagC task setting.

Evaluating Interventions. We evaluate in-
tervention conditions on Under-Reliance or
Over-Reliance, depending on the type of inap-
propriate reliance the intervention is intended to
mitigate. We also evaluate Total Inappropriate
Reliance, which is the sum of Under-Reliance
and Over-Reliance, to check if mitigating one
type of inappropriate reliance exacerbates the other
type to the same degree. Finally, Final Decision
Accuracy captures the effect of interventions on
decision-making performance.

We compute metrics across all user interactions
where the user and AI disagree (yu,init

i ̸= yAI
i ) and

also analyze subsets of these interactions based
on user trust levels. Aggregating over interactions

3Our setup assumes that the AI can observe the user’s
last-reported trust level at the start of every interaction.

4We do not conduct a within-subjects study because the
same user cannot be subjected to multiple conditions without
introducing interaction effects.

rather than users may skew user representation, for
example, a user with generally low trust will rep-
resent more low trust interactions than other users.
On the other hand, macro-aggregation by averag-
ing per-user metrics results in high inter-user vari-
ance, since some users have very few interactions
meeting the specified criteria. Macro-aggregation
results are presented in Appendix C.

4.1 Mitigating Under-reliance with
Supporting Explanations

AI explanations have been widely studied as a de-
cision aid (Bussone et al., 2015; Wang and Yin,
2021; Poursabzi-Sangdeh et al., 2021). Prior work
has shown that natural language explanations sup-
porting the AI prediction cause over-reliance (Si
et al., 2024; Sieker et al., 2024; Hashemi Chalesh-
tori et al., 2024). We hypothesize that providing nat-
ural language supporting explanations when user
trust is low (< 5) can mitigate under-reliance.

We generate supporting explanations for all prob-
lems by prompting GPT-4o (Hurst et al., 2024) to
provide a 3–4 sentence explanation Es

i for each
option yi ∈ Y of each problem P (prompts in Ta-
ble 5). Explanations were manually reviewed by
an author to ensure they entailed the correspond-
ing prediction. When the intervention was applied
during a user-AI interaction, the AI would provide
an augmented recommendation R′

i = Ri +Es
i . To

encourage users to read the explanation, they are al-
lowed to make their final decision only 15 seconds
after the AI advice is shown.

We separately evaluated the interventions across
interactions where the user’s initial decision dis-
agrees with the AI prediction, and across the “low
trust” subset of interactions. Figure 5 shows that
providing supporting explanations adaptively
mitigates under-reliance when user trust is low,
especially when AI confidence is miscalibrated.

Trust-Adaptive Explanations Help. In the
Trust-Adaptive condition, users exhibit lower
Under-Reliance, lower inappropriate reliance,
and higher decision accuracy across all task set-
tings. These improvements are particularly notable
when user trust is low and an explanation is pro-
vided in the Trust-Adaptive Intervention condition
but not in the No Intervention condition. Providing
explanations when trust is low results in 13–31% re-
duction in Under-Reliance, 9–38% reduction in
Total Inappropriate Reliance, and 10–19%
improvement in Final Decision Accuracy.
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Figure 5: Reliance metrics and decision accuracy for users, evaluating the utility of supporting explanations
at mitigating under-reliance. n represents the number of user-AI interactions that we aggregate over for the
corresponding condition. Showing explanations adaptively reduces Under-Reliance and Total Inappropriate
Reliance while boosting Final Decision Accuracy across all task settings, particularly when user trust is low.

Figure 6: Reliance metrics and decision accuracy for users, evaluating the utility of counter-explanations at mitigating
over-reliance. Showing counter-explanations adaptively reduces Over-Reliance and Total Inappropriate
Reliance while boosting Final Decision Accuracy across almost all settings, particularly when trust is high.

Explanations Offset AI Miscalibration. The
largest improvements occur when the AI system
is over-confident, i.e. the ArcO task setting, which
had the largest number of interactions where user
trust was low. This finding indicates that explana-
tions are effective for mitigating AI disuse when
AI confidences are miscalibrated.

Persistent Explanations Can Hurt. The Inter-
vention Always condition does not yield simi-
lar improvements and worsens decision accuracy
in the Diagnosis task. In the ArcC task set-
ting, showing explanations uniformly increases
Under-Reliance when trust is low. We suspect
that showing explanations always rather than adap-
tively exposes the user to many misleading expla-
nations, resulting in an overall loss of trust in the
explanations’ trustworthiness. In ArcO and DiagC,
explanations reduce inappropriate reliance when
trust is low, but not across all user interactions.

4.2 Mitigating Over-reliance with
Counter-Explanations

Similar to how providing supporting explanations
are an effective intervention when user trust is
low, we investigate whether providing reasons for
why the model prediction might be incorrect can
counter-balance the cognitive effect of high trust
(> 8). Such counter-explanations have been shown
to reduce over-reliance compared to regular sup-
porting explanations (Si et al., 2024).

Similar to the supporting explanations, we gener-
ate natural language counter-explanations for each
option by prompting GPT-4o to list 1–2 reasons
why that option might be incorrect, while not com-
pletely rejecting that option (e.g. “I believe Bron-
chitis is the correct diagnosis due to ..., but it is
possible that...”). The counter-explanations fre-
quently include expressions of uncertainty (“could
potentially”, “it may be that”), alternative possibil-
ities, and specific circumstances under which the
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Figure 7: Effect of providing supporting explanations (/) and counter-explanations (\), depending on user trust,
within the same user session yields complementary benefits in inappropriate reliance and decision-making accuracy.

model’s prediction may be incorrect. Table 6 con-
tains examples of generated counter-explanations.

Figure 6 shows that providing counter-
explanations adaptively mitigates over-reliance
when user trust is high.

Trust-Adaptive Counter-Explanations Help.
Counter-explanations are effective at reducing over-
reliance when user trust is high, across all task set-
tings, with 10–23% reduction in Over-Reliance,
19–36% reduction in Total Inappropriate
Reliance, and 8–20% improvement in Final
Decision Accuracy. When considering all in-
teractions where the user and AI have different pre-
diction, improvements are also observed in almost
all cases but to a lesser extent.

Persistent Explanations Are Not As Helpful. 2:
The effects become less pronounced in the Interven-
tion Always condition. In the ArcO setting, users
perform uniformly worse than in the No Interven-
tion condition when trust is high. Users may be less
inclined to closely evaluate counter-explanations
when they are always shown.

4.3 Mitigating Under- and Over-Reliance
Simultaneously

We now investigate whether showing supporting
explanations when trust is low (< 5) and counter-
explanations when trust is high (> 8) in the same
user-AI study yields complementary improvements
in decision accuracy and inappropriate reliance.

Figure 7 shows that providing different types of
explanations based on user trust yields comple-
mentary performance improvements on both the

ARC and Diagnosis tasks. The benefits observed
by using supporting explanations during low trust
mirror those previously observed in §4.1, while the
benefits of using counter-explanation are similar to
those observed in §4.2.

4.4 Intervention through Deceleration

We have demonstrated that supporting and counter-
explanations are useful for mitigating under- and
over-reliance, respectively. We now investigate
the utility of another type of intervention: slowing
down the interaction to promote deliberation, with-
out providing additional information to the user.

To mitigate under-reliance by decelerating the
interaction, we display a “The AI is thinking...”
message for 10 seconds before the AI prediction
is revealed to the user. To mitigate over-reliance,
we reveal the AI prediction and ask the user to
carefully consider the AI advice; the user is made to
wait 10 seconds before making their final decision.

Findings. Figure 8 shows the effect of the above
decelerating interventions at mitigating inappropri-
ate reliance in the ArcC task setting. We see that
telling users that the AI is thinking is not particu-
larly effective at reducing Total Inappropriate
Reliance, even when trust is low. On the
other hand, forcing users to consider the AI ad-
vice closely when trust is high improves Total
Inappropriate Reliance and Final Decision
Accuracy. Our findings extend those of Buçinca
et al. (2021), showing that cognitive forcing is par-
ticularly useful for reducing over-reliance when
user trust is high.
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Figure 8: Effect of decelerating interventions on reducing inappropriate reliance and improving decision accuracy.

5 Discussion

Our results highlight the promise of trust-adaptive
interventions based on experiments in a controlled
setting. We highlight some considerations when de-
signing trust-adaptive interventions for real-world
decision-making scenarios.

Applying trust-adaptive interventions. A key
assumption of our setup does not hold in most real-
world settings: that both parties have access to
real-time feedback about decision accuracy. En-
vironment feedback in response to user decisions
will provide a sparse signal in some contexts. Users
may still internally update their trust in the AI based
on their confidence in their own decision and their
(potentially incorrect) perception of their expertise
in comparison to the AI assistant’s ability. Addi-
tionally, some interventions may not be suitable for
certain tasks; for example, LLM-generated explana-
tion frequently known to hallucinate details, which
may be undesirable in high-stakes applications.

Can we model user trust? In our setting, the AI
assistant can observe the user’s trust level after each
interaction. In appendix D, we provide an analysis
of several heuristic-based and learning-based trust
models on their ability to predict user trust levels
based on user-AI interaction history instead. We
find that these heuristics only achieve moderate
correlation with user-reported trust levels, and are
especially poor at predicting moments of high and
low user trust. Our results point to the challenging
nature of modeling user trust, and the inadequacy
of surface-level interaction features. Instead, user-
specific features such as users’ internal confidence,
their prior experience with AI systems and task
expertise may be better indicators of user trust.

Is all inappropriate reliance equally bad? Our
formulation of Total Inappropriate Reliance
treats both under- and over-reliance as equally un-
desirable. However, a company developing an AI

assistant for clinicians may be more wary of clin-
icians over-relying on their assistant, which may
leave them liable. The relative importance of miti-
gating under- and over-reliance can be quantified
through a balancing utility function. Such a utility
function can also be used as a reward signal for
optimizing an intervention policy to signal when
an intervention should be applied.

6 Conclusion and Future Directions

We explore the utility of trust-adaptive interven-
tions for mitigating inappropriate reliance when
users have low or high trust in AI assistants. We
demonstrate that low and high levels of trust result
in increased inappropriate reliance on AI recom-
mendations for laypeople answering science ques-
tions and for doctors making medical diagnoses.
We conduct controlled between-subjects studies
and find that adaptively providing supporting expla-
nations during low trust and counter-explanations
during high trust reduces inappropriate reliance and
improves users’ decision accuracy. These findings
generalize to decelerating interventions; forcing
users to pause and deliberate before making their
final decision helps reduce over-reliance.

Our findings present an initial exploration into
adapting AI behaviors based on user trust levels.
We adopted a simple thresholding criterion for de-
ciding when to intervene, but more sophisticated
criteria that also account for user and AI confidence
may have potential. Further, rather than looking
at whether user trust is too high or low, we can
consider whether the trust is calibrated with the
assistant’s trustworthiness. High user trust may
not be as undesirable when the AI is significantly
more accurate than the user on the task. We hope
our findings inspire the community to more closely
consider the effect of user trust in user-AI interac-
tions and the potential benefits of modeling and
adapting to user trust levels.
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Limitations

Our user studies were performed using a simulated
AI assistant, rather than a real system such as a
Large Language Model. Similar to Buçinca et al.
(2021); Dhuliawala et al. (2023), we use a simu-
lated AI for the controllability of AI accuracy and
confidence calibration. However, a simulated AI
may be unrealistic compared to real AI systems
that people use. For instance, since the answer
correctness is decided independently for each prob-
lem, our AI assistant may provide contradicting
predictions for near-identical problems.

Furthermore, the behavior of Prolific participants
interacting with an AI in a user study may differ
from users of a live system in a real-world sce-
nario (McGrath, 1995), particularly due to mis-
alignment of motivations (Deci et al., 1999). We
test for the effect of two confounding variables:
trust reporting and user experience with AI (Ap-
pendix E), finding that they do not affect user re-
liance behavior, but there may be other confound-
ing variables we have not yet considered.

We conducted all our user studies with partici-
pants from the U.K. and U.S.A. who were fluent in
English. Users from other countries and cultures
may have different attitudes towards AI systems,
and thus behave differently.

Finally, our findings would be more reliable if
we could obtain data from more participants, more
tasks and more interventions, however this is not
possible due to financial restrictions and the dearth
of professional doctors on the Prolific platform.

Ethical Considerations

While modeling user trust can allow AI systems
to help users overcome their cognitive biases, care
must be taken that such user modeling is not taken
advantage of to mislead or manipulate users. We
emphasize that our trust-adaptive interventions are
not intended to force or manipulate users into be-
having a certain way, but to recognize when the
user’s trust may be hindering their reasoning. We
do not condone use of such user modeling to ma-
nipulate users by misrepresenting the AI’s beliefs
or causing the user any distress.

People designing AI assistants with trust-
adaptive interventions should ensure the interven-
tions comply with the local ethical standards of the
intended users. Further, we encourage promoting
transparency and accountability by disclosing to
users that the AI assistant is modeling user trust.
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Figure 9: Screenshots of task instructions shown to users.

A Task Details

We conduct user studies on two decision-making
tasks: the ARC task and the Diagnosis task.

ARC Task. This task consists of answering sci-
ence questions. Questions are sourced from the
ARC dataset (Clark et al., 2018), which consists
of more than 7000 grade-school science multiple-
choice questions written for examinations. The
authors manually reviewed questions from this
dataset and selected questions that were challeng-
ing (i.e. the correct answer is not immediately
obvious, and at least one option was not obviously
incorrect) but still understandable (did not contain
any scientific jargon that laypeople may not be fa-
miliar with). All questions in the original dataset
had four options, but the author only selected the
correct answer and the most plausible incorrect op-
tion for the decision-making problem. The final
filtered set consisted of 39 questions. For each
of the 10 problem sequences that users solve, we
sample 30 of the 39 questions without repetition.

Diagnosis Task. This task consists of diagnos-
ing patients based on patient symptoms. Pa-
tient symptoms are sourced from the DDXPlus
dataset (Fansi Tchango et al., 2022), which con-
tains 1.3 million synthetic patients with a differen-
tial diagnosis. The symptoms are presented as ei-
ther binary, categorical or continuous variables, but
each symptom has a corresponding patient intake

question and answer in English, which we translate
into a descriptive third-person statement using GPT-
4o.. For example, the intake question “Do you feel
pain somewhere?” and patient response “Knee (R)”
is translated into “The patient feels pain in their
right knee.”. We filter down to questions with only
10–15 intake responses so that users do not need to
spend a long time understanding the problem. To
convert the task into a multiple-choice problem, we
select the top three negative conditions from the
differential diagnosis as the incorrect options. Our
final set of problems includes 55 cases correspond-
ing to eleven different conditions, which we use to
sample 10 sequences of 30 problems each.

Table 6 contains examples of decision-making
problems from both tasks.

B User Study Details

We present additional details about the user studies.

User Payment. As mentioned earlier, users in
the ARC task are paid a base payment of $1.0, with
an incentive of $0.10 per correct answer. Users
achieved 65–75% accuracy on the task, which trans-
lates to a bonus of ≈ $2.0 per user, or $3.0 total
payment. The tasks took a median time of 15 min-
utes to complete, which translates to a pay rate of
$12 per hour.

For the ARC task, users are paid a higher base
payment of $2.0, since the task takes slightly longer
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Figure 10: Macro-aggregation results for mitigating under- and over-reliance. n represents the number of users who
have at least 3 interactions meeting the required criteria.

to complete (≈ 20 minutes). Users achieve 75%
accuracy, translating to an average bonus of $2.0
per user, or $4.0 total payment, which translates to
a pay rate of $12 per hour.

In total, including Prolific fees, we spent ≈
$2500 on the user studies reported in this paper.

User Demographics. Users were recruited on the
Prolific platform. We recruited participants from
the U.K. and U.S.A. who self-identified as fluent
in English, and had at least 99% approval rate on
previously completed Prolific studies.

Instructions. Users were informed that they
were participating in a research study. Figure 9
contains screenshots of the task instructions and
payment details presented to users.

Our user study was approved by our institution’s
Institutional Review Board (camera-ready version
will include the name of the institution).

C Macro-Aggregation Results

We report macro-aggregation results, where we first
compute our metrics for each user, and then aggre-
gate across all users. Because some users may only

have a few interactions that fit the required criteria
for computing metrics, the metrics for those users
are very sensitive to a single interactions. There-
fore, when computing metrics, we filter out users
with fewer than 3 interactions that meet the re-
quired criteria (yAI

i ̸= yu,init
i , and user trust being

below/above the corresponding threshold for the
“low trust”/“high trust” interaction subsets). For the
Under-Reliance metric we also need at least 3
interactions where the AI prediction is correct, and
for the Over-Reliance metric we need at least 3 in-
teractions where the AI prediction is incorrect. For
the Total Inappropriate Reliance metric we
both need 3 interactions where the AI prediction is
correct and 3 interactions where the AI is incorrect
(so that we can calculate both Under-Reliance
and Over-Reliance for that user).

In Figure 10, we observe trends similar to
those observed in Section 4. However, when
looking at the low/high trust subsets, most con-
ditions have fewer than 10 users for calculat-
ing Under-Reliance and Over-Reliance, and
fewer than 5 users for Total Inappropriate
Reliance.
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Trust estimator
Train
corr.

Test
corr.

High-
trust F1

Low-
trust F1

AIAcc5 0.388 0.345 0.345 0.458
CapabilityDiff 0.185 0.248 0.382 0.500
SmoothOutcomes 0.466 0.434 0.495 0.447
SmoothConfs 0.483 0.430 0.486 0.423
TrustEffectModel 0.478 0.509 0.392 0.498

Table 1: Correlation of trust estimation methods with
user-reported trust levels, and F1 for detecting moments
of low and high trust.

D Trust Modeling

In this section, we attempt to model user trust di-
rectly based on user-AI interaction history, and
highlight the difficulties of simple trust heuristics
at identifying moments of low and high user trust.

We experiment with several simple heuristics
that are computed by looking at interaction out-
comes. AIAcc5 estimates trust based on the AI’s
accuracy in the last 5 interactions. CapabilityDiff
calculates the difference between the accuracy of
the AI’s prediction and the user’s initial decision,
over all interactions so far. SmoothOutcomes up-
dates the trust τt ∈ [−1, 1] after interacton t, based
on the AI’s prediction correctness at ∈ {0, 1}

τ0 = 0; τt = r · (2 ∗ at − 1) + (1− r) · τt−1

where r is a smoothing parameter. Smooth-
Confs is similar to the above, except the update
term is weighted by the AI’s confidence cAI

t

τ0 = 0; τt = r · (2 ∗ at − 1) · cAI
t + (1− r) · τt−1

Finally, we train a TrustModel, a linear regression
model which estimates the change in user trust after
each interaction.

We use a set of 45 additional user sessions as
training data for the model and selecting smoothing
parameters, and evaluate on a held-out set of 30
user sessions, totaling 1350 and 900 user-AI inter-
actions in train and test set. We evaluate the trust
estimation methods on their correlation with user-
reported trust levels for the test set interactions, and
F1 for predicting low and high trust.

Table 1 shows correlation between trust scores
estimated by the various heuristics and the user-
reported trust levels, on both train and tests, along
with the F1 for detecting moments of low and high
user trust. We observe that all of the above meth-
ods achieve only moderate correlation with user-
reported trust, and achieve very low F1 (≤ 0.5) at
detecting both low and high trust instances. These

results point to the challenging nature of model-
ing user trust, and the inadequacy of surface-level
interaction features.

E Testing for Confounding Variables

Users
Report
Trust?

Final
Decision
Accuracy

Switch
Rate

Under-
Reliance

Over-
Reliance

✓ 61.9% 48.6% 40.7% 34.8%
× 60.2% 49.9% 42.0% 37.2%

Table 2: Effect of asking users to report trust on reliance
metrics and decision accuracy, on the ArcC task setting.

We evaluate the effect of asking users to report
trust on their decision-making performance and
reliance on the AI assistant, finding that user per-
formance stays largely the same (Table 2).

How often user uses AI Switch
Rate

Under-
Reliance

Over-
Reliance

Once a week or more 43.4% 43.5% 29.9%
About once a month 41.7% 41.4% 28.9%
Never 41.8% 44.8% 26.9%

Table 3: Effect of user experience with AI on reliance
metrics, on the ArcC task setting.

How often user uses AI
for checking facts

Switch
Rate

Under-
Reliance

Over-
Reliance

Regularly 41.9% 46.7% 30.1%
Have used, not regularly 45.4% 39.3% 29.9%

Table 4: Effect of user experience with AI for fact check-
ing on reliance metrics, on the ArcC task setting.

Table 3 and Table 4 show how user experience
with AI, and specifically using it for fact checking,
affects user reliance on AI assistance, again finding
that reliance behavior is similar.

14



Supporting explanation generation prompt Counter-explanation generation prompt

Provide a convincing 3-4 sentence explanation (under
100 words) for why option {i} is the correct diagnosis,
even if you don’t believe option {i} is the correct di-
agnosis. It is absolutely essential that you justify that
option {i} is the correct diagnosis, rather than any of
the other options.
Do not explicitly refer to any options by their option
number, only their content. For example, if you are
explaining why option 1: Anemia is correct, do not
say “Option 1 is correct because...” or “For the above
reasons, the correct diagnosis is option 1”), instead say
“Anemia is the correct diagnosis because...”.

Provide a convincing 3-4 sentence explanation (under 100 words)
for why option {i} may not be the correct diagnosis, even if you
believe that option {i} is the correct diagnosis. Your explanation
should reflect that you believe option {i} is correct (e.g. by saying
“While I think <option {i}> is the correct diagnosis...”), but also
provide 1-2 reason(s) for why it may not be correct. Your expla-
nation should not merely restate the option, but provide a (short)
reasoning. Do not explicitly refer to any options by their option
number, only their content. For example, if you are explaining why
option 1: Anemia is correct, do not say “Option 1 is correct be-
cause...” or “For the above reasons, the correct diagnosis is option
1”), instead say “Anemia is the correct diagnosis because...”.

Table 5: Prompts used for generating supporting and counter-explanations for the Diagnosis task. Prompts for ARC
task were slightly modified (e.g. replacing “correct diagnosis” with “correct answer”).

Task Question Options Supporting Explanation Counter-Explanation

ARC Water has many unique chemi-
cal properties. Which property
of water makes water a good
solvent of crystalline salts?

Low Ph
Strong po-
larity

Water’s strong polarity allows it to in-
teract with the charged ions in crys-
talline salts, breaking them apart and
dissolving them. This is because wa-
ter molecules are polar, with oxygen
being more electronegative than hydro-
gen, creating a partial negative charge
near the oxygen and partial positive
charges near the hydrogen atoms. This
polarity allows water molecules to sur-
round and solvate the ions in the salt,
leading to the dissolution of the salt in
water.

Although strong polarity
is the primary reason wa-
ter is a good solvent, low
pH could potentially en-
hance the solubility of
certain crystalline salts
by increasing the avail-
ability of hydrogen ions
to interact with the salt
molecules.

Diagnosis Patient is a 7 year old male.
- The patient lives with 4 or
more people.
- The patient attends or works
in a daycare.
- The patient has pain some-
where, related to their reason
for consulting.
- The patient’s pain is sensitive.
- The patient feels pain in the
right tonsil, under the jaw, and
in the trachea.
- The intensity of the patient’s
pain is 3 (on a scale of 0 to 10).
- The patient’s pain does not ra-
diate to another location.
- The patient’s pain appeared at
a speed of 2 (on a scale of 0 to
10).
- The patient has a fever, either
felt or measured with a ther-
mometer.
- The patient has had a cold in
the last 2 weeks.
- The patient has noticed that
the tone of their voice has be-
come deeper, softer, or hoarse.

- Epiglottitis
- Viral
pharyngitis
- Acute
laryngitis
- Chagas

Acute laryngitis is the correct diagno-
sis because the patient exhibits hoarse-
ness and a change in voice tone, which
are hallmark symptoms of laryngitis.
The presence of a recent cold and mild
pain in the throat area align with viral-
induced laryngitis, typically following
upper respiratory infections. The pa-
tient’s fever and pain in the right tonsil
and trachea further support inflamma-
tion consistent with laryngitis.

While I think acute laryn-
gitis is the correct diagno-
sis, it may not be entirely
accurate because the pa-
tient’s pain is specifically
located in the right ton-
sil, under the jaw, and in
the trachea, which might
also suggest a more local-
ized infection like tonsil-
litis or pharyngitis. Addi-
tionally, acute laryngitis
typically involves a more
pronounced hoarseness of
voice, which may not
align perfectly with the
patient’s description of a
deeper or softer tone, po-
tentially pointing towards
other conditions.

Table 6: Examples of supporting and counter-explanations generated by GPT-4o. The AI prediction (which is also
the correct option) is highlighted.

15


	Introduction
	Related Work
	How does Trust Impact Reliance on AI?
	Sequential AI-Assisted Decision-Making
	Experiments

	Trust-Adaptive AI Interventions Mitigate Inappropriate Reliance
	Mitigating Under-reliance with Supporting Explanations
	Mitigating Over-reliance with Counter-Explanations
	Mitigating Under- and Over-Reliance Simultaneously
	Intervention through Deceleration

	Discussion
	Conclusion and Future Directions
	Task Details
	User Study Details
	Macro-Aggregation Results
	Trust Modeling
	Testing for Confounding Variables

