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Abstract

Recent work demonstrates that, post-training large language models with open-
domain instruction following data have achieved colossal success. Simultaneously,
human Chatbot Arena has emerged as one of the most reasonable benchmarks
for model evaluation and developmental guidance. However, the processes of
manually curating high-quality training data and utilizing online human evaluation
platforms are both expensive and limited. To mitigate the manual and temporal
costs associated with post-training, this paper introduces a Simulated Chatbot
Arena named WizardArena, which is fully based on and powered by open-source
LLMs. For evaluation scenario, WizardArena can efficiently predict accurate
performance rankings among different models based on offline test set. For the
training scenario, we propose Arena Learning, an innovative offline strategy that
simulates iterative arena battles among various state-of-the-art models on a large
scale of instruction data using AI-driven annotations to evaluate and leverage
battle results, thus continuously enhancing the weaknesses of the target model
through both supervised fine-tuning and reinforcement learning. Experimental
results demonstrate that our WizardArena aligns closely with the online human
arena rankings, and our models, trained on extensive offline battle data through
Arena Learning, demonstrate marked improvements in performance across the SFT,
DPO, and PPO stages.

1 Introduction

In recent years, the field of natural language processing (NLP) has witnessed a remarkable transfor-
mation, driven by the rapid advancements in large language models (LLMs). These models, trained
on vast amounts of text data, have demonstrated an exceptional ability to understand, generate, and
interact with human language in a wide range of tasks [1–3]. One of the most exciting applications
of LLMs has been in the realm of conversational AI [4–9], where they have been utilized to create
powerful chatbots capable of engaging in naturalistic dialogues. One of the key factors contributing
to the success of LLM-powered chatbots is the ability to leverage large-scale high-quality instruction
following data for effective post-training [10–14]. By exposing these models to a diverse range of
conversational tasks and instructional scenarios, researchers have been able to imbue them with a
deep understanding of how to effectively communicate and assist humans.
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Write five sentences ending in apple.

1. She reached out to pick the ripest, choosing a shiny red apple.  
2. The teacher smiled as her students eagerly brought her a fresh apple.  
3. The farmer smiled as he polished the season's first ripe apple.
4. He set down his basket, filled to the brim with every variety of apple.  
5. As the sun set, she took a bite of her sweet, juicy apple.

1. The children laughed as they took turns bobbing for an apple.
2. The apple orchard was filled with trees heavy with fruit.
3. She baked a delicious apple pie for dessert.
4. An apple a day keeps the doctor away.
5. The orchard was filled with the sweet scent of ripe apples.

Instruction

Model A Model B

Judge: Model X

Write five sentences ending in apple. Instruction

< Instruction, Response A > < Instruction, Response-A, Response-B >

SFT Training Data DPO & PPO Training Data

Rank_A > Rank_B > Rank_C > …

Elo Ranking

…

Figure 1: Overview of Running Example.

In this context, the emergence of the Chatbot Arena [15, 16] has been a significant development. This
is a platform that facilitates the assessment and comparison of different chatbot models by pitting
them against each other in a series of conversational challenges and rank with Elo rating system
[17]. By leveraging a diverse set of human evaluators, the Chatbot Arena provides a more robust
and comprehensive evaluation of chatbot performance, going beyond the limitations of traditional
benchmarking approaches. At the same time, they also opened up some real direct chat and battle
preferences data [18], which have been proven to be valuable resources for model post-training and
developmental guidance [19]. However, the manual nature of the human-based evaluation process
poses its own set of challenges: Manually orchestrating and coordinating the interactions between
chatbots and human evaluators can be time-consuming and resource-intensive, limiting the scale and
frequency of evaluation and training data opensource cycles. On the other hand, due to their priority
limitations [20], most models are unable to participate in arena evaluations, making it impossible to
directly guide the development of the target model on it. So, the need for a more efficient and scalable
arena-based pipeline to chatbot post-training and evaluation has become increasingly pressing.

To address these challenges, this paper introduces a novel approach called WizardArena, a simulated
offline chatbot arena that is fully based on and powered by AI LLMs without human evaluators.
The primary objective of WizardArena is to mitigate the manual and temporal costs associated
with post-training LLMs while retaining the benefits of arena-based evaluation and training. As the
running example shown in the Figure 1, the key is that WizardArena can efficiently predict accurate
performance rankings among different battle models based on a powerful “judge model”, which could
automatically imitate the manner of human annotators in judging a responses pair of two models and
provide rankings, scores, and explanation.

In the training scenario, We innovatively propose Arena Learning strategy to simulate arena battles
among target model (referred to as WizardLM-β) and various state-of-the-art models on a large scale
of instruction data. These synthetic battle results are then used to enhance WizardLM-β through some
training strategies, including supervised fine-tuning (SFT), direct preference optimization (DPO) [21],
and proximal policy optimization (PPO) [22], enabling it to learn from the strengths and weaknesses
of other models. Furthermore, Arena Learning introduces an iterative battle and training process,
where the WizardLM-β is continuously updated and re-evaluated against SOTA models. This process
allows for the WizardLM-β to iteratively improve and adapt to the evolving landscape of the arena,
ensuring that it remains competitive and up-to-date with the latest advancements in the field.

In the evaluation scenario, we firstly contribute a carefully prepared offline testset, it effectively
balances the diversity and complexity of evaluation. By automating the pair judgement process with
“judge model”, WizardArena significantly reducing the associated costs and priority limitations, and
could produce the Elo rankings and detailed win/loss/tie statistics.

The experimental results demonstrate that the Elo rankings produced by WizardArena align closely
with the LMSys Chatbot Arena. This finding validates the effectiveness of WizardArena as a reliable
and cost-effective alternative to human-based evaluation platforms. Moreover, the models trained on
the extensive battle data generated by Arena Learning exhibit significant performance improvements
during the SFT, DPO, and PPO stages. In three iterative loops, our model can also scale up with
more training data and achieve better performance. These results highlight the value and power
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of Arena Learning in post-training, which leverages the collective knowledge and capabilities of
multiple models to drive the WizardLM-β’s performance to new heights. Our main contributions are
as follows:

• We introduce Arena Learning, a novel AI powered method which help us build an efficient
data flywheel for large language models post-training by simulating offline chatbot arena,
which leverages AI annotator to mitigate the manual and temporal costs.

• We contribute a carefully prepared offline testset of AI-based WizardArena, and demonstrate
the highly consistent in accurately predicting Elo rankings among different LLMs compared
to human-based LMSys Chatbot Arena.

• Experimental results demonstrate the effectiveness of Arena Learning in producing large-
scale synthetic data to continuously improve WizardLM-β, through various training strate-
gies including SFT, DPO, and PPO.

2 Related Works

2.1 LLM Benchmarks

Large Language Models (LLMs) have transformed the way people interact with computing systems
and are extensively used in everyday life and work [23]. The existing benchmarks [24–26] are
mainly divided into two categories: 1) Specialized tasks. Knowledge and Capability: MMLU [27],
CMMLU [28], and C-Eval [29]; Reasoning: ARC [30], HellaSwag [31], PIQA[32], GSM8k [33],
MATH [34]; Programming: HumanEval [35], MBPP [36], LiveCodeBench [37]; Safety and Truth-
fulness: ToxicChat [38], OLID [39], BIG-Bench [40], TruthfulQA [41]. They focus on assessing
LLM performance in specific areas. 2) General tasks: like MT-Bench [15, 42] and AlpacaEval [43],
encompass categories such as writing, role-playing, and mathematics, highlighting the models’
comprehensive abilities and multi-turn dialogue performance.

Real-world benchmarks, (i.e., LMSYS ChatBot Arena [44] and Allenai WildBench [45]) use anony-
mous battles, ELO [17, 46] rankings, and human judgments, but have time delay and often do not
timely reflect the models’ true performance and require large time and human labor intensive. Addi-
tionally, most models overfit on leaderboards like MT-Bench [15], OpenLLM leaderboard [47, 48],
showing inconsistent performance with real-world ChatBot scenarios and low differentiation among
models. Therefore, we have developed Simulated Offline WizardArena, which not only effectively
differentiates model performance but also aligns closely with the online live ChatBot Arena [44],
making it suitable for selecting the optimal models while significantly enhancing model post-training
through battle data.

2.2 Large Language Models

LLMs have made significant strides in Natural Language Processing (NLP), serving as a versatile
foundation for numerous applications [23, 49, 50]. These models, which often contain hundreds of
billions of parameters, are trained on expansive text datasets. Notable examples include OpenAI’s
GPT-3 and GPT-4 [4, 51], Anthropic’s Claude [52], Google’s PaLM [53, 54], Gemini [6], and Deep-
Mind’s Chinchilla [55]. The AI field has recently seen a surge in open-source LLMs, providing public
access to model codes and parameters. Notable releases include BigScience’s BLOOM [56], Mistral
AI’s Mistral [57], Meta’s Llama family [3, 58] and GAL [59], Tsinghua University’s ChatGLM [60],
TII’s Falcon [61] and Yi [62]. New entries such as Baichuan, Qwen [7], DeepSeek [63], and
Llemma [64] have also emerged. Presently, models like Alpaca [11], Vicuna [10], Guanaco [65],
Orca [66], OpenChat [13], Tulu2 [67], WizardLM [12], and Zephyr [68] are being developed through
supervised fine-tuning based on Llama [3, 58] and Mistral [57].

The alignment performance of Large Language Models (LLMs) is significantly influenced by the
quality of Supervised Fine-Tuning (SFT) data, which encompasses task difficulty [66], query com-
plexity [12, 69], semantic diversity [11, 14], and sample size [70]. For instance, [11] generates
diverse queries through self-instruct [71] methods, while [12] enhances model alignment by in-
creasing query complexity. [66] boosts NLP task performance by optimizing FLAN [72] queries
and responses with specialized LLMs, and [14] has introduced UltraChat. To select data efficiently,
some strategies like IFD [73], INSTAG [74], DEITA [75], MODS [76], and ALPAGASUS [77] are
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Figure 2: Overview of Arena Learning post-training data flywheel and WizardArena evaluation.

adopted. [66] employs ChatGPT to label instructional data, ensuring both diversity and complexity.
Here, we select training data using the judge pair method with different models.

To better adapt to preferences beyond SFT, models are trained with feedback-based methods like
RLHF and RLAIF [2, 52, 58, 78, 79], employing Proximal Policy Optimization (PPO) [80] to align
with model preferences. RLEIF [81] combines instruction evolution and reinforcement learning
to enhance the mathematical reasoning capabilities of the model. Due to RLHF’s complexity and
instability, simpler alternatives like DPO [21], RRHF [82], KTO [83], IPO [84], sDPO [85], and
ORPO [86] are utilized. DPO [21] merges reward modeling with preference learning, RRHF [82]
uses ranking loss to prioritize preferred answers, and KTO [83] operates without needing paired
preference datasets. In this paper, we use DPO and PPO for model post-training.

3 Approach

In this section, we elaborate on the details of the proposed WizardArena and Arena Learning strategy.
As illustrated in Figure 2, the pipeline mainly contains three components: Offline Pair-size LLM
Battle Arena, Model Evaluation, and Model Training.

3.1 ChatBot Arena and Elo Ranking

The Chatbot Arena is a pioneering platform that has revolutionized the way chatbot models are
evaluated and compared. It facilitates the assessment of different chatbot models by pitting them
against each other in a series of conversational challenges. At the core of this Arena lies the concept
of Elo rankings, a widely adopted rating system originally devised for chess players. Elo rankings
[17] are used to quantify the relative performance of chatbot models based on a series of head-to-head
battles. Each model is initially assigned an arbitrary Elo rating, which is then updated after every
battle based on the outcome (win, loss, or tie) and the rating difference between the competing models.
If a higher-rated model defeats a lower-rated one, its Elo rating increases slightly, while the loser’s
rating decreases by a corresponding amount.

3.2 Using a Powerful LLM as Judge to Simulate Human Annotators

At the core of the simulated arena battles in WizardArena lies a powerful LLM that serves as the
“judge model”. This judge model is specifically prompted and adjusted by us on a diverse range
of conversational pair data, enabling it to assess the quality, relevance, and appropriateness of the
models’ responses objectively and consistently. The judge model’s role is to analyze and compare
the responses provided by the competing models for each instruction or conversational sample. It
considers various factors, such as coherence, factual accuracy, context-awareness, and overall quality,
to determine whether one response is superior to the other or if they are of comparable quality (a tie).
We show the details of its judgement prompt in Appendix A.
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3.3 Evaluation LLMs with WizardArena

3.3.1 Constructing the Offline Test Set

To accurately evaluate the performance of chatbot models and predict their Elo rankings, WizardArena
relies on a carefully curated offline mixed test set, which is designed to strike a balance between
diversity and complexity, ensuring a comprehensive assessment of the models’ capabilities across a
wide range of conversational scenarios. This test set consists of the following two subsets:

Diverse Subset The diverse subset of the test set is constructed to capture a broad range of topics,
styles, and conversational contexts. To achieve this, we employs text clustering techniques on a
large corpus of instructions and conversational data. The clustering process begins by representing
all the instructions in a conversation as a high-dimensional vector using state-of-the-art embedding
models. These vectors capture the semantic and contextual information within the text, enabling the
clustering algorithm to group similar samples together. Once the clustering is complete, we selects
a representative sample from each cluster, ensuring that the diverse subset of the test set capture a
broad range of scenarios. This approach helps to mitigate potential biases or blindspots that may
arise from relying solely on simply random sampling.

Hard Subset This subset is specifically designed to challenge the capabilities of even the most
advanced chatbot models. To construct this subset, we leverages the power of LLMs to predict
the difficulty level of each instruction. We then selects the top-ranking samples according to the
predicted difficulty scores, ensuring that the hard subset of the test set comprises the most challenging
and complex scenarios. This data serves as a rigorous benchmark for evaluating the robustness and
capability of chatbot models in handling intricate and nuanced conversational tasks.

3.3.2 Simulating Offline Battling and Ranking Models on Test Set

With the above “judge” model and the offline test set in place, WizardArena proceeds to evaluate the
performance of various chatbot models through a series of pair-wise battles. The outcomes of the
battles are then used to compute the Elo rankings of the participating chatbot models. WizardArena
adopts the same Elo rating system used in LMSys Chatbot Arena, which has proven effective in
ranking players or entities based on their head-to-head performance.

3.4 Iterative Training LLMs through Arena Learning

3.4.1 Collecting Large-Scale Instruction Data

To facilitate leveraging the simulated arena battles among models to train WizardLM-β, Arena
Learning relies on a large-scale corpus of conversational data D. The data collection process involves
several stages of filtering, cleaning, and deduplication to ensure the quality and diversity of the
instruction data. The simulated arena battle outcomes are then used to generate training data for the
WizardLM-β, tailored to different training strategies: supervised fine-tuning (SFT), direct preference
optimization (DPO), and proximal policy optimization (PPO). We split the data equally into some
parts D = {D0, D1, D2, ..., DN} for following iterative training and updates respectively.

3.4.2 Iterative Battle and Model Updating

Arena Learning employs an iterative process for training and improving the WizardLM-β. After each
round of simulated arena battles and training data generation, the WizardLM-β is updated using the
appropriate training strategies (SFT, DPO, and/or PPO). This updated model is then re-introduced into
the arena, where it battles against the other SOTA models once again. This iterative process allows
the WizardLM-β to continuously improve and adapt to the evolving landscape of the arena. As the
model becomes stronger, the simulated battles become more challenging, forcing the WizardLM-β to
push its boundaries and learn from the latest strategies and capabilities exhibited by the other models.
Additionally, the iterative nature of Arena Learning enables the researchers to monitor the progress
and performance of the WizardLM-β over time, providing valuable insights into the effectiveness of
the different training strategies and potential areas for further improvement or refinement.

The following is the first iterative loop: For SFT, we first train the initial version of WizardLM-β with
D0, then select some state-of-the-art LLMs which ranking top on WizardArena testset, following we
battle WizardLM-β with them on D1 , and focus on extracting instances where the WizardLM-β’s
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response is considered inferior to the winning model’s response, as determined by the judge model.
These instances are collected, and the winning model’s response is used as the target output for
fine-tuning the next WizardLM-β-SFT model. For DPO, we use WizardLM-β-SFT to battle with
SOTA LLMs on D2, and then we treat win and loss responses as the < choice, reject > pairs to
training the WizardLM-β-DPO model. For PPO, we leverage the same battle process on D3 to obtain
the < choice, reject > pairs to train the reward model and WizardLM-β-PPO.

In the second training iteration, we select the latest best WizardLM-β on the WizardArena test set as
the initial model, and adopt above battles on D4, D5, and D6 to get the training data of next version
of SFT, DPO, and PPO models respectively. We will stop the iteration when we find the model can’t
achieve significantly better performance than previous iteration.

4 Experiments

4.1 Experimental Setup

Source Data. We collected some instructions from open available datasets (i.e., Alpaca [11],
FLAN [72], LMSYS-Chat-1M [87], OpenOrca [88], WizardLM [12]), and optimized them using the
following steps: first, we filtered out all illegal conversations; second, we removed conversations with
instruction lengths of less than 10; third, we eliminated duplicate instructions with prefixes of 10;
next, we employed the MinHashLSH technique [89] (with a threshold of 0.4 and 128 permutation
functions) for data deduplication; subsequently, we excluded instructions from the top 5 matches
in semantic similarity with benchmarks (i.e., WizardArena, LMSYS-hard [90], MT-Bench [15],
AlpacaEval [43], OpenLLM Leaderboard [27, 31, 41, 47, 91]) to prevent data leakage. Finally, we
removed all non-English instructions. After completing these steps, we obtained the refined 276K
dataset D.

Offline Diverse & Hard WizardArena test set. Firstly, we processed the source data using K-Means
clustering into 500 categories. From each category, we randomly selected two samples to construct
1,000 diversity samples, named as the Offline-Diverse WizardArena. Additionally, 20 samples from
each category were selected at random to form a data set of 10,000 entries, we then used GPT-4-1106-
preview to rate each instruction on a difficulty scale from 0 to 10 in descending order, and selected
the top 1,000 entries to create the hard test set, denoted as the Offline-Hard WizardArena. Detailed
scoring prompt is provided in Appendix B. The Offline-Mix WizardArena combines the Diverse
and Hard test sets in 2,000 samples. Different from Arena-Hard-v1.0 [90], which mainly focuses on
single-turn dialogue data, WizardArena-Mix incorporates multi-turn dialogue data.

LLM Battle. We selected 15 popular models from the LMSYS ChatBot Arena and conducted
pairwise battles in the Offline-Mix WizardArena. Llama3-70B-Chat [58] served as the “judge” model,
with the higher-scoring model declared the winner. To maintain consistency, the detailed judgement
prompt is sourced from [15, 92] provided in Appendix A. Following LMSYS Chatbot Arena, we
adopt the Bradley-Terry model [93] to calculate the final scores for each model. To mitigate potential
position bias, we used a two-game setup, swapping the models between the first and second positions
for each instance [92]. We use multiple bootstraps (i.e., 100), and select the median as the model’s
ELO score. The 95% CI is determined from the 2.5% to 97.5% range of confidence interval scores.

Training Data. 1) we random sample 10k ShareGPT data to train a initial model WizardLM-β-I0. 2)
we randomly split the D into nine slices, each Di contains around 30K multi-turn conversations. 3)
In the first iteration I1, we inference three SOTA models Command R+, Qwen1.5-72B-chat [94], and
OpenChat-3.5 [13] as reference models for battle and We also inference our WizardLM-β-I0 on D1.
4) We employ the judge model to judge between WizardLM-β-I0 and each reference model. 5) The
winning reference model’s responses (threshold score > 1.0 for maintaining the distinction) are used
as the target output to train WizardLM-SFT-β-I1. 6) Immediately, we use this as initial model and
re-battle with three SOTA models on D2 and D3 to produce the training data of WizardLM-DPO-β-I1
and WizardLM-PPO-β-I1 respectively. The best model from I1 will be the initial model of second
iteration I2, and the third one I3 also operates the same way. Finally, we obtain 56.5K (D0 10K,
D1 20K, D4 14K, D7 12.5K) data for SFT, 57.3K (D2 20.4K, D5 19.3K, D8 17.6K) data for DPO,
57.3K (D3 20.4K, D6 19.3K, D9 17.6K) data for PPO reward model, and 90k for PPO.

Implementation Details. We apply our method to the Mistral-7B [57] for post-training, use Llama3-
70B-Chat [58] as judge models in WizardArena. In supervised fine-tuning, we trained three epochs
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Table 1: The ELO rankings results of 22 models on LMSYS ChatBot Arena EN, MT-Bench, Offline-
Diverse, Offline-Hard, and Offline-Mix (Diverse & Hard).

Model
LMSYS-ChatBot
Arena-ELO-EN

(95% CI)

WizardArena
Diverse-ELO

(95% CI)

WizardArena
Hard-ELO
(95% CI)

WizardArena
Mix-ELO
(95% CI)

MT-bench

Command R+ [97] 1163 (+3/-5) 1353 (+9/-6) 1329 (+8/-6) 1340 (+6/-4) 8.20
Qwen1.5-72B-Chat [94] 1137 (+3/-4) 1334 (+9/-7) 1314 (+7/-5) 1324 (+6/-5) 8.61
Qwen1.5-32B-Chat [94] 1115 (+5/-7) 1299 (+7/-8) 1278 (+6/-8) 1288 (+6/-4) 8.30
Wizard-β-PPO-I3 - 1283 (+5/-6) 1268 (+7/-5) 1274 (+6/-7) 7.81
Wizard-β-DPO-PPO-I1 - 1227 (+7/-8) 1208 (+8/-6) 1219 (+7/-5) 7.40
WizardLM-β-PPO-I1 - 1211 (+7/-8) 1199 (+8/-6) 1205 (+4/-5) 7.29
WizardLM-β-DPO-I1 - 1203 (+7/-6) 1193 (+8/-8) 1198 (+3/-4) 7.35
WizardLM-70B-v1.0 [12] 1099 (+7/-8) 1187 (+6/-7) 1165 (+6/-5) 1172 (+5/-5) 7.71
Tulu-2-DPO-70B [67] 1093 (+8/-10) 1150 (+7/-6) 1183 (+7/-6) 1161 (+4/-6) 7.89
Llama-2-70B-Chat [58] 1091 (+5/-5) 1100 (+5/-5) 1100 (+4/-6) 1100 (+2/-3) 6.86
Vicuna-33B [10] 1088 (+5/-5) 1115 (+5/-7) 1078 (+7/-5) 1094 (+4/-5) 7.12
Nous-Hermes-2-Mixtral-DPO [98] 1079 (+9/-13) 1109 (+8/-6) 1124 (+7/-7) 1116 (+5/-4) 8.33
WizardLM-β-SFT-I1 - 1065 (+6/-7) 1061 (+6/-6) 1063 (+4/-4) 6.98
OpenChat-3.5 [13] 1066 (+7/-7) 1043 (+7/-5) 1051 (+8/-5) 1048 (+5/-5) 7.80
DeepSeek-LLM-67B-Chat [9] 1066 (+8/-10) 993 (+7/-7) 1010 (+5/-7) 1001 (+6/-5) 8.70
Llama-2-13B-Chat [58] 1060 (+4/-5) 1053 (+5/-6) 1044 (+7/-7) 1047 (+5/-4) 6.65
GPT-3.5-Turbo-0613 [4] 1055 (+6/-6) 957 (+6/-7) 1008 (+7/-7) 984 (+5/-5) 8.32
Zephyr-7b-alpha [68] 1041 (+14/-15) 907 (+7/-6) 969 (+6/-6) 943 (+4/-4) 6.88
Vicuna-13B [10] 1031 (+5/-6) 937 (+6/-7) 926 (+8/-5) 929 (+5/-5) 6.57
Qwen-14B-Chat [94] 1019 (+9/-10) 917 (+7/-7) 934 (+8/-6) 926 (+4/-6) 6.96
Mistral-7B-Instruct-v0.1 [57] 1011 (+7/-7) 884 (+7/-7) 905 (+9/-6) 895 (+4/-5) 6.84
WizardLM-β-SFT-I0 - 865 (+6/-7) 887 (+6/-7) 875 (+5/-5) 6.41
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Figure 3: The performance comparison of 15 popular
models across MT-Bench, normalized LMSYS ChatBot
Arena, and normalized WizardArena.

0.62 0.63 0.65 0.82 0.83 0.83 0.79 0.86 0.88 0.87 0.89 0.92 0.88 0.90 0.92 0.92

0.38 0.54 0.61 0.81 0.83 0.82 0.78 0.85 0.89 0.90 0.91 0.93 0.89 0.93 0.94 0.93

0.37 0.46 0.54 0.77 0.78 0.77 0.75 0.81 0.84 0.86 0.87 0.90 0.87 0.92 0.91 0.91

0.35 0.39 0.46 0.67 0.69 0.76 0.69 0.80 0.79 0.79 0.81 0.86 0.84 0.87 0.89 0.89

0.18 0.19 0.23 0.33 0.50 0.52 0.52 0.58 0.62 0.68 0.71 0.76 0.76 0.77 0.79 0.82

0.17 0.17 0.22 0.31 0.50 0.51 0.52 0.58 0.61 0.68 0.70 0.75 0.74 0.77 0.77 0.79

0.17 0.18 0.23 0.24 0.48 0.49 0.51 0.65 0.60 0.66 0.69 0.74 0.72 0.76 0.78 0.81

0.21 0.22 0.25 0.31 0.48 0.48 0.49 0.54 0.56 0.65 0.67 0.72 0.72 0.74 0.73 0.75

0.14 0.15 0.19 0.20 0.42 0.42 0.35 0.46 0.53 0.61 0.64 0.69 0.68 0.70 0.73 0.76

0.12 0.11 0.16 0.21 0.38 0.39 0.40 0.44 0.47 0.59 0.61 0.67 0.66 0.70 0.71 0.73

0.13 0.10 0.14 0.21 0.32 0.32 0.34 0.35 0.39 0.41 0.56 0.58 0.61 0.63 0.63 0.68

0.11 0.09 0.13 0.19 0.29 0.30 0.31 0.33 0.36 0.39 0.44 0.56 0.59 0.60 0.62 0.64

0.08 0.07 0.10 0.14 0.24 0.25 0.26 0.28 0.31 0.33 0.42 0.44 0.53 0.55 0.53 0.59

0.12 0.11 0.13 0.16 0.24 0.26 0.28 0.28 0.32 0.34 0.39 0.41 0.47 0.51 0.51 0.54

0.10 0.07 0.08 0.13 0.23 0.23 0.24 0.26 0.30 0.30 0.37 0.40 0.45 0.49 0.49 0.57

0.08 0.06 0.09 0.11 0.21 0.23 0.22 0.27 0.27 0.29 0.37 0.38 0.47 0.49 0.51 0.55

0.08 0.07 0.09 0.11 0.18 0.21 0.19 0.25 0.24 0.27 0.32 0.36 0.41 0.46 0.43 0.45
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Figure 4: Win rates (w/o tie) of models in
WizardArena-Mix. Each model involved in 2k × 20
battles (#samples num × #models num).

with a learning rate of 5e-6, a batch size of 128, and a sequence length of 4096. For PPO reward
model training, Mistral-7B was trained for one epoch at a learning rate of 1e-6. In PPO training, the
learning rate was 1e-7 for one epoch with a KL coefficient of 0.4, and for DPO training, it was 5e-7
for two epochs with a beta of 0.3. We used the DeepSpeed [95] and TRL [96] for SFT and RL.

4.2 Offline WizardArena closely align with the Online LMSYS ChatBot Arena.

Table 1 and Figure 3 presents the rankings for 16 popular models across several evaluation bench-
marks: LMSYS ChatBot Arena-EN [44], MT-Bench [15], and three Offline-Diverse, Offline-Hard,
and Offline-Mix (Diverse & Hard) of WizardArena. The results reveal that employing the LMSYS
ChatBot Arena as the reference benchmark in the real-world scenarios, WizardArena displays the
good ranking consistency, however MT-Bench shows the large fluctuations. We find some models
that perform well on MT-Bench, such as GPT-3.5-Turbo-0613 [4] and DeepSeek-LLM-67B-Chat [9],
rank lower in the LMSYS ChatBot Arena. In addition, there is a significant difference in performance
between WizardArena diverse and hard subsets, with Vicuna-33B [10] and Qwen1.5-32B-Chat [94]
being more effective in diverse tasks, while Tulu-2-DPO-70B [67] and Nous-Hermes-2-Mixture-
DPO [98] achieving better results in hard tasks.
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Table 2 illustrates that the Offline WizardArena-Mix significantly outperforms MT-Bench across sev-
eral consistent metrics, calculated from the evaluation results of the models in Table 1: a 45% higher
Spearman Correlation, a 74% increase in Human Agreement with 95% CI, and a 60% improvement in
Differentiation with 95% CI. It achieves totally 92.80% consistency with the LMSYS ChatBot Arena

Table 2: The consistency of MT-Bench, Arena-
Hard-v1.0, and Offline WizardArena compared
with the LMSYS ChatBot Arena.

Metrics MT-Bench Arena-Hard-v0.1 Offline-Diverse Offline-Hard Offline-Mix

Data Size 160 500 1000 1000 2000

Spearman Correlation 52.83% 95.61% 94.03% 95.89% 97.76%
Human Agreement with 95% CI 24.32% 93.70% 95.24% 96.65% 98.98%
Differentiation with 95% CI 21.90% 85.4% 79.32% 80.47% 81.67%
Avg. 33.02% 91.57% 89.53% 91.00% 92.80%

, closely matching the 91.57% consistency of
Arena-Hard-v1.0 [90]. Details of these met-
rics are provided in Appendix C. In contrast
to MT-Bench and Arena-Hard-v1.0, using pro-
prietary models (i.e. GPT-4) to judge, our ap-
proach employs current SOTA open-source mod-
els like Llama3-70B-Chat, which has a signifi-
cantly lower cost. Moreover, the Offline Arena-
Mix, which combines Diverse and Hard test sets,
achieves 3.27% higher average consistency than
only using the Diverse-Arena and 1.8% higher than the LMSys Arena-Hard-v0.1 , indicating greater
consistency with the Online LMSYS ChatBot Arena.

Table 3: Explores data selection
strategies for the SFT stage, using
10k samples for each method ex-
cept for the Original D1.

Data Selection Data
Size

Offline-Mix
Arena-ELO
(95% CI)

MT-bench

Original 30k 1027 (+6/-6) 6.59
Random Sample 10k 1012 (+8/-7) 6.49
K-Means Cluster 10k 1024 (+5/-8) 6.63
Instruction Length 10k 1038 (+5/-6) 6.65
IFD [73] 10k 1035 (+7/-7) 6.68
INSTAG [74] 10k 1038 (+5/-7) 6.70

Pair-judge 10k 1049 (+6/-5) 6.76

Table 4: Explore the consistency between Llama3-70B-Chat
and GPT-4 as judging models in the Offline-Mix Arena. Us-
ing multiple bootstraps (e.g., 100), we select the median as
the model’s ELO score.

model
LMSYS-ChatBot
Arena-ELO-EN

(95% CI)

Offline-Mix-Arena-ELO
GPT4-judge

(95% CI)

Offline-Mix-Arena-ELO
Llama3-70B-chat-judge

(95% CI)

Command R+ [97] 1163 (+3/-5) 1357 (+4/-3) 1340 (+6/-4)
Qwen1.5-72B-Chat [94] 1137 (+3/-4) 1336 (+5/-5) 1324 (+6/-5)
Qwen1.5-32B-Chat [94] 1115 (+5/-7) 1303 (+4/-6) 1288 (+6/-4)
DeepSeek-LLM-67B-Chat [9] 1066 (+8/-10) 990 (+6/-8) 1001 (+6/-5)
GPT-3.5-Turbo-0613 [4] 1055 (+6/-6) 944 (+7/-5) 984 (+5/-5)
Zephyr-7b-alpha [68] 1041 (+14/-15) 932 (+6/-5) 943 (+4/-4)
Vicuna-13B [10] 1031 (+5/-6) 944 (+6/-5) 929 (+5/-5)
Qwen-14B-Chat [94] 1019 (+9/-10) 924 (+4/-7) 926 (+4/-6)

4.3 Can Arena Learning improve models performance via post-training?

Table 1 demonstrates the impact of using the Arena Learning method post-train Wizard-β models
during the SFT, DPO and PPO stages. In the SFT stage, Wizard-β-I1, compared to Wizard-β-
I0, achieved a 0.57-point increase on MT-Bench, a 188-point rise in WizardArena-Mix ELO, and
advanced 8 places in the ELO rankings. In the RL stage, WizardLM-β-PPO-I1 outperformed
Wizard-β-I1 by 0.31 points on MT-Bench, increased its ELO score in the WizardArena-Mix by 142
points, and moved up 6 places. WizardLM-β-DPO-I1 improved by 0.37 points on MT-Bench, and
135 points on WizardArena-Mix ELO, and advanced five places. WizardLM-β-DPO-PPO-I1 even
achieves a 0.42-point increase on MT-Bench, a 156-point rise on WizardArena-Mix ELO and climbed
seven places, outperforming both WizardLM-β-DPO-I1 and WizardLM-β-PPO-I1 individually.
This indicates that continued PPO training based on DPO can further boost model performance.
Figure 4 also provides a detailed comparison of the win rates between different models, our final 7B
WizardLM-β-I3 achieve performance that is very close to Qwen1.5-32B-Chat.

Above results highlight that continuous battle with SOTA models with Arena Learning and updating
weights with new selected data can progressively enhance model capacities compared to its rivals.
Hence, Arena Learning builds an effective data flywheel and utilizing the Arena Learning can
significantly improve model performance in post-training.

4.4 Ablation Study

Data Selection strategy. To explore the efficiency of our pair-judge data selection method, we
compare it with some widely used data selection strategies. In Table 3, We use 10k samples for each
method except for the Original D1. to ensure a fair comparison, the pair-judge battle method only
conducts battles between WizardLM-β-SFT-I0 and Command R+. The data where WizardLM-β-
SFT-I0 loses are selected, with the corresponding responses taken from Command R+. Additionally,
the responses for instructions selected by IFD and INSTAG are also derived from Command R+,
rather than the original existing responses.
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The results indicate that data selected via the pair-judge method yielded a 22-point improvement in
the Offline-Mix Arena ELO over the all original 30k data, surpassed the diversity-based K-Means
Cluster method by 25 points, and exceeded the instruction complexity-based INSTAG [74] method
by 11 points. On MT-bench, the pair-judge method also demonstrated superior performance, with
improvements of 0.17 points over Original, 0.13 points over K-Means Cluster, and 0.06 points over
INSTAG. This advantage is attributed to that the pair-judge method focuses on instructions where
the base model underperforms, particularly in diverse and complex tasks, effectively addressing the
model’s weaknesses. These results underscore the effectiveness of the pair-judge method in selecting
high-quality data during the SFT phase to target and strengthen the weakness of the base model.

Llama3-Chat Judge and GPT-4 Judge Consistency. In most previous works, people were ac-
customed to use GPT-4 as a judge for evaluation or generating synthetic data, but the GPT-4 API
cost required for large-scale data flywheel is enormous for most research and production scenarios.
Therefore, we explore whether it is possible to replace GPT-4 with advanced open source models.
Table 4 explores the consistency between Llama3-70B-Chat and GPT-4 as judge models in the
Offline-Mix Arena. Using GPT-4 judge’s ELO as the reference benchmark, the Spearman correlation
coefficient between Llama3-70B-Chat judge and GPT-4 judge is 95.81%, and the Human Agreement
with 95% CI is 88.46%. The overall average consistency between the two judge models is 92.14%.
Consequently, employing Llama3-70B-Instruct as a cost-effective judge model achieves high consis-
tency with both GPT-4 and LMSYS ChatBot Arena by human judgment, ensuring the reliability of
the WizardArena evaluation and post-training with Arena Learning in this paper.

Table 5: Explore different alignment
strategies for models in SFT and RL
stages. We utilize three slices of data
for SFT, DPO, and PPO training.

Alignment Strategy Data Source
Offline-Mix
Arena-ELO
(95% CI)

MT-bench

SFT D1 1063 (+4/-4) 6.98
SFT D1 ∪D2 1124 (+6/-4) 7.15
SFT + DPO D1 ∪D2 1198 (+3/-4) 7.35
SFT + PPO D1 ∪D2 1205 (+4/-5) 7.29
SFT + DPO + PPO D1 ∪D2 ∪D3 1219 (+7/-5) 7.40

Table 6: Explore our model’s performance across var-
ious benchmarks, including the OpenLLM Leader-
board, GSM8k, AlpacaEval2.0 and MT-Bench.

Model ARC Hellaswag MMLU TruthfulQA GSM8k AlpacaEval2.0 MT-bench Avg

Qwen1.5-7B-Chat [94] 55.89 78.56 61.70 53.65 13.19 14.70 7.60 40.76
Mistral-7B-Instruct-v0.1 [57] 54.52 75.63 55.38 56.28 14.25 8.43 6.84 38.76
Vicuna-13B-v1.5 [10] 57.08 81.24 56.67 51.51 11.30 10.50 6.57 39.27
Zephyr-7B-alpha [68] 61.01 84.04 61.39 57.9 14.03 10.30 6.88 42.22
Llama-2-13B-Chat [58] 49.04 80.70 54.80 41.86 28.70 8.40 6.65 38.59
OpenChat-3.5 [13] 62.46 83.96 62.89 45.43 25.78 11.37 7.80 42.81

WizardLM-β-SFT-I0 54.73 72.67 54.43 49.16 25.30 8.24 6.41 38.71
WizardLM-β-SFT-I1 59.94 83.31 60.62 52.49 43.16 13.71 6.98 45.74
WizardLM-β-DPO-I1 61.12 84.13 61.97 53.98 45.05 17.08 7.35 47.24
WizardLM-β-PPO-I1 61.24 84.26 62.31 54.24 45.56 17.23 7.29 47.45

Training strategy. Table 5 explores the impact of different training strategies in the first round during
the SFT, DPO, and PPO stages. Iterative application of the pair-judge method consistently boosts
SFT model performance, exemplified by the Offline-Arena Mix ELO score rising from 1063 to 1124
and the MT-bench score from 6.98 to 7.15. These outcomes confirm the effectiveness and scalability
of the pair-judge approach for SFT data selection. In the RL stage, by continuing the post-training
of DPO and PPO on top of SFT, the Offline-Arena Mix ELO score significantly increased by 135
points and 142 points, and MT-bench improved by 0.37 points and 0.31 points. Futhermore, SFT
+ DPO + PPO showed a modest 0.05-point improvement on MT-bench compared to SFT + DPO,
but obviously increased by 21 points on Offline-Arena Mix ELO. These findings suggest that the
continuous application of reinforcement learning strategies can further boost the model’s intrinsic
capabilities. Above results indicate that the data derived from the pair-judge battle method not only
significantly enhanced the SFT phase training but also provided high-quality data pairs for the RL
phase, continuously improving the training outcomes for DPO and PPO.
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Figure 5: Explore the iterative training processes of
SFT, DPO, and PPO. Ii represents the i-th iteration.

Scaling Iterative SFT, DPO, PPO train-
ing. Figure 5 explores the iterative training
processes of SFT, DPO, and PPO, where
Ii represents the i-th iteration. The results
highlight that continuous battle with Wiz-
ardAerna and updating can progressively
enhance model performance. Specifically,
from SFT-I0 to DPO-I3 or PPO-I3, the
WizardArena ELO score increased from
875 to 1274, achieves a huge gain of 399
points, and the MT-Bench score also rises
from 6.41 to 7.81, achieves an increase of 1.4 points. These findings underscore the effectiveness and
scalability of the Arena Learning iterative training method in post-training LLMs.
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Table 7: Explore the quantity of Choose and Reject responses for each battle model across various
rounds during the DPO stages.

Stage Command R+ Qwen1.5-72B-Chat OpenChat-3.5 WizardLM-β-SFT Total

DPO-I1-Choose 9.5k 7.9k 1.4k 1.6k 20.4k
DPO-I2-Choose 8.8k 7.5k 1.1k 1.9k 19.3k
DPO-I3-Choose 7.8k 6.6k 0.7k 2.5k 17.6k
DPO-Total-Choose 26.1k 22.0k 3.2k 6.0k 57.3k

DPO-I1-Reject 1.1k 1.6k 9.2k 8.5k 20.4k
DPO-I2-Reject 0.9k 1.5k 10.5k 6.4k 19.3k
DPO-I3-Reject 0.9k 1.3k 11.2k 4.2k 17.6k
DPO-Total-Reject 2.9k 4.4k 30.9k 19.1k 57.3k

Count of data selected from each battle model during DPO. Table 7 summarizes the sources
of Choose and Reject responses during the DPO data construction. Command R+ selected 9.5k,
8.8k, and 7.8k data as Choose responses across three rounds, totaling 26.1k. The corresponding
Reject responses were 1.1k, 0.9k, and 0.9k, totaling 2.9k. WizardLM-β-SFT selected 1.6k, 1.9k,
and 2.5k Choose responses across three rounds, totaling 6.0k(6.0k vs. 57.3k), with corresponding
Reject responses of 8.5k, 6.4k, and 4.2k, totaling 19.1k(19.1k vs. 57.3k). This indicates that as
WizardLM-β-SFT improved through iterative training, the number of Choose responses increased,
while Reject responses decreased.

Table 8: The win/tie/loss counts of
WizardLM-β-PPO-I3 against Command
R+, Qwen1.5-72B-Chat, OpenChat-3.5
evaluated by Llama3 70B Chat Judge and
Human Judge.

Models Win Tie Loss
Llama3 70B Chat Judge

WizardLM-β-PPO-I3 vs. Command R+ 55 39 106
WizardLM-β-PPO-I3 vs. Qwen1.5-72B-Chat 64 45 91
WizardLM-β-PPO-I3 vs. OpenChat-3.5 141 23 36

Human Judge
WizardLM-β-PPO-I3 vs. Command R+ 49 46 105
WizardLM-β-PPO-I3 vs. Qwen1.5-72B-Chat 60 41 99
WizardLM-β-PPO-I3 vs. OpenChat-3.5 147 21 32

Llama3-70B-Chat vs. Human Judge. To reduce time
and annotation costs, we randomly selected 200 sam-
ples from WizardArena-Mix (100 diverse, 100 challeng-
ing). We evaluated four models: WizardLM-β-PPO-I3
(reference model), OpenChat-3.5, Command R+, and
Qwen1.5-72B-Chat (battle models), using Llama3-70B-
Chat and professional human annotators , with results
shown in Table 8. Llama3-70B-Chat’s win rates for
WizardLM-β-PPO-I3 against Command R+, Qwen1.5-
72B-Chat, and OpenChat-3.5 were 34.1%, 41.3%, and
79.7%, closely matching human evaluations (31.8%,
37.7%, 82.1%). The high consistency between them
further validates Llama3-70B-Chat’s reliability and ac-
curacy as a judge model in WizardArena.

Performance on more benchmarks. Table 6 showcases our model’s performance at the first
iteration across various benchmarks, including the OpenLLM Leaderboard, GSM8k, AlpacaEval2.0,
and MT-Bench for SFT, DPO and PPO stages. Utilizing the WizardArena method to produce
training data has markedly improved model performance in both SFT and RL stages. Specifically,
WizardLM-β-SFT-I1 exceeds WizardLM-β-SFT-I0 by 7.03 average points. More impressively,
WizardLM-β-PPO-I1 not only surpasses WizardLM-β-SFT-I0 by 8.74 points but also exceeds
WizardLM-β-SFT-I1 by 1.71 points and outperforms Openchat-3.5 by 4.64 points. Particularly in
the reasoning tasks, WizardLM-β-PPO-I1 shows a 7.88 point increase on MMLU and a significant
20.26 point gain on GSM8k compared to WizardLM-β-SFT-I0, demonstrating that the our method
effectively enhances the model’s weaknesses. The detailed scores of WizardLM-β-I1 SFT, DPO,
PPO in the 8 subtasks of MT-Bench refer to the Figure 6.

5 Conclusion

In conclusion, this paper presents WizardArena, a simulated offline chatbot arena that utilizes AI LLMs
to eliminate the manual and temporal costs associated with post-training LLMs, while preserving the
benefits of arena-based evaluation and training. The effectiveness of WizardArena is validated through
the high consistency in predicting Elo rankings among different LLMs compared to the human-based
LMSys Chatbot Arena. Furthermore, the model trained on synthetic data generated by Arena Learning
strategy exhibits significant performance improvements across various training strategies. This work
showcases the potential of WizardArena as a cost-effective and reliable alternative to human-based
evaluation and data production platforms for post-training chatbot models.

Limitations and Broader Impacts. If the judge model fails to accurately imitate human evaluators,
the generated rankings and training data may be compromised. Moreover, similar to the other LLMs,
our model could also generate potentially unethical or misleading information sometimes.
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A Models Pair-wise Judgement Prompt

Example 1: Models Pair-wise Judgement Prompt

<|The Start of Assistant A’s Conversation with User|>

### User:
{INSTRUCTION}

### Assistant A:
{Assistant A Response}

<|The End of Assistant A’s Conversation with User|>

<|The Start of Assistant B’s Conversation with User|>

### User:
{INSTRUCTION}

### Assistant B:
{Assistant B Response}

<|The End of Assistant B’s Conversation with User|>

[System]
We would like to request your feedback on the performance of two AI assistants in response to the
user question displayed above.
Please rate the helpfulness, relevance, accuracy, level of details of their responses.

Your evaluation should focus on the assistant’s answer to the user’s last question.
Each assistant receives an overall score on a scale of 1 to 10, where a higher score indicates better
overall performance.
Please first provide a comprehensive explanation of your evaluation, avoiding any potential bias
and ensuring that the order in which the responses were presented does not affect your judgment.
Then, output two lines indicating the scores for Assistant 1 and 2, respectively.

Output with the following format:
Evaluation evidence: <your evluation explanation here>
Score of the Assistant 1: <score>
Score of the Assistant 2: <score>
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B GPT-4 Scoring Prompt

Example 2: GPT-4 Scoring Prompt

[System]
We are interested in understanding how well the following input prompts can evaluate an AI
assistant’s proficiency in problem-solving ability, creativity, or adherence to real-world facts.
Your task is to assess each prompt within a conversation based on its potential to gauge the AI’s
capabilities effectively in these areas.

There are multiple rounds of user prompts in the conversation, please rate each user prompt
individually.

Guidelines for Scoring:

• High Score (8-10): Reserved for prompts that are particularly challenging and excellently
designed to assess AI proficiency.

• Medium Score (4-7): Given to prompts that have a moderate potential to assess the AI’s
capabilities.

• Low Score (1-3): Allocated to prompts that are either too easy, ambiguous, or do not
adequately assess the AI’s capabilities.

our input is a JSON list format, where each element is a dictionary:
- idx: represent which round of user prompts in a conversation.
- value: represent a round of user prompts within a conversation

Your output is in JSON list format, where each element is a dictionary:
- idx: represent which round of user prompts in a conversation.
- value: represent detailed scoring reasons for the round of user prompts within a conversation.
You should carry out the two steps:
1. Assess the Potential: Consider how challenging the prompt is, and how well it can assess an
AI’s problem-solving skills, creativity, or factual accuracy. Briefly explain your reasoning.
2. Assign a Score: Assign a score on a scale of 1 to 10, with a higher score representing a higher
potential to evaluate the AI assistant’s proficiency effectively. Use double square brackets to
format your scores, like so: [[5]].

Ensure to critically evaluate each prompt and avoid giving high scores to prompts that are
ambiguous or too straightforward.

Here is an example.
[### input ###]: [{"idx": 0, "value": "Please show me how to serve a ReactJS app from a simple
ExpressJS server. Use typescript."}]

[### output ###]: [{"idx": 0, "value": "1. Assess the Potential: This prompt is a good test of the
AI’s problem-solving skills and its adherence to real-world facts. The AI would need to provide a
step-by-step guide on how to serve a ReactJS app from an ExpressJS server using TypeScript,
which requires a good understanding of these technologies. However, it doesn’t directly test
the AI’s creativity.\n2. Assign a Score: This prompt has a high potential to assess the AI’s
problem-solving skills and adherence to real-world facts, but it doesn’t test creativity. Therefore, I
would assign a score of [[8]]."}]

It is important to note that the output must be in JSON format and be parsed correctly by the JSON
tool.

[### input ###]: {Your_JSON_INSTRUCTION}

[### output ###]:
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C Three consistency metrics between two Arenas

To more effectively align the online arena (i.e. LMSYS ChatBot Arena) with real-world human
preferences and to enhance differentiation among models, we developed a simulated offline arena.
This platform is designed to evaluate the actual performance of the models and to facilitate the
selection of optimal model checkpoints. We use several key criteria [90] that define an effective
benchmark for evaluating Large Language Models (LLMs) in chatbot applications, aiming to enable
meaningful functional comparisons across different models.

• Alignment with Human Preference : The benchmarks should maintain high alignment with
real-world human preferences in responses to the diverse and hard instructions, ensuring
that the models’ outputs meet user expectations.

• Ranking Accuracy: The benchmark should align closely with the reference standard to
ensure that the rankings of different models on the leaderboard are reliable and accurate.

• Differentiation: The benchmark should be capable of accurately differentiating the perfor-
mance of various models by providing confidence intervals with minimal overlap. This
feature is crucial to ensure that the more effective models can be reliably distinguished.

We define the alignment of Benchmark A with reference to Benchmark B, for a model pair (m1,m2)
that B can confidently differentiate, using the following formulation:

The agreement score, s(m1,m2), is determined as:

s(m1,m2) =


1.0 if A confidently separates m1 from m2 and their ranking aligns with B

−1.0 if A confidently separates m1 from m2 and their ranking conflicts with B

0.0 if A cannot confidently separate m1 from m2

To assess ranking accuracy, we employed Spearman’s rank correlation coefficient to analyze the
correlation between the two sets of ranking data.

ρ = 1− 6
∑

d2i
n(n2 − 1)

where ρ is the Spearman’s rank correlation coefficient, di is the difference between the ranks of
corresponding variables, and n is the number of observations.

We define the differentiation of models based on their performance scores, which are represented by
confidence intervals CI1 and CI2 via bootstrapping. If the two confidence intervals do not overlap,
then models M1 and M2 are considered to be separable.

CI1 ∩ CI2 = ∅
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D The Radar plot of MT-Bench
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Figure 6: Radar plot showing detailed scores of WizardLM-β-SFT, DPO, PPO at the first iteration in
the eight subtasks of MT-Bench.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, please refer to the abstract and introduction of this article for details.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, please refer to the conclusion of this article for details.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Yes, please refer to the approach of this article for details.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, please refer to the experiments of this article for details.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes, please refer to the appendix source code of this article for details.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, please refer to the experiments of this article for details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes, please refer to the experiments of this article for details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, please refer to the experiments of this article for details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, please refer to the experiments of this article for details.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, please refer to the conclusion of this article for details.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: Yes, please refer to the conclusion of this article for details.
Guidelines:

• The answer NA means that the paper poses no such risks.

25

https://neurips.cc/public/EthicsGuidelines


• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes, please refer to the experiments of this article for details.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .

Justification: [NA] .

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:[NA]

Justification: [NA]
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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