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Task 1: Supervised point cloud completion

Task 2: Supervised CAD model retrieval and alignmentExamples of our annotations for ScanNet++

Figure 1. We provide high-quality shape and pose annotations for objects in RGB-D scans for the ScanNet++ dataset. Because our
pipeline is automatic, we can annotate almost all objects in the scene even when they are only partially visible, and the annotations are of
consistently high quality. We demonstrate that we can use these annotations for supervised learning including point cloud completion (Task
1) and CAD model retrieval and alignment (Task 2), and that the model performance can be increased either by using the annotations as
additional training data, or by using them to fine tune a pre-trained model for a previously unseen dataset.

Abstract

High-level 3D scene understanding is essential in many
applications. However, the challenges of generating accu-
rate 3D annotations make development of deep learning
models difficult. We turn to recent advancements in au-
tomatic retrieval of synthetic CAD models, and show that
data generated by such methods can be used as high-quality
ground truth for training supervised deep learning models.
More exactly, we employ a pipeline akin to the one pre-
viously used to automatically annotate objects in ScanNet
scenes with their 9D poses and CAD models. This time, we
apply it to the recent ScanNet++ v1 dataset, which previ-
ously lacked such annotations. Our findings demonstrate
that it is not only possible to train deep learning models
on these automatically-obtained annotations but that the re-
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sulting models outperform those trained on manually anno-
tated data. We validate this on two distinct tasks: point
cloud completion and single-view CAD model retrieval and
alignment. Our results underscore the potential of auto-
matic 3D annotations to enhance model performance while
significantly reducing annotation costs. To support future
research in 3D scene understanding, we release our annota-
tions, which we call SCANnotate++, along with our trained
models.

1. Introduction
3D scene understanding requires precise object recognition,
reconstruction, and alignment. A critical building block in
such technologies is the generation of high-quality 3D data,
enabling use-cases of artificial intelligence applications for
perceiving, interpreting, and interacting with virtual envi-
ronments.

https://stefan-ainetter.github.io/SCANnotatepp/


A variety of multi-view datasets have been developed for
3D scene understanding, including SceneNN [17], Scan-
Net [13], ScanNet++ [42], Matterport3D [7], and ARK-
itScenes [5]. However, most of these datasets lack de-
tailed annotations for object shapes, with the exception of
ScanNet, for which the Scan2CAD dataset [3] provides 3D
alignments of CAD models to target objects. The lack of
available annotations can be explained by the challenge of
manually annotating 3D shapes which can be difficult and
time consuming for the human annotator, and is therefore
prone to human inconsistencies and errors. An alterna-
tive approach involves creating synthetic datasets [32, 43],
which is computationally expensive and requires significant
resources. Additionally, methods trained in synthetic en-
vironments are likely to fail when applied on real (phys-
ical) world scenes, revealing as the well known issue of
synthetic-to-real domain gap in deep learning.

In this work, we examine whether automatic approaches
for recovering 3D geometry of objects can be used to train
deep learning models. In particular, we examine anno-
tations obtained by HOC-Search [2] that jointly performs
discrete and continuous search to automatically retrieve
CAD models from a large database of synthetic shapes, e.g.
ShapeNet [8], and aligns them with objects in 3D scenes.
The method assumes that a rough estimate of the object’s
3D pose is given for the target object, either through man-
ual annotations or using deep neural networks [39], and then
performs optimization in image space of the target scene
to create an accurate alignment between a retrieved CAD
model and the target object. As [2] further demonstrates
for the ScanNet dataset [13], the quality of such annota-
tions is comparable and often better than the manual anno-
tations from the Scan2CAD dataset [3]. This was used by
the authors of [3] to create the SCANnotate dataset, which
contains CAD model alignments for 18617 objects for 1513
scenes of the ScanNet dataset.

Here, we first apply HOC-Search on the ScanNet++ v1
dataset [42] to automatically obtain additional CAD model
alignments for 5290 objects from 280 scans. We call this
new dataset SCANnotate++. Then, as evaluation of the an-
notation quality, we show that deep learning approaches can
be trained on such automatically annotated data. We con-
sider two tasks that are critical for 3D scene understanding:

First, we tackle point cloud completion and introduce
a pipeline with two stages. We train the ShapeGF point
cloud auto-encoder network [6] on complete point clouds
from the ShapeNet dataset [8]. Then, we train a second
encoder on real world partial point clouds with the objec-
tive to output the same embeddings as the first encoder,
hence enabling point cloud completion. As our results for
the ScanNet dataset [13] demonstrate, our model trained
using automatically generated annotations performs better
than the model trained on manually annotated training data

Dataset
CAD Model
Annotations

# 3D
Scans

# Annotated
Objects

Annotation
Method

Pix3D [36] Pix3D [36] ✗ 10k Manual
ARKit Scenes [5] LASA [24] 920 11k Manual

ScanNet [13] Scan2CAD [3] 1513 14k Manual

ScanNet [13] SCANnotate [1, 2] 1513 18k Automatic
ScanNet++ v1 [42] SCANnotate++ (ours) 280 (*) 5k Automatic

Table 1. Comparison of the most popular real RGB-D datasets
for indoor scene understanding where CAD model and object
pose annotations are available. (*) At the time of annotating
the dataset, only ScanNet++ v1 was publicly available. Hence,
the current version of SCANnotate++ provides annotations for all
280 ScanNet++ v1 scans where ground truth 3D segmentation is
available.

from Scan2CAD [3].
Second, we consider CAD model retrieval and align-

ment from single RGB images. We show that ROCA [16]
trained on the automatically generated SCANnotate dataset
performs better than the original model trained on manual
annotations from the Scan2CAD dataset, which shows the
general usefulness of automatically generated CAD model
annotations. Furthermore, we show that it is now possible
to train and test ROCA on the ScanNet++ dataset by us-
ing our proposed SCANnotate++ dataset, and we are able
to present compelling results.

In summary, this paper provides insights into how
pipelines for automatic annotations can be beneficial when
training deep learning models for 3D scene understanding.
We adapt HOC-Search to automatically obtain high-quality
3D object annotations for indoor scenes. As the result, we
introduce SCANnotate++, a new dataset that provides CAD
model alignments for objects in the ScanNet++ dataset. In
addition, we showcase two successful use-cases for train-
ing deep learning methods on such automatically obtained
annotations: point cloud completion, and single-view CAD
model retrieval and alignment. We will make our dataset
and models available, to foster future developments in 3D
scene understanding.

2. Related Work

CAD model annotations for indoor scans. We compare
related popular datasets for indoor 3D scene understand-
ing [5, 7, 13, 17, 24, 26, 42] in Table 1. For the ScanNet
dataset [13], Scan2CAD [3] introduces annotations by man-
ually retrieving CAD models from ShapeNet [8] and align-
ing them to target objects. However, such annotations are
very difficult to obtain as they require hard labor from hu-
man annotators. Frameworks for generating automatic an-
notations are becoming an important aspect for tasks in 3D
scene understanding [9, 11, 18, 19, 40]. In the context of
CAD model representations, CAD-Estate [26] introduces a
semi-automatic framework for RGB video annotation, that



first automatically retrieves 10 most promising candidates,
which is followed by manual verification, and manual an-
notation of 2D-to-3D correspondences that are used to align
CAD model with the scene. SCANnotate [1, 2] and HOC-
Search [2] go one step further and perform CAD model re-
trieval and alignment automatically on scenes of the Scan-
Net dataset. In this work, we examine the aspect of training
supervised learning methods on such automatically gener-
ated training data.

Supervised CAD model retrieval. The availability of
CAD model annotations enables a range of applications.
For example, the manual Scan2CAD annotations [3] were
used to train methods for CAD model alignment from point
clouds [3, 4, 22]. These methods assume that a pool of ob-
jects in the scene is given and the goal is to align objects
from this pool to the objects in the scene. In this work,
we evaluate the performance of ROCA [16], a supervised
method for CAD model retrieval and alignment from sin-
gle views. ROCA learns to perform CAD model retrieval
from a candidate object pool, and estimates dense corre-
spondences to enable alignment based on differentiable Pro-
crustes optimization.

Supervised shape completion methods. CAD model an-
notations can also be useful for 3D shape completion [12,
14, 23, 30, 37, 38, 41]. Supervised shape completion meth-
ods learn more general shape representations and use gener-
ative modeling formulations to model ambiguities in recon-
struction. Some approaches focus on learning representa-
tive shape priors from diverse representations, such as volu-
metric grids [14, 41], continuous implicit functions [10, 27–
29], point clouds [6, 35], and meshes [12, 23, 37, 38], which
yield impressive results on the categories used for training.
Various learning architectures have been explored. For in-
stance, ShapeGF [6] employs a VQ-VAE backbone to es-
timate gradient vectors at each point and then integrates
these vectors to reconstruct a continuous surface. Luo et
al. [25] introduce Diffusion Probabilistic Models for point
cloud completion to address the challenges of noise and in-
completeness in real-world scans, while Kasten et al. [20]
leverage a pretrained text-to-image diffusion model to com-
plete the surface representation based on a test prompt.

3. Automatic Generation of CAD Annotations
Given an RGB-D scan of a static scene, our goal is to gener-
ate 3D shape and 9D pose annotations for the objects in the
scene. Based on findings from [1, 2], we propose an auto-
matic annotation pipeline that relies on given 3D semantic
object instance segmentation to identify the target objects
to be annotated, and then utilizes CAD models from a large
database for shape retrieval.

To be precise, we use the annotation pipeline proposed
in [1], but replace the original shape retrieval algorithm
with the more effective HOC-Search [2] algorithm. For
HOC-Search, our only modification compared to the origi-
nal work is the adaptation of the threshold for CAD model
selection and pose refinement, which led to more accurate
annotations in our experiments.

Figure 2 gives an overview of our annotation process.
We achieve high-quality results, in terms of 3D fitness with
respect to the target object, and in terms of alignment of
re-projections with the corresponding RGB-D frames of the
target scan.

In the following sections, we discuss the main parts of
our pipeline, including data pre-processing for initial object
pose estimation, our shape and pose retrieval algorithm and
the refinement of the retrieval results. Then, we describe our
manual verification process that ensures the quality of the
final annotations. Finally, we provide details and statistics
of our resulting SCANnotate++ dataset.

3.1. CAD Model-Retrieval and Pose Reconstruction
Our reconstruction pipeline, based on SCANnotate [1, 2],
consists of two main parts: In the first part, we perform
CAD model retrieval. Unlike SCANnotate which relies on
exhaustive CAD model search, we utilize HOC-Search [2]
as our retrieval method. In the second part, we apply
CAD model clustering and cloning and pose refinement for
cloned CAD models. Afterwards, we perform manual in-
spection of the annotation results and, if needed, perform
manual re-annotation of outliers to ensure high quality re-
sults of our annotation.

3.1.1. Preprocessing: Object Pose Initialization
Given the 3D instance segmentation of a target object and
the corresponding class label, we first calculate a 3D bound-
ing box as initialization for position and scale of the object.
For each object, we estimate an oriented bounding box us-
ing Trimesh [15], whereas the bounding box is aligned with
the major axes of the target object, and is utilized for pose
initialization. The initial pose does not have to be very pre-
cise, as the CAD model pose is later optimized during the
CAD model retrieval process.

3.1.2. Initial CAD Model and Pose Annotation
After obtaining the initial pose of the target object, we re-
trieve a CAD model from a shape database and predict its
corresponding 3D pose to align well to the observations
of the target object. We use HOC-Search [2] as retrieval
method, which retrieves good results even in challenging
scenarios and in presence of noise, e.g. when objects are
only partially visible, or when depth sensor values are inac-
curate or missing.

HOC-Search performs joint optimization of discrete and
continuous parameters, a feature that is crucial to solve our
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Figure 2. Our automatic annotation pipeline. For a given RGB-D scan, we first use the provided 3D object instance segmentation to
estimate the pose of each object, visualized as red bounding boxes. The scan, 3D segmentation and initial estimated poses are then used as
input for our annotation method. As final result, we provide high quality 3D shape annotations in the form of CAD models retrieved from
a large shape database, and corresponding 9D pose annotations for all target objects.

annotation task. Its algorithm can be used in combina-
tion with an objective term solely dependent on data obser-
vations (for example render-and-compare or chamfer dis-
tance), and does not rely on learning. It generalizes very
well and is well suited for data annotation, in contrast to 3D
deep learning approaches that are prone to errors when per-
forming inference on out-of-distribution data. In this sec-
tion, we provide an overview, and we refer to the original
HOC-Search [2] paper for a more detailed description about
the algorithm and the implementation.

HOC-Search is based on two main components, a data
structure called HOC-Tree and an efficient algorithm to
search this structure. HOC-Tree represents discrete param-
eters as nodes of a tree. [2] proposes to organize a set
of CAD models into a tree structure based on hierarchical
clustering of shape similarities. Therefore, the similarity of
shapes increases with the depth of the tree, which makes
HOC-Tree a very useful data structure in practice. Then,
HOC-Search adapts a variant of Monte Carlo Tree Search
(MCTS) [33, 34] that efficiently searches tree structures by
jointly optimizing discrete and continuous parameters in an
iterative search.

Objective term for optimization. One iteration of HOC-
Search returns a CAD model and a 3D pose, which is di-
rectly inferred from the nodes of the corresponding path
through the tree. To evaluate the quality of this solu-
tion, we calculate an objective term based on render-and-
compare that was originally proposed in [1]. The render-
and-compare objective term LRC can be described as

LRC = λdptLdpt + λSilLSil + λCDLCD , (1)

where Ldpt is the L1-distance between depth maps of the tar-
get object ant the CAD model, LSil is the IoU between sil-
houettes of target object and CAD model, and LCD defines
the single-direction chamfer distance, with λdpt, λSil and

λCD the corresponding weights. The weights and the hyper-
parameters for MCTS have been taken from [2]. For each
target object we use a maximum number of 1200 MCTS it-
erations, which empirically showed to be sufficient to con-
verge to a good solution.

Search algorithm: Adapted threshold for CAD model
selection and pose refinement. Because the initial pose
parameters which are encoded as nodes in the HOC-Tree
are discretized, and due to the fact that the shape retrieval re-
lies on a correct initial pose, it would limit the performance
of HOC-Search to directly use the object pose based on the
discrete parameters. Therefore, HOC-Search implements a
pose refinement step, which uses gradient-based optimiza-
tion to iteratively adapt the initial pose for the selected CAD
model after every HOC-Search iteration. As proposed in the
HOC-Search paper, we use the render-and-compare objec-
tive term as defined in Equation 1 to optimize the 9-DOF
pose parameters, using the differentiable rendering pipeline
of [31] and the Adam optimizer [21].

Note that HOC-Search performs this pose refinement
step after every HOC-Search iteration for which the result-
ing CAD model provides a better score according to the
objective term. We modify this criterion: We empirically
found it beneficial to additionally consider CAD models for
pose refinement which lead to a slightly worse score (if the
new score is smaller than 1.1 times the previous best score).
While this modification effectively increases the computa-
tion time as more candidates are selected for pose refine-
ment, these additional solutions led in some cases to the
most suitable result after pose refinement hence increasing
the overall quality of our retrieved annotations.

3.1.3. Final Shape and Pose Refinement
After per-object CAD model and pose annotation for all ob-
jects in a scene, we exploit the prior knowledge that multi-
ple objects of the same class in one scene are likely to have
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Figure 3. Class histogram of the SCANnotate++ dataset. The
histogram shows the typical long tail distribution of objects in in-
door scenes, whereas common classes like chair, cabinet, and table
make up the majority of the annotated objects.

the same shape. We use CAD model clustering and cloning
proposed in [1] for the classes chair, cabinet, sofa, book-
shelf, display and table. The aim is to cluster all CAD mod-
els which belong to the same class according to their shape
similarity, using the chamfer distance to quantify shape sim-
ilarity. Afterwards, all target objects which belong to the
same cluster are replaced with the one common CAD model
which minimizes the sum of the objective term in Equa-
tion 1. As last step, we perform the pose refinement step—
the same as HOC-Search—for all CAD models which have
been effected by the CAD model cloning, to ensure that the
final pose is optimal for the CAD model which represents
the shape of the target object.

3.1.4. Manual Quality Verification
We visually check the quality of shape and pose for all ob-
jects after automatic annotation, and manually edited them
when needed. For chairs, the most complex class in terms
of geometry, we had to manually adapt 68 of the 1523 an-
notated objects, which is roughly 4.5%.

There are indeed some scenarios where our pipeline can
produce annotations of insufficient accuracy: If the initial
3D object segmentation or the extracted bounding box pro-
posals are significantly wrong, our pipeline is not able to
produce suitable annotations. Furthermore, as our objective
term is based on captured sensor data, the quality of the re-
trieved annotations is directly related to quality of the scan:
severe occlusions and partial object captures in input scenes
affect the annotation quality.

As part of the manual quality verification, if the rota-
tion around the up-axis of a specific annotation is off by
either [0◦, 90◦, 180◦, 270◦] we manually adapted it. This
failure case can happen for box-like object shapes (for ex-
ample for classes like cabinet, stove, and washer, because
they often look almost similar from each side). For cases
where the shape of the retrieved object does not match the
shape of the target object well, we manually re-annotated
the target object with a suitable CAD model. In either of

(a) ScanNet++ [42] scans (3D meshes)

(b) Our automatic CAD and pose annotations

(c) Our annotations projected into sampled scene images

Figure 4. Examples of our SCANnotate++ annotations. Our
annotations accurately capture the 3D geometry of target objects,
and their re-projections in the images align accurately with the
objects.

the aforementioned cases where we manually adapted the
pose or shape of the annotation, we afterwards re-run the
object pose refinement step to align the annotation to the
data observations.

When the initial ground truth instance segmentation
from the dataset was not of sufficient quality, we remove
our corresponding annotation.

3.2. The SCANnotate++ Dataset

The resulting SCANnotate++ dataset was generated us-
ing our annotation pipeline to annotate 280 scans from the
popular ScanNet++ v1 dataset [42] providing 5290 CAD
model and pose annotations. Figure 4 highlights the qual-
ity of our SCANnotate++ annotations. We rely on ground
truth object instance segmentations from ScanNet++, and
use ShapeNet [8] as our CAD model database which con-
tains more than 32k objects for the classes in ScanNet++.

Figure 3 shows the distribution of annotated objects over
the classes. In total, we annotated objects for 26 different
semantic classes where CAD models have been available in
the ShapeNet [8] database.

Because our CAD retrieval process is automatic and the
objective term is based on observed data, SCANnotate++
offers a high diversity of 3D shapes. For example for the
class chair, our pipeline selected 376 chair instances for the
1523 annotated objects, with a total of 6779 chair models
available in the ShapeNet database.



Dataset Number of objects

Training Testing

Scan2CAD [3] 10893 3109
SCANnotate [1, 2] 14424 4193

SCANnotate++ (ours) 4343 947

Table 2. The number of annotated objects used for training and
testing for the Scan2CAD [3], SCANnotate [1, 2] and SCANno-
tate++ (ours) datasets.

4. Experiments

In this section, we evaluate the performance of supervised
learning methods trained on automatically generated CAD
model annotations for ScanNet [13] and ScanNet++ [42].
More specifically, we focus on tasks of point cloud comple-
tion and single-view CAD model retrieval and alignment.

Datasets. We use the automatic annotations from SCAN-
notate [1, 2] for the ScanNet dataset [13] and our SCAN-
notate++ annotations for the ScanNet++ v1 dataset [42] as
two complementary resources of high quality for training
supervised learning methods. To demonstrate the feasibility
and effectiveness of automatic annotations, we compare su-
pervised learning methods trained on automatically gener-
ated data against manual annotations from Scan2CAD [3],
which remains a widely adopted benchmark for annotations
on the ScanNet dataset [13].

Table 2 provides a detailed breakdown of the number of
training and testing objects across all categories for each
dataset. For Scan2CAD and SCANnotate, we utilize the
training and testing scene splits defined by the ScanNet
framework. Similarly, for SCANnotate++, we adhere to the
scene split settings specified in ScanNet++ v1.

4.1. Point Cloud Completion
Given an input partial point cloud of objects in ScanNet
and ScanNet++, we want to reconstruct the missing 3D
points. We use automatic annotations from SCANnotate
and SCANnotate++ to generate complete point clouds as
ground truth for supervised learning of point cloud comple-
tion and present our architecture in Figure 5.

Our model. We train our model in two phases. In the
first phase, we train an auto-encoder following the ShapeGF
framework [6] for point cloud completion, using ground
truth point clouds sampled from annotated meshes. Here,
encoder zc = fenc(xc) encodes a complete point cloud xc

into a latent zc, and decoder x∼
c = fdec(zc) decodes point

cloud x∼
c from zc. In the second phase, we introduce a sec-

ond encoder zp = genc(xp), with the same architecture as
fenc(·), to encode partial input point clouds xp into latent
zp. We use a weighted combination of Mean Squared Er-

Shared

Figure 5. Overview of our point cloud completion pipeline.
First, we train an auto-encoder based on ShapeGF [6] using com-
plete point clouds xc. Next, we introduce a separate encoder genc

for partial input point clouds xp from ScanNet [13] and Scan-
Net++ [42] and we train it to minimize the difference between
latent representations of the ground truth point cloud zc and partial
point cloud zp. The decoder fdec from the pretrained auto-encoder
reconstructs the complete point cloud xp̃ from latent zp.

Test set Train set CD (×104) ↓ EMD (×102) ↓
Scan2CAD [3] Scan2CAD [3] 54.55 13.94
Scan2CAD [3] SCANnotate [1, 2] 38.16 9.84
SCANnotate SCANnotate 42.66 10.23
SCANnotate SCANnotate, 38.52 9.79

SCANnotate++
SCANnotate++ SCANnotate, 40.18 9.92
SCANnotate++ SCANnotate & 37.43 9.65

SCANnotate++

Table 3. Point cloud completion results on scenes of Scan-
Net [13] and ScanNet++ [42]. Training our network on au-
tomatic annotations from SCANnotate [1, 2] results in much
better performance compared to training on manually annotated
Scan2CAD [3]. Training on both SCANnotate and our SCANno-
tate++ further improves performance of our network.

ror (MSE) and Kullback-Leibler (KL) divergence:

LLatent = λMSELMSE(zp, zc) + λKLLKL(zp, zc) , (2)

where λMSE is set to 1 and λKL is set to 0.5. Hence, we
enforce zp to be consistent with zc. At inference, the shared
fixed decoder fdec(zp) from the pretrained auto-encoder is
used to reconstruct the complete point cloud x∼

p .

Training details. To generate the input point cloud, we
first extract partial object meshes from the target objects
in the ScanNet [13] or ScanNet++ [42] datasets and uni-
formly sample 2048 points from these meshes. We obtain
the ground truth point clouds by directly sampling 2048
points from the corresponding ground truth meshes. During
training, we followed the ShapeGF configuration by using



Figure 6. Qualitative results for point cloud completion on the SCANnotate++ dataset. The visualization presents results in the fol-
lowing order: Top row shows partial point cloud input, middle row shows the reconstructed point cloud, and bottom row shows the ground
truth point cloud. These results demonstrate the usefulness of our annotations for learning point cloud completion for ScanNet++ [42].

Dataset CAD Annotations Alignment Accuracy ↑ Retrieval-Aware Alignment Accuracy ↑
per class per instance per class per instance

ScanNet Scan2CAD [3] 19.6 25.4 16.2 19.7
ScanNet SCANnotate [1, 2] 27.5 33.0 20.2 22.5

ScanNet++ SCANnotate++ (ours) 27.3 33.2 17.7 13.8
ScanNet++ SCANnotate++ (ours)(∗) 30.5 34.9 20.6 16.1

Table 4. CAD model retrieval and alignment results for ROCA [16] on different datasets. Training on the automatic annotations from
SCANnotate [1, 2] enhances performance on ScanNet compared to using manual annotations from Scan2CAD, proving highly effective for
CAD model retrieval and alignment tasks. Similarly, our SCANnotate++ annotations enable generalization to ScanNet++. (∗) Pre-training
on SCANnotate further boosts performance on ScanNet++. We use the official train and test splits from ScanNet and ScanNet++.

the Adam optimizer with a batch size of 32, a learning rate
of 0.001, and the training for 1200 epochs.

Evaluation. We evaluate our completion method on test
sets of manual annotations from Scan2CAD [3], and auto-
matic annotations from SCANnotate [1, 2] and SCANno-
tate++. We measure the performance using the Chamfer
Distance (CD) and Earth Mover’s Distance (EMD).

As Table 3 shows, our point cloud completion method
can be trained on automatically generated training data to
produce high-quality results. To further confirm the qual-
ity of automatic annotations, we provide results of train-
ing our method on manual annotations from Scan2CAD [3].
Even when tested on the test set of Scan2CAD annotations,
the method when using our dataset performs much better.
We argue that SCANnotate contains more annotations than
Scan2CAD, which naturally leads to better performance.
Increasing the number of automatic annotations by includ-
ing our SCANnotate++ annotations improves the quality of
reconstructions even further. Nonetheless, due to the lim-
ited size of ScanNet++ v1 and SCANnotate++, we were
not able to train our model solely on ScanNet++ v1, and

hence we exclude these results. We also evaluated the per-
formance of SCANnotate and SCANnotate++ using only an
auto-encoder, which yielded a CD of 210.35 and an EMD
of 20.20. Figure 6 shows additional qualitative results for
point cloud completion on our SCANnotate++ dataset.

4.2. CAD Model Retrieval and Alignment
Given a single image, we want to retrieve and align cor-
responding 3D CAD models. ROCA [16] showed that su-
pervised learning methods can be applied when trained on
manual annotations from Scan2CAD [3]. We show such
methods can be effectively trained on automatic annotations
from SCANnotate [1, 2] and our SCANnotate++.

ROCA [16]. ROCA is a framework that, from a single
image, retrieves and aligns CAD models from a pool of
per-scene objects. It identifies a CAD model that closely
resembles the target object in both appearance and geome-
try, while concurrently estimating 9-DoF alignment. This
is achieved through a differentiable optimization process
that leverages dense 2D-3D correspondences alongside Pro-
crustes alignment.



Scan2CAD SCANnotate SCANotate g.t. SCANnotate++ (∗) SCANnotate++ SCANnotate++ g.t.

Figure 7. Qualitative results for CAD model retrieval and alignment for ROCA [16] trained on different annotations. Training ROCA
on automatic annotations from SCANnotate [1, 2] demonstrates improved alignment of retrieved CAD models over manual annotations
from Scan2CAD [3]. Training on SCANnotate++ enables good performance on ScanNet++ [42], and pre-training on SCANnotate (∗)
helps to further improve these results.

Dataset processing. Alignment of objects can sometimes
be ambiguous due to object symmetries. Therefore, sim-
ilarly to Scan2CAD, we extract symmetries for the target
objects. To determine the symmetry level of a CAD model,
we rotate the original mesh in increments of 45 degrees.
For each rotation, we uniformly sample 5000 points from
both the original and rotated meshes, and then compute the
Chamfer Distance between them. A threshold of 0.05 is
used to determine whether the two models are considered
identical or not. Based on the range of valid rotation angles,
we categorize the models into four rotation groups, follow-
ing the settings defined in Scan2CAD [3].

Evaluation. As in our first application, we evaluate our
proposed method on the test sets of manual annotations
from Scan2CAD [3], and automatic annotations from
SCANnotate [1, 2], and our SCANnotate++. In line with the
methodology described in ROCA, we evaluate the perfor-
mance using two metrics: Alignment Accuracy for 9-DoF
alignment and Retrieval-Aware Alignment Accuracy for re-
trieval. An Alignment is ’correct’ if the object classification
is accurate and the translation error is within 20cm, the ro-
tation error is within 20◦, and the scale ratio error is within
20%. A Retrieval-Aware Alignment is considered correct if
the Alignment is correct and the retrieved CAD model class
matches the ground truth class.

Table 4 presents class-averaged and instance-averaged
performance results for Alignment Accuracy and Retrieval-

Aware Alignment Accuracy across the three datasets. In
comparison to Scan2CAD [3], automatic SCANnotate [1]
annotations yield better CAD model and 9-DoF alignments
for the ScanNet dataset [13]. Additionally, utilizing a model
pretrained on SCANnotate [1, 2] before training on our
SCANnotate++ annotations, improves overall performance
on SCANnotate++, demonstrating that increasing the num-
ber of automatic annotations further benefits the training.
Qualitative results in Figure 7 further reinforce these con-
clusions: ROCA [16] achieves better CAD model alignment
and retrieval results with SCANnotate annotations [1, 2]
compared to Scan2CAD [3], while training on both SCAN-
notate and SCANnotate++ further improves alignments.

5. Conclusion

We integrated recent methods for automatic object shape
and pose estimation into an end-to-end pipeline to gen-
erate high-quality annotations for previously unannotated
datasets, specifically applying it to the ScanNet++ dataset
and making the annotations publicly available. We
demonstrated the benefits of these annotations for training
learning-based models on two downstream tasks. We be-
lieve that, similar to advancements in the 2D image domain,
leveraging more data can significantly boost the perfor-
mance of current 3D deep learning methods. Our pipeline
is a first step toward generating the necessary annotations to
achieve this goal.
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