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Abstract

The emergence of large language models
(LLMs) has sparked significant interest in ex-
tending their remarkable language capabilities
to speech. However, modality alignment be-
tween speech and text remains an open problem.
Current solutions can be categorized into cas-
caded approaches, which limit the interaction
between speech and LLMs, and end-to-end ap-
proaches that rely on scarce speech instruction
data. In this paper, we propose the BLSP ap-
proach that Bootstraps Language-Speech Pre-
training via behavior alignment, leveraging ex-
isting ASR training data. We achieve this by
developing a lightweight modality adapter be-
tween a frozen speech encoder and an LLM,
optimized to ensure that the LLM exhibits the
same generation behavior irrespective of the
modality of input: a speech segment or its tran-
script. We primarily focus on the continuation
writing behavior as it closely resembles next-
token prediction in a broad sense but also found
that introducing other behaviors could lead to
improved performance. We demonstrate that
this simple process can extend the capabilities
of LLMs to speech and achieve competitive per-
formance compared to cascaded systems, en-
abling speech recognition, speech translation,
spoken language understanding, and speech
conversation, even in zero-shot cross-lingual
scenarios. !

1 Introduction

Large Language Models (LLMs), trained on mas-
sive amounts of textual data, have achieved sig-
nificant success on various natural language pro-
cessing tasks (Chowdhery et al., 2022; OpenAl,
2023; Gao et al., 2023). Recent research efforts
have attempted to expand LLMs’ capabilities to
comprehend diverse modalities (Yin et al., 2023;
Latif et al., 2023). Speech, as an important modal-
ity, offers a plethora of benefits that complement

'Video demos are available at https: //anonymous4blsp.
github.io/arr/.

text-based communication. Speech not only serves
as the primary mode of human interaction but also
conveys rich emotions, tones, and intentions that
cannot be fully captured in text. Thus, enabling
LLMs to understand speech could greatly enhance
their utility in real-world scenarios.

However, effectively integrating and aligning
speech with LLLMs remains a significant challenge.
Current approaches can be classified into two cate-
gories. One adopts a cascade paradigm, where the
LLM is equipped with an automatic speech recog-
nition (ASR) model to convert speech into text
(Huang et al., 2023; Shen et al., 2023), or the LLM
is fed output states from a separately trained recog-
nition system (Chen et al., 2023). In this setup, the
transfer of knowledge from the LLM to the speech
modality is hindered due to the separation between
ASR and LLM training. Recent efforts explore
training end-to-end speech-language LLMs for di-
rect speech interaction (Zhang et al., 2023; Shu
et al., 2023). Yet, this approach heavily relies on
scarce speech instruction data, which is challeng-
ing to collect in large quantities, and struggles to
generalize robustly across languages and speakers.
In this work, we address the question of whether it
is possible to align speech and text in a generalized
manner using existing cross-modal datasets like
ASR data, which is available in large volumes.

Our preliminary investigation has revealed that a
model trained to predict the ground-truth transcript
with speech input loses the ability to follow instruc-
tions. To achieve effective cross-modal alignment,
we introduce the BLSP approach, which bootstraps
language-speech pre-training via behavior align-
ment. The key idea is to develop a lightweight
modality adapter between a frozen speech encoder
and an LLM, optimized to ensure that the LLM
exhibits the same generation behavior irrespective
of the modality of input: a speech segment or its
transcript. Specifically, we first prompt an LLM
to generate text responses from speech transcripts.
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Then, we use these responses as supervised sig-
nals to optimize the parameters of the modality
adapter. Our primary focus is on the continuation
writing behavior as it prompts the LLM to generate
text that resembles the broad data it is trained on,
without biasing toward a specific task. However,
we have observed that incorporating other behav-
iors, specifically repetition that mirrors the speech
recognition task, could yield advantages in fine-
grained lexical modeling. Our experiments reveal
that the BLSP approach can effectively achieve
cross-modal alignment and achieve competitive
performance compared to cascaded systems, en-
abling LLMs to understand speech while retaining
their language capabilities.
The contributions of our work are as follows:

* We introduce a novel approach to bootstrap
language-speech pre-training through behav-
ior alignment, providing a new direction for
cross-modal alignment in LLMs.

* We develop a simple process that requires
training only a lightweight modality adapter,
leveraging a pretrained speech encoder and
LLM, and utilizing existing speech recogni-
tion data, thus eliminating the need to acquire
speech instruction data.

* We conduct quantitative evaluations and pro-
vide video demonstrations to showcase that
our BLSP approach effectively extends LLMs
to speech inputs and achieves competitive per-
formance compared to cascaded systems, en-
abling speech recognition, speech translation,
spoken language understanding, and speech
conversation, even in zero-shot cross-lingual
scenarios.

2 Background

Due to the scarcity of speech instruction data, a
natural approach to align speech and text for lever-
aging LLMs is to connect a pre-trained speech
encoder to an LLM through a modality adapter
trained on large volumes of speech-transcript pairs
collected for speech recognition, as explored in
(Shu et al., 2023; Xue et al., 2024). Similar meth-
ods have achieved considerable success in vision-
language models. Notably, BLIP-2 (Li et al., 2023)
and MiniGPT-4 (Zhu et al., 2023) have demon-
strated that training a learnable interface using
aligned image caption data can effectively bridge
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Figure 1: T-SNE visualization of feature representations
learned from ASR task. Colors denote task instructions:
orange for continuation writing (CW), red for sentiment
analysis (SA), blue for speech recognition (SR), and
gray for speech translation (ST). Shapes distinguish
input modality: triangles for speech, crosses for text.
Note that speech inputs result in overlapping features.

the modality gap between vision and language, en-
abling an LLM to comprehend images while retain-
ing its capacity to follow text prompts.

However, this approach proves to be more intri-
cate when it comes to effectively achieving speech
and text alignment, crucial for extending the lan-
guage capabilities of LLMs to speech inputs. Our
preliminary investigation, detailed in Appendix A,
has found that training a modality adapter to pre-
dict the ground-truth transcript from speech input
can inadvertently restrict the LLM to performing
solely speech recognition tasks. This issue arises
despite the variety of transcription instructions used
during training, as the LLM tends to overlook any
textual instructions provided before the speech seg-
ment. We hypothesize that the reliance on homo-
geneous ASR training data results in a strong bias
in the learned speech representations, confining the
LLM’s functionality to the transcription task only.

To substantiate our hypothesis, we conducted an
analysis of the representations learned from ASR
task on speech and text pairs from the LibriSpeech
dataset (Panayotov et al., 2015). We consider four
distinct tasks: continuation writing (CW), senti-
ment analysis (SA), speech recognition (SR), and
speech translation (ST), prompt by instructions.
For each task, the same task-specific instruction
is employed to prompt the LLM to process either
speech or its corresponding transcript. The cross-
modal prompt is formatted as follows:

###[Human]:<instruction><speech/transcript>\n\n\n
###[Assistant]:

The learned representations of these inputs are
obtained by extracting the hidden state of the final
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Figure 2: An overview of our BLSP approach for behavior alignment. Text response generated given speech
transcripts as inputs by an LLM (in the first step) are used as supervisions to train the modality adapter given the

corresponding speech as inputs (in the second step).

layer for the last token of the cross-modal prompt,
right before response generation. We provide a vi-
sualization of the representations of 25 samples in
Figure 1. Ideally, paired speech and transcript in-
puts should yield similar representations, and these
representations should be clustered based on task
instructions. However, this visualization clearly
demonstrates the separation between speech and
text representations in the feature space. The LLM
consistently projects speech input into almost iden-
tical representations regardless of the instructions
provided, resulting in overlapping markings in the
figure. This indicates a lack of ability to adhere to
instructions when processing speech inputs. We
provide quantitative evidence in Appendix A. This
inability to bridge the modality gap through ASR
tasks prompts us to reevaluate what it means to
align speech and text for LLMs.

3 Method

Our proposed approach, named Bootstrapping
Language-Speech Pretraining (BLSP) via behavior
alignment, is designed to align pre-trained speech
encoders with large language models (LLMs), with
the goal of extending the remarkable language ca-
pabilities to speech input. Our model comprises
three components: a speech encoder, an instruction-
following LLM, and a modality adapter between
the speech encoder and LLM. We keep both the
speech encoder and the LLM frozen during the

training process and only train the parameters of
the modality adapter. An overview of our model is
presented in Figure 2. We will next describe how
to construct data to train the modality adapter in an
end-to-end manner.

Instead of treating the speech-transcript pairs as
input-output mappings, we consider the speech and
its transcript in each pair as two independent inputs
to the LLMs. Intuitively, if the representations of a
speech segment are well aligned in the textual space
for an LLM, the LLM should behave the same no
matter whether it is given the speech segment or its
transcript as input, under the same instruction. In
other words, it should generate the same text. We
term this concept behavior alignment.

Based on this concept, the BLSP approach con-
sists of two steps. In the first step, we use speech
transcripts as input and instruct the LLM to gener-
ate responses using the following prompt:
###[Human] :<instruction><transcript>\n\n\n
###[Assistant]:

In the second step, we feed the corresponding
speech signals to the speech encoder and use the
speech representations produced by the modality
adapter as the input to the LLM, replacing the word
embeddings of the transcripts. We regard the re-
sponses produced in the first step as the ground
truth for supervised learning using language mod-
eling loss with the following prompt:

###[Human] :<instruction><speech>\n\n\n



###[Assistant]:<response>

In this work, we primarily focus on the continu-
ation behavior, as it resembles universal generation
in next-token prediction and can produce a diverse
range of texts reflecting the extensive dataset used
to train LLMs. This characteristic is crucial as it
avoids over-fitting to more specific behaviors that
exhibit a strong bias in the response, akin to issues
encountered with ASR pretraining, as discussed in
Section 2.

While not inherently beneficial on their own, in-
corporating data from certain specific behaviors
alongside continuation data in modest proportions
can enhance the performance of the model. For
instance, integrating the repetition behavior, which
resembles ASR pretraining, into the continuation
data can assist the adapter in capturing fine-grained
lexical information, as explored in this study. We
leave the systematic investigation of other behav-
iors for future research.

See Table 1 for two instructions used to prompt
behaviors. It is worth noting that since the response
for repetition behavior is simply the original tran-
script with minor changes based on how closely the
LLM follows the repetition instruction, we can skip
the first step and directly use the speech transcript
as the response.

Continuation: Continue the following text in a coherent
and engaging style with less than 40 words.

Repetition: Please repeat the following words.

Table 1: Instructions used to prompt LLM behaviors.

4 Experiment Setup

4.1 Training Details

We utilize the encoder part of Whisper-small (Rad-
ford et al., 2022) as the speech encoder and employ
Llama-2-7B (Touvron et al., 2023) as the large
language model (LLM). To induce instruction-
following capability?, we employ the publicly ac-
cessible dataset Alpaca-52K (Taori et al., 2023) to
fine-tune the LLM. The Alpaca-52k dataset con-
sists of 52K (text instruction, text input, response)
triplets, which we convert into (text instruction, re-
sponse) pairs by combining the instructions and

2We could have also used the official chat version of Llama-
2, but we opted to perform instruction finetuning using pub-
licly available data, as it offers flexibility for future research
involving multi-modal instruction data.

inputs. During this stage, we fine-tune all parame-
ters of the LLM for 3 epochs with a batch size of
128.

The modality adapter is composed of three 1-
dimensional convolution layers followed by a bot-
tleneck layer (Houlsby et al., 2019) with a hidden
dimension of 512. The convolution layers are de-
signed to reduce the length of the speech features
by a factor of 8, with each layer having a stride size
of 2, a kernel size of 5, and a padding of 2. To train
the modality adapter, we utilize publicly available
speech recognition datasets, including LibriSpeech
(Panayotov et al., 2015), GigaSpeech (Chen et al.,
2021), and Common Voice 2.0 (Ardila et al., 2020).

We train two BLSP models. The primary BLSP
model is trained solely on continuation behavior,
using 8.8 million (speech, text continuation) pairs
obtained by performing the continuation writing
task on the ASR datasets with the fine-tuned Llama-
2 model. The secondary BLSP+RP model, in-
cluded for comparison, is trained on a 1:9 mixing
ratio of repetition data in the form of (speech, tran-
script) pairs and the aforementioned continuation
data. During this stage, we fine-tune the modality
adapter for one epoch with a batch size of 768.

4.2 Baselines

We compare our method with the following base-
lines.

Text+LLM The input to the LLM is the ground-
truth speech transcripts.

Whisper+LLM The input to the LLM is the
speech recognition output from whisper-small,
which is comprised of both an encoder (utilized
as the speech encoder in BLSP) and a decoder
(not employed in BLSP). When comparing BLSP
models to this baseline, it is important to note that
BLSP’s speech training data is much smaller than
that for Whisper models.

CTC+LLM The input to the LLM is the speech
recognition output from an in-house CTC-based
ASR model. This ASR model consists of a speech
encoder and adapter identical to those in BLSP, in
addition to a CTC projector. We freeze the speech
encoder and fine-tune the adapter and projector on
the same ASR datasets used for BLSP training. We
consider CTC+LLM as the most realistic cascaded
baseline for demonstrating the modeling power of
the BLSP approach.



Method ASR (WER)) ST (BLEUY) SLU (ACCY)
LibriSpeech TED-LIUM CoVoST SNIPS SLUE
test-clean 3 MUST-C 2.0 light-close FSC VoxCeleb
Text+LLM 00| 5.6 0.0 | 145 19.7 21.9 86.3 72.4 75.0
Whisper+LLM 34 | 59 43 | 204 16.6 16.9 83.2 56.3 74.1
CTC+LLM 6.2 | 10.8 8.4 | 20.7 133 13.2 79.0 60.4 74.7
ASR pretraining — 3.7 — 4.5 0.0 0.0 0.0 0.0 0.0
BLSP — | 104 — | 23.1 12.3 12.7 75.8 60.9 76.0
+RP — | 64 — | 8.1 14.9 13.8 78.8 77.5 75.5

Table 2: Overview of BLSP results on zero-shot speech-to-text tasks. For each ASR test set, we report two WER
scores: on the left for the standalone ASR component of a cascaded system, and on the right for instructing the
LLM to repeat the words recognized by the ASR component. The BLEU scores for the ST test sets are averaged

across multiple translation directions.

ASR pretraining The model utilizes the same
architecture as BLSP, except the modality adapter
is trained by predicting the ground-truth transcript,
as discussed in Section 2 and detailed in Appendix
A.

5 Results

We have found through experiments that the pro-
posed BLSP approach is capable of empower-
ing the LLM with speech understanding capabili-
ties while maintaining fidelity to text instructions,
achieving competitive performance compared to
the cascaded baseline CTC+LLM. We conduct
evaluations on multiple speech-related downstream
tasks, including speech recognition (ASR), speech
translation (ST), and spoken language understand-
ing (SLU). It is important to note that the primary
BLSP model is trained solely on the continuation
writing task; therefore, all evaluations are con-
ducted in a zero-shot setting, where we utilize
text instructions to perform various speech-to-text
generation tasks. For the BLSP+RP model, all
evaluations except the ASR task are conducted in
a zero-shot setting. We also demonstrate the open-
ended generation capability of BLSP by conducting
general-purpose QA. Additionally, we demonstrate
that our model supports cross-modal conversations
and develops multilingual capabilities, even though
the alignment training is carried out only in En-
glish.

5.1 Quantitative Evaluations

Instructed Zero-Shot Speech-to-Text Tasks
We perform speech-to-text tasks by prompting the
BLSP model with task-specific instructions, de-
tailed in Table 11 in the Appendix, followed by
the speech features as input to the LLM. The same

instructions are also used in the baseline systems.

For the ASR task, we conduct quantitative evalu-
ations on both in-domain (LibriSpeech, Panayotov
et al., 2015) and out-of-domain (TED-LIUM 3,
Hernandez et al., 2018) test sets, utilizing Word
Error Rate (WER) as the evaluation metric. In a
cascaded system, the ASR task can be performed in
two ways: either directly using the standalone ASR
component or by instructing the LLM to repeat
the words recognized by the ASR component. We
compare these methods to assess the LLM’s ability
to follow ASR instructions. For the ST task, we use
SacreBLEU (Post, 2018) as the evaluation metric,
and report in-domain results on CoVoST-2 (Wang
et al., 2020) and out-of-domain results on MUST-C
(Di Gangi et al., 2019), averaged across five and
eight translation directions, respectively, as detailed
in Appendix B. For the SLU task, we evaluate on
intent classification (IC) datasets SNIPS (Saade
et al., 2019) and FSC (Lugosch et al., 2019), and
sentiment analysis (SA) dataset SLUE-VoxCeleb
(Shon et al., 2022), using accuracy as the evaluation
metric.

Results are presented in Table 2. Despite a sig-
nificant performance disparity in ASR and ST tasks
when compared to the cascaded system of Whis-
per+LLM, our primary BLSP model demonstrates
respectable outcomes across all evaluated tasks.
It’s important to note that the Whisper model, in-
corporating a decoder absent in our BLSP model,
benefits from training on a substantially larger cor-
pus of speech data than the BLSP model. However,
when contrasted with the most directly comparable
cascaded baseline, CTC+LLM, which has a similar
architecture and is trained on an equivalent volume
of speech data, the performance gap narrows con-
siderably. Remarkably, the BLSP model surpasses
CTC+LLM in the FSC and SLUE-VoxCeleb test



sets for the SLU tasks. Conversely, the ASR pre-
training method, frequently employed in prior re-
search to facilitate cross-modal alignment in LLMs
(Zhang et al., 2023; Shu et al., 2023), proves inef-
fective in maintaining any capability for instruction-
following in non-ASR tasks.

Incorporating Additional Behaviors We ob-
serve that the ASR component of a cascaded sys-
tem has a significantly lower WER score than the
cascaded system itself. This suggests that the
LLM’s insufficient ability to closely follow the
ASR instruction is one of the reasons the BLSP
method performs less effectively than traditional
ASR models in ASR tasks. As shown in Ta-
ble 2, the BLSP+RP model, which utilizes rep-
etition training data at a 1:9 mixing ratio with
the continuation training data, achieves WER
scores comparable to the ASR component of the
CTC+LLM model, and significantly better scores
than those achieved by the CTC+LLM method
through prompting. Moreover, the inclusion of rep-
etition data also leads to improved performance on
other tasks, achieving better scores on both ST test
sets and two of the three SLU test sets compared
to the CTC+LLM baseline.

General-Purpose QA We also evaluated the
performance of our BLSP models on a general-
purpose question-answering (QA) task. This
task focuses on grasping the semantics conveyed
through speech and encompasses a broader range
of textual instructions. For this evaluation, detailed
in Appendix C, we selected 1460 samples from
the GigaSpeech test set and employed ChatGPT
to create a question for each sample based on its
transcript. We then utilized ChatGPT again to deter-
mine the acceptability of the responses generated
by different methods. The evaluation findings are
summarized in Table 3. Both BLSP models ex-
hibited competence in this task, achieving scores
comparable to the cascaded baseline CTC+LLM
(88.5%/88.3% vs 88.6%). This performance under-
scores our approach’s ability to endow the LLM
with a general comprehension of speech, thereby
equipping it to adeptly handle diverse cross-modal
instructions and produce satisfactory responses.

5.2 Analysis

Effectiveness as a Pre-Training Strategy We
evaluate the BLSP method’s effectiveness as a pre-
training strategy for downstream tasks, with a focus
on speech translation. To do this, we follow the

Method Accept Rate (%)
Text+LLM 94.5
Whisper+LLM 91.3
CTC+LLM 88.6
ASR pretraining 0.0
BLSP 88.5

+RP 88.3

Table 3: ChatGPT evaluation using acceptable rate.

same translation instruction as used in zero-shot
translation tasks and fine-tune the primary BLSP
model to predict target language translations di-
rectly from speech inputs. This fine-tuning process
utilizes training data across eight language pairs
from the MUST-C dataset. We apply LoRA (Low-
Rank Adaptation) (Hu et al., 2021) to modify the
key, query, value, and output layers of the LLM’s
self-attention mechanism, setting LoRA hyperpa-
rameters to R = 16 and o = 16. We also update
the speech encoder and the modality adapter’s pa-
rameters to enhance model performance. For con-
text, we compare these results with a commonly
used pre-training approach, specifically ASR pre-
training, as detailed in Section 4.2.

As illustrated in Table 4, our primary BLSP
model exhibits an advantage in pre-training the
modality adapter for the downstream speech trans-
lation task, achieving substantial improvements
over random initialization. While pre-training the
modality adapter using the ASR task proves ben-
eficial, it may introduce a bias that hinders its
ability to generalize across different downstream
tasks. This limitation is highlighted by the supe-
rior performance of our BLSP approach over ASR
pre-training. Our method achieves notably higher
COMET scores across all translation directions and
higher BLEU scores in six out of the eight direc-
tions evaluated.

Effectiveness in Speech-Text Alignment We
evaluate the effectiveness of the BLSP method in
aligning speech and text inputs, using the proce-
dures outlined in Section 2. As illustrated in Fig-
ure 3, the distribution of learned representations
from speech inputs by the primary BLSP model
no longer significantly differs from that of text
inputs. This is a departure from the results ob-
served with the ASR task, as depicted in Figure 1.
The representations of speech inputs now share the
same distribution as those of text inputs, with the



Method [ en-de en-es en-fr en-it en-nl en-pt en-ro en-ru
w/o pretraining 21.1/744  254/76.1 299/756  20.6/76.1 23.6/76.8 25.3/76.7 16.4/74.7 13.7/73.5
ASR pretraining | 22.7/76.6 27.9/78.7 321/777 223/782  254/78.7 27.3/79.6 18.6/77.4 14.9/76.2
BLSP 233/777 274/795 319/785 232/79.0 264/80.0 28.5/80.4 19.2/78.6 15.6/77.3
Table 4: ST results (BLEU / COMET) of fine-tuned models on MUST-C.
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learned from BLSP. Selected paired speech and text
inputs are highlighted using dashed lines and circles.

representations of paired speech and text inputs
being closely aligned, often overlapping. In Ap-
pendix D, we provide quantitative evidence that
our BLSP model can generate distinct represen-
tations for the same speech input under different
instructions, and that the representations for paired
speech and text inputs closely match when given
the same instructions. These results indicate that
the BLSP approach effectively aligns speech and
text inputs within the same space, thereby extend-
ing the instruction-following capabilities of LLMs
to speech inputs.

Impact of Data Size We evaluate the impact
of data size on model performance within the
BLSP approach, utilizing measurements on out-
of-domain datasets, specifically TED-LIUM 3 for
zero-shot ASR performance and MUST-C en-de di-
rection for zero-shot ST performance. In our exper-
imental setup, we limit model training to a single
epoch since the training loss converges well before
the completion of one epoch. Consequently, we
employ its performance at various training steps
(approximately 0.8 million training samples for
every 1,000 updates) as an estimate of its perfor-
mance at different data scales. As shown in Figure
4, we observe rapid improvement in model perfor-
mance during the early stages of training, followed
by convergence after approximately 8,000 updates
(equivalent to around 6 million training samples).

training steps

Figure 4: ASR and ST results at different training steps
in one epoch.

5.3 Cross-Modal Conversation

We have observed that the BLSP approach can
enable multi-turn conversation capabilities with
LLMs using speech, thereby extending their re-
markable conversational capabilities learned from
text-only data to spoken languages. Figure 5 illus-
trates an example of engaging in a spoken conver-
sation in English with the model. More examples
are presented in Appendix E. Longer video demon-
strations are available online>.

5.4 Emergence of Multilingual Capabilities

Despite being trained solely on English ASR data
for behavior alignment in continuation writing, we
have observed that the BLSP model demonstrates
an understanding of non-English speech inputs.
This can be attributed to the multilingual capabili-
ties of both the speech encoder (Whisper, Radford
et al. (2022)) and the LLM (Llama-2, Touvron et al.
(2023)), as well as the specific design of the BLSP
training process. Note that both the speech encoder
and the LLM remain frozen during BLSP training,
suggesting that despite training solely on English
data, the modality adapter can learn to project the
multilingual space in Whisper encoder’s output to
the multilingual space for the LLM.

To quantitatively measure the multilingual ca-

3Video demos are available at https: //anonymous4blsp.
github.io/arr/
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o 0:05 g
What is the longest river in the world?

é] The longest river in the world is the Nile River,
which runs for about 4,132 miles.

(> 0:03 g
What about in America?

In America, the longest river is the Missouri River,
which runs for about 2,341 miles.

(> ] 0:03 g
About China?

In China, the longest river is the Yangtze River, which
runs for about 3,900 miles.

Figure 5: Speech conversation in English.

Method BSTC MSLT

zh-en de-en fr-en
Text+LLM 16.1/58.7 32.8/842 29.6/76.3
Whisper+LLM  11.1/543 253/79.4 24.1/71.5
CTC+LLM 1.1/41.3 5.3/60.4 4.0/534
BLSP 5.0/49.8 13.1/70.9 13.4/64.8

Table 5: ST results (BLEU / COMET) in X-to-English
directions.

pabilities, we evaluate the speech translation per-
formance of our BLSP model in the Chinese (zh)
to English (en) direction on BSTC (Zhang et al.,
2021) and in the German (de) and French (fr) to
English (en) directions on MSLT (Federmann and
Lewis, 2016). As shown in Table 5, the BLSP
model demonstrates reasonable multilingual trans-
lation competency for source languages that were
not observed during behavior alignment training.
We note that there is a significant gap in translation
quality, as measured by both BLEU and COMET,
when compared to Whisper+LLM and Text+LLM.
This highlights the potential for further advance-
ments in multilingual training. On the other hand,
the cascaded model CTC+LLM, which was trained
on English data, does not have cross-lingual capa-
bility.

As illustrated in Figure 6, our model is capable
of engaging in multi-turn conversations with non-
speech (Mandarin) speech input. It is worth men-
tioning that the model’s responses are always in
English. This is a direct result of the English-only
training procedure in BLSP, where the continua-
tions are consistently in English. This observation
also suggests that there is benefit in incorporating

(>} 0:05 g

HEF AT MR 4% 2 ( Which is the longest

river in the world?)

@ The word’s longest river is the Nile River, which runs
for about 4,132 miles.

o 0:03 g

A [H K IR 2 (What about the longest in
America?)

(ﬁ] The longest river in the United States is the Missouri

River, which runs for about 2,341 miles.

(> ) 0:03 g
B EWE? (What about China?)

The longest river in China is the Yangtze River, which
runs for about 3,900 miles.

Figure 6: Speech conversation in Mandarin.

multilingual training in behavior alignment for fu-
ture research.

6 Related Works

Due to the lack of space, please see Appendix F for
a discussion on related works.

7 Conclusion

In this paper, we introduce the BLSP approach,
which bootstraps language-speech pre-training
through behavior alignment. Our training proce-
dure is straightforward, requiring only learning of
a lightweight modality adapter through a novel uti-
lization of speech recognition training data. As evi-
denced by quantitative evaluations in speech recog-
nition, speech translation, spoken language under-
standing, and illustrated through multi-turn conver-
sation demonstrations, BLSP effectively extends
the remarkable language capabilities of LLMs to
speech, enabling direct interaction with LLMs us-
ing speech input. BLSP represents a fresh and valu-
able perspective for achieving cross-modal align-
ment in LLLMs, and there are numerous directions
for expansion and improvement in future research.

Limitations

Although our BLSP approach can extend the re-
markable language capabilities of LLMs to speech,
as evidenced by quantitative evaluations and illus-
trative demonstrations, there are several limitations
in our current study.

Alignment Quality. As indicated by the quanti-
tative evaluations, there exists a substantial perfor-



mance gap when using speech input as opposed to
the cascaded approach. Our approach to behavior
alignment of continuation writing, in its current
form, tends to align speech and text at a semantic
level that restricts its capacity to capture detailed
phonetic information. Exploring more fine-grained
loss designs or approaches for constructing more
fine-grained training data, including in combina-
tion with speech recognition, speech translation, or
general speech instruction data, is worthy of further
investigation.

Paralinguistic Information. In this study, we
mainly focus on aligning speech and text in the se-
mantic space, without addressing the paralinguistic
aspects of spoken language that cannot be simply
described by words, such as emotions, tones, and
intentions. It is possible to capture and incorporate
paralinguistic information with LLMs by leverag-
ing data from more diverse speech-related tasks,
such as speaker identification, keyword spotting,
and speech emotion recognition.

Safety and Ethics. The use of continuous speech
representations in our BLSP model could make
it more susceptible to adversarial attacks and can
potentially compromise the LLM’s established ad-
herence to the HHN criteria (Harmless, Helpful,
Honest). This is an area that is worthy of future re-
search, both in identifying weaknesses and search-
ing for solutions.

Broader Applicability. While our study has fo-
cused on the behavior alignment of continuation
writing for speech-text alignment, the fundamen-
tal principles underlying this approach could have
broader applicability. This involves expanding ex-
isting paired data in creative ways with the assis-
tance of LLMs, ultimately benefiting LLMs. We
leave it to future studies to extend this approach to
diverse scenarios, including vision-language and
multilingual alignments.
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A Implementation Details of ASR
Pretraining

In the pre-experiments, the model architecture and
training dataset used are the same as in BLSP.
The only difference is that in BLSP, the modal-
ity adapter is trained using the continuation task,
while in the pre-experiments, the modality adapter
is trained to predict the ground-truth transcript. Ad-
ditionally, similar to the approach in SpeechGPT
(Zhang et al., 2023), we utilize GPT-4 to generate
100 distinct text instructions for prompting ASR
tasks. These instructions are concatenated before
the speech input. For visualization purposes, we
construct cross-modal prompts to extract features
using the instructions shown in Table 6. We then
apply t-SNE dimensionality reduction mapping to
all samples from the LibriSpeech test set.

CW: Please continue the following sentence.

SA: Please classify the emotional tone of the following
text.

SR: Please transcribe the following audio into English
text.

ST: Please translate the following English text into Ger-
man text.

Table 6: Instructions used for extracting cross-modal
representations.

To further demonstrate the overfitting problem in
the ASR task, as illustrated in Figure 1, we present
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the average cosine similarity between the learned
representations of the same input across different
task instructions in Table 7. Notably, the repre-
sentations for speech input are remarkably similar
regardless of the task instruction used, indicating a
deficiency in following instructions. Additionally,
Table 8 highlights consistently low similarity scores
between paired speech and text input representa-
tions under the same task instructions, suggesting
a lack of alignment between the representations of
speech and text inputs.

| CW-S SA-S SR-S ST-S
CW-S | 1.000 0997 0.997 0.991
SA-S | 0.997 1.000 0.997 0.992
SR-S | 0.997 0.997 1.000 0.993
ST-S | 0.991 0992 0.993 1.000

Table 7: Average similarity between representations of
the same speech inputs under different task instructions
learned from ASR task.

Cw SA SR ST
0.270 0.106 0.328 0.176

Table 8: Average similarity between representations of
paired speech/text inputs under the same task instruc-
tions learned from ASR task.

B Detailed Results for Zero-Shot
Speech-to-Text Tasks

We present the performance of speech translation
in each direction, as illustrated in Tables 9 and Ta-
ble 10. For CoVoST-2, we evaluate our method
on five translation directions: English (en) to Cata-
lan (ca), German (de), Indonesian (id), Slovenian
(sD), and Swedish (sv). Additionally, we conduct
experiments on MUST-C for all eight translation
directions: English (en) to Catalan (ca), German
(de), Indonesian (id), Slovenian (sl), and Swedish
(sv). The instructions used for each speech-to-text
generation task are presented in Table 11.

C The Data Construction and Evaluation
Process of General-Purpose QA

For our evaluation on the general-purpose ques-
tion answering task, we selected 1460 speech-text
pairs from the GigaSpeech test set. The selected
texts contain 40-60 words to ensure that the sam-
ples encompass relatively complete semantics. To


http://arxiv.org/abs/2401.00475
http://arxiv.org/abs/2401.00475
http://arxiv.org/abs/2401.00475

Method \ en-ca en-de en-id en-sl en-sv
Text+LLM 24.8 21.9 22.0 129 27.8
Whisper+LLM | 19.2 17.3 15.8 10.0 222
CTC+LLM 14.5 14.0 12.3 7.9 17.5
BLSP 13.9 14.0 12.1 7.0 16.6

+RP 14.8 14.9 12.3 7.9 19.3

Table 9: ST results on in-domain dataset CoVoST-2.

Method

\ en-de en-es en-fr en-it en-nl en-pt en-ro en-ru

Text+LLM 20.2 217 242 205 244 203 13.3 13.3
ASR+LLM 16.9 19.2 205 164 207 17.1 10.9 11.4
CTC+LLM | 13.6 15.3 157 126 17.0 13.9 8.2 9.9
BLSP 13.0 14.7 144 11,6 17.0 12.6 6.2 9.2
+RP 14.2 16.4 175 132 175 16.1 9.2 10.2

Table 10: ST results on out-of-domain dataset MUST-C.

ASR: Please repeat the following words.

ST: Please translate the following English text into <tar-
get> text.

SNIPS: Please classify the intent of the text, choose from
[DecreaseBrightness, IncreaseBrightness, SetLightBright-
ness, SetLightColor, SwitchLightOff, SwitchLightOn].

FSC: Please classify the intent of the text, choose from
[bring newspaper, deactivate lamp, change language En-
glish, deactivate music, increase heat, change language
Korean, change language none, bring shoes, change lan-
guage German, activate lights, bring socks, change lan-
guage Chinese, decrease heat, decrease volume, increase
volume, activate music, activate lamp, bring juice].

SLUE-VoxCeleb: Please classify the emotional tone of
the text as either positive, negative, or neutral.

Table 11: Instructions used for speech-to-text generation
tasks.

formulate questions based on these transcripts, we
utilized ChatGPT. As shown in Listing 1, we pro-
vided ChatGPT with the transcript as the input, and
the task for ChatGPT was to generate a suitable
question based on the given text input.

In the next step, we used different models to gen-
erate responses to the questions posed by ChatGPT
in the previous step. We then employed ChatGPT
again to evaluate the acceptability of these gener-
ated answers. As shown in Listing 2, we provided
ChatGPT with the question, the ground-truth tran-
script, and the answer generated by different mod-
els. The task for ChatGPT was to evaluate whether
the generated answer is acceptable.

D Quantitative Analysis of
Representations from BLSP

As depicted in Table 12, the representations of
speech inputs learned from BLSP are distinct un-
der various task instructions, unlike in Table 7 for
ASR task. Table 13 illustrates the average cosine
similarity between representations of paired speech
and text inputs learned from BLSP, revealing a high
level of similarity between the two, as opposed to
the low similarity depicted in Table 8 for ASR task.
We want to point out that there remains a notable
gap between the representations for speech and text
inputs that is worthy of future research.

CW-S SA-S SR-S ST-S
CW-S | 1.000 0.494 0.745 0.381
SA-S | 0.494 1.000 0.501 0.278
SR-S | 0.745 0.501 1.000 0.477
ST-S | 0.381 0.278 0.477 1.000

Table 12: Average similarity between representations of
the same speech inputs under different task instructions
learned from BSLP.

Cw SA SR ST
0.785 0.866 0.808 0.900

Table 13: Average similarity between representations of
paired speech/text inputs under the same task instruc-
tions learned from BLSP.
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E Selected Examples of Cross-Modal
Conversation

As demonstrated in Figure 7, BLSP provides ex-
panded mechanisms to interact with LLMs. Users
can freely switch between text and speech inputs,
and directly employ speech instructions to carry
out speech-to-text tasks.

F Related Works

Multi-Modal Large Language Models Current
multi-modal large language models have been
prominently focusing more on visual modality
(OpenAl, 2023; Yin et al., 2023). These models
utilize a pre-trained visual encoder to extract key
visual features from images, which are then com-
bined with text inputs to generate relevant outputs.
PalLM-E (Driess et al., 2023) combines the huge
540B PalLM (Chowdhery et al., 2022) and the 22B
Vision Transformer (ViT) (Dosovitskiy et al., 2020)
to create the largest vision-language model cur-
rently reported. Since it would be costly to train
a large multi-modal model in an end-to-end man-
ner, many works introduce a learnable interface
between the pre-trained visual encoder and LLM
to connect different modalities while freezing the
parameters of the pre-trained models. Flamingo
(Alayrac et al., 2022), BLIP-2 (Li et al., 2023) and
X-LLM (Chen et al., 2023) leverage a group of
learnable query tokens to extract information in a
query-based manner. LLaVa (Liu et al., 2023) con-
nects the pre-trained CLIP (Radford et al., 2021)
encoder and Vicuna (Chiang et al., 2023) with a
simple projection layer. LLaMA-Adapter (Gao
et al., 2023) and LaVIN (Luo et al., 2023) explore
a parameter-efficient tuning manner, introducing
a lightweight adapter module during training. Re-
cent research has extended the above-mentioned
approach to “audio” (Gong et al., 2023), which
refers to natural sound, such as thunder and chirp.
However, there is still a lack of exploration when it
comes to human speech.

Interact with LLMs through Speech After the
introduction of ChatGPT, several studies have fo-
cused on combining specialized speech models
with LLMs, allowing for speech interaction with
these language models. Initial endeavors in this
field (e.g., HuggingGPT (Shen et al., 2023), Au-
dioGPT (Huang et al., 2023)) employed a cascad-
ing model structure, linking LLMs with additional
ASR and TTS models to enable speech input and
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output. These models showcase heightened intri-
cacy, require substantial resources, and are sus-
ceptible to the inevitable issue of error accumula-
tion. Recent works have started to explore end-
to-end model architectures. SpeechGPT (Zhang
et al., 2023) takes the discretized output of a speech
model in self-supervised training and treats it as a
specialized linguistic unit, training it alongside a
large language model. However, due to the high
sampling frequency of the discrete unit, it is diffi-
cult for this method to achieve multiple rounds of
dialogue. LLaSM (Shu et al., 2023) has constructed
an extensive speech instruction dataset intended
for training the modal adapter to attain modality
alignment. Their methodology is predominantly
data-driven, with a lesser emphasis on the explicit
design of modality alignment.



Listing 1: The prompt used to generate general-purpose QA data.

Please ask a question about the input and then answer the question based on the
input. The output format should be in json and contains question and the response.
Example:

input: ah yeah good day and welcome to this instructional video on how to ah wash

your car um with a baby . basically , you just ask them to do it . you know they
love this kind of stuff this bubbles and a brush and

output: {"question”: What is the video about?, "answer”: the video is about how to

wash your car um with a baby.}

input: it is the gibraltar strait where you lost control and then you dived down
one of those cases where you let the wings go in the clouds but you lose
orientation completely

output: {"question”: Where did the incident occur?, "answer”: Gibraltar Strait.}
BEGIN:

input: ${transcript}

output:

Listing 2: The prompt used to evaluate whether a response is acceptable.

Given a question, related input, and answer, please help determine whether the
answer is acceptable.

The output choose from acceptable or unacceptable.

Question: ${question}

Input: ${transcript}

Answer: ${answer}

Your output:

14



&)

Hello!

Hello! How can | help you?

(> 0:03

| am going to Beijing, can you give me
some suggestions?

Sure, here are some suggestions for

your trip to Beijing:

* Visit the Forbidden City and explore

the ancient palace complex.

Take a stroll along the Wangfujing

Street for some shopping and snacks.

Visit the Tianmen Square and take a

picture of the Monument of the

People’s Heroes.

* Take a rickshaw ride in the hutongs
and experience the local life.

* Enjoy a Peking Duck dinner at one of
the local restaurants.

* Take a day trip to the Great Wall of
China and hike along the wall.

* Visit the Summer Palace and admire
the beautiful gardens.

2
2

(>} 0:05

Translate the sentence ‘Il have no mouth
but | must scream’ into Spanish.

No tengo ninguna boca, pero debo
gritar.

2

e o 8)

Tell me about alpacas.

Alpaca are South American camelids
that are known for their soft, luxurious
wool. They are a domesticated species
and have been bred for their fiber since
pre-Incan times. Alpacas are very social
animals and live in herds of up to 15
individuals. They are an important
source of income for many Peruvian
and Bolivian farmers.

o - 2)

&)

&)

\

List all Canadian provinces in
alphabetical order.

Alberta, British Columbia, Manitoba,
New Brunswick, Newfoundland and
Labrador, Nova Scotia, Ontario, Prince
Edward Island, Quebec, Saskatchewan.

Which province has the largest area? g

The province with the largest area is

Saskatchewan. /

Figure 7: Selected examples of cross-modal conversation using BLSP model.
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