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ABSTRACT

A glowing body of work has emerged focusing on instruction-following policies
for open-world agents, aiming to better align the agent’s behavior with human in-
tentions. However, the performance of these policies is highly susceptible to the
initial prompt, which leads to extra efforts in selecting the best instructions. We
propose a framework named Preference Goal Tuning (PGT). PGT allows poli-
cies to interact with the environment to collect several trajectories, which will be
categorized into positive and negative examples based on preference. A prefer-
ence optimization algorithm is used to fine-tune the initial goal latent represen-
tation using the collected trajectories while keeping the policy backbone frozen.
The experiment result shows that with minimal data and training, PGT achieves
an average relative improvement of 72.0% and 81.6% over 17 tasks in 2 differ-
ent foundation policies respectively, and outperforms the best human-selected in-
structions. Moreover, PGT surpasses full fine-tuning in the out-of-distribution
(OOD) task-execution environments by 13.4%, indicating that our approach re-
tains strong generalization capabilities. Since our approach stores a single latent
representation for each task independently, it can be viewed as an efficient method
for Continual Learning, without the risk of catastrophic forgetting or task interfer-
ence. In short, PGT enhances the performance of agents across nearly all tasks in
the Minecraft Skillforge benchmark and demonstrates robustness to the execution
environment.

1 INTRODUCTION

Recently, pre-training foundation policies in open-world environments with web-scale unlabeled
datasets have become an increasingly popular trend in the domain of sequential control(Baker et al.,
2022; Zhang et al.l 2022; |Collaboration et al., 2024; Brohan et al., 2023a; Yang et al., |2023).
These foundation policies possess broad world knowledge, which can be transferred to downstream
tasks. In the realm of foundation policies, there exists a category known as goal-conditioned poli-
cies, which are capable of processing input goals (instructions) and executing the corresponding
tasks (Ding et al.l 2019; |(Chane-Sane et al., [2021). The goal can be in different modalities, such
as text instructions (Lifshitz et al., |2023)), video demonstrations (Cai et al., |2023)), or multi-model
instructions (Cai et al., [2024} [Brohan et al., 2023bza)).

However, much like large language models, these instruction-following policies are highly sus-
ceptible to the selection of “prompts”(Lifshitz et al., 2023} [Wang et al.| 2023; Kim et al.| [2024).
Researchers rely on trial and error to find the optimal prompt manually, and sometimes the quality
of prompts doesn’t align with human judgment. For instance, OpenVLA (Kim et al., [2024) shows
much stronger sensitivity to the phrase “Pepsi can” than “Pepsi”’; for the same meaning of collecting
wood logs, GROOT has a large fluctuation in performance for different reference videos. Moreover,
it is unclear whether an agent’s failure to complete a task is due to the foundation policy’s inherent
limitations or the lack of a suitable prompt.

A common viewpoint from the LLM community thinks that most of the abilities are learned from
the pre-training phase (Ouyang et al.| 2022; Zhao et al., [2023), while post-training is a method
to elicit these abilities for solving tasks with rather small compute (Ziegler et al.l 2020} Touvron
et al., [2023). In this paper, we follow the roadmap of LLMs to consider post-training for the goal-
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conditioned foundation policies, hoping to improve the downstream task performance efficiently and
effectively. On top of that, we identify several desiderata for the post-training for this type of policy:

* Improved Elicitation of Pre-trained Abilities. This refers to (1) leveraging a broader
range of abilities and (2) making it easier to harness these abilities, which leads to better
performance on downstream tasks without the need for labor-intensive prompts.

» Task Environment Generalization. In open-world settings, a single task may be executed
in vastly different contexts, making the policy’s ability to generalize across environments
crucial.

* Efficient data exploitation. As it’s usually hard or expensive to collect training trajectory
data for open-world foundation policy (Villalobos et al.,2024), the post-training is expected
to be data-efficient. Meanwhile, it’s also important to avoid over-fitting on the small amount
of data.

* Continued adaptation of tasks. The ability to continually learn from experiences in open-
world environments is crucial for generalist Al systems, and thus we expect the open-world
foundation policy can continually learn more skills without degrading general ability.

To achieve these desiderata, we propose a framework named Preference Goal-Tuning (PGT). Firstly,
an initial prompt is provided by humans, which may be suboptimal or not carefully refined. This
task prompt is embedded into a goal latent representation, which is typically a high-dimensional
vector. Next, PGT allows the foundation policy to interact with the environment under the guidance
of the goal latent representation, for a small number of episodes (~ 102 of trajectories in practice).
These trajectories are then categorized into positive and negative samples based on designed rewards
or human preferences. To elicit the ability from the pre-trained foundation policy, the backbone
is fixed and a preference learning algorithm (Rafailov et al., 2024a} |Azar et al., |2024; |Christiano
et al., |2017; [Hong et al., [2024) is applied to fine-tune the goal latent representation via collected
trajectories. This training process can be iterative, as the fine-tuned latent goal representation can be
used to recollect data once again.

We validate PGT in the open-ended Minecraft video game environment Johnson et al.| (2016)), with
2 foundation policies and 17 tasks, in both in-distribution and out-of-distribution environments,
showing that this framework can enhance performance for foundation policies across almost all
tasks. For in distribution settings, we achieved an average improvement of 72.0% and 81.6% in
two different policies: GROOT (Cai et al., |2023) and STEVE-1 |Lifshitz et al.| (2023). For out-of-
distribution settings, the figures are 73.8% and 36.9%. We conduct extensive studies on different
initial prompts and discover that PGT surpasses all human-selected prompts.cipt Finally, we explore
the potential of our method as an efficient approach to Continue Learning (CL). Since we only
need to store a latent goal representation for each task in CL, our method is computationally light,
storage-tight, with no fear of catastrophic forgetting or task interference in sight.

2 PRELIMINARY

2.1 SEQUENTIAL CONTROL

In sequential control settings, the environment is defined as a Markov Decision Process (MDP)
(S, A, R, P,dy), where S is the state space, A is the action space, R : S X A — R is the reward
function, P : S x A — & is the transition dynamics, and d is the initial state distribution. A policy
m(als) interacts with the environment starting from sg ~ dg. At each timestep ¢ > 0, an action
a; ~ w(al|sy) is sampled and applied to the environment, after that, the environment transitions
to s¢11 ~ P(st,ar) and return reward 1o ~ R(s¢,a). The goal of a policy is to maximize the
expected cumulative reward E[>_;° ) v'r¢], where v € (0, 1] is a discount factor.

A goal-conditioned policy can be formulated as 7(als, g), where g € G is a goal from goal space G.
The target of a goal-conditioned policy is to maximize the expected return E[Y~,°  v'r{], where r{
is the goal-specific reward achieved at time step ¢.
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2.2  GOAL-CONDITIONED POLICIES

GROOT GROOT is a goal-conditioned foundation policy trained on video data
through self-supervised learning with a C-VAE(Sohn et al. framework. GROOT can follow
video instructions in open-world environments. The instruction is encoded into a latent represen-
tation by the non-causal encoder, and the policy is a decoder module implemented by a causal
transformer, which decodes the goal information in the latent space and translates it into a sequence
of actions in the given environment states in an auto-regressive manner.

STEVE-1 STEVE-1 (Lifshitz et al.}[2023)) is also a goal-conditioned policy on Minecraft environ-
ment. STEVE-1 utilizes the goal latent representation of MineCLIP(Fan et al. to embed the
future result video clip in dataset [Andrychowicz et al] (2017)), and finetunes a VPT model
as the policy network under the guidance of the MineCLIP embedding. As a C-VAE
model is trained to predict “future video embedding” from text, STEVE-1 sup-
ports both text and video as instructions.

2.3 PREFERENCE LEARNING

While a large self-supervised learning model possesses a broad world knowledge, it is very hard
to align their behavior with human preference. Many efforts are being made to solve this problem.
Direct Preference Optimization(DPO) (Rafailov et all, 2024b), as one method, serves as a way to
directly optimize the model’s outputs based on human preferences. Assuming we have a foundation
model 7. Then pairs of answers are produced given prompt x: (y1,y2) ~ Tet(y | ), and human
labelers express their preference, denoted as y,, > y; | . We can obtain a dataset of preference

D= {x(i)7 yl(lf), yl(i) }fvzl DPO derives the optimization objective as:

79 (Yuw | @) mo(y | @)
Lppo(mg; Tet) = —E ~ [1oga (,Blog ———= — flog ———= | | . (1)
( re ) (@Ywy)~D 7Tref(yw | (E) Wref(yl ‘ :L')
Details of the mathematical derivation of DPO loss can be found in Appendix [A.]]
3 METHODOLOGY
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Figure 1: Pipeline of our Preference Goal Tuning (PGT). The process begins by selecting an initial
prompt (can be video or text), encoding it into a latent representation, and allowing the policy to
interact with the environment multiple times to collect trajectories. These trajectories are then clas-
sified as positive or negative based on human preferences or rewards. Then, the model is fine-tuned
using the collected data, with only the latent goal embedding being trainable. Iterative training is
supported.

In this section, we propose a novel policy post-training framework named Preference Goal-Tuning
(PGT). This approach achieves significant performance improvements for foundation policies with
minimal data and computational resources. Our method consists of two stages: the first stage is the
data collection phase, and the second stage is the training phase. An illustration of our method is in
Figure[I] The details are as follows:
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Figure 2: Improvements with training iterations of our methods.

Data Collection Phase We first select an initial prompt, which may be suboptimal or not carefully
refined. This initial prompt is embedded into a high-dimensional vector by the encoder of the goal-
conditioned policy. We allow the foundation policy to interact with the environment several times,
collect the synthetic trajectories, and divide them into positive trajectories and negative trajectories
based on human preference or reward from environment.

When utilizing human preference, human annotators are required to label each trajectory, identifying
those preferred and not preferred by humans as positive and negative samples, respectively. Since
less than 100 samples need to be annotated, the human labor cost remains manageable.

On the other hand, we utilize reward from environment for tasks like collect wood(ﬁ),
collect obsidian(‘) and explore chest(@). we can obtain reward information from
the Minecraft simulator, so we can use rewards as a supervisory signal for preference learning,
selecting the top and bottom trajectories based on rewards as positive and negative samples for
training.

Training Phase During the training phase, we adopted a learning approach to obtain an optimal
goal latent representation. During fine-tuning, only the goal latent representation is trainable. Ini-
tially, we only leverage positive examples with traditional behavior cloning (BC) loss, but it does
not yield the expected results. We conduct preliminary experiments on four tasks and find that using
BC loss does not lead to significant performance improvements; in fact, performance even declines
on 3 out of 4 tasks. Discussion of this choice is in Section[3.2

Recent studies have emphasized the importance of negative samples (Tajwar et al.,|2024a)), prompt-
ing us to incorporate them into the training data. Following the derivation approach of Direct Pref-
erence Optimization (DPO), we obtained desired loss for PGT :

. a(a” | s g) m(ay” | 5" g)
Le61(9; Gret) = —E(rw) r0yp |logo BZIOg (w) 1 _(w) ———1lo IO
=1 m(ay 85 Grer) m(a;’ | 8475 Gret)

2)
Details of derivation lies in Appendix[A.2] Given the small amount of data and the limited number
of trainable parameters, the training converges quickly.

Iterative Training Our method supports iterative training. During the first training loop, the initial
prompt is encoded into a goal latent representation, which we denote as go. According to[2] we set
Jret @S go and initialize g as g, then fine-tuning g to g;. We then use g; to recollect trajectories and
repeat the training loop. Our experiments demonstrate that iterative training continues to improve
performance for up to three rounds. See Figure [2| for iterative training details.

3.2 DESIGN CHOICES

In this section, we address the key design choices of our method and provide a comparative analysis
of relevant baselines to justify why we use negative examples and parameter-efficient fine-tuning.

Utilizing negative samples A straightforward approach is to utilize only self-generated positive
samples for behavior cloning (BC), and some studies have proved filtering and cloning is enough in
many settings (Oh et al.} [2018; |Gulcehre et al.| [2023). However, this approach does not explicitly
indicate “which behaviors should be avoided”, which is conducive to policy optimization (Tajwar,
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Figure 3: Comparison between full finetuning and PGT. Upper: In Distribution(ID). Lower: Out of
Distribution(OOD).

[2024b). Incorporating negative data in our training process allows us to fully leverage the
available reward signals, helping the policy distinguish between desirable and undesirable trajec-
tories. As a comparison, we trained a version of the BC algorithm (with double data size of the
positive samples to control the amount of data) and conducted experiments with both soft prompt
fine-tuning and full fine-tuning, and the results are listed in Table [T}

Table 1: Performance improvements of the PGT-Loss over BC-Loss.

Task Soft Prompt Full Fine-Tuning
Pretained BC PGT Pretained BC PGT
collect_wood 3.14 328 3.62 3.14 326 346
obsidian 42.0 182 57.2 42.0 150 62.2
explore_mine 491 476  6.58 491 4.80 6.00
tool_pumpkin 48.3 454 57.8 48.3 48.6 58.4

Tuning Latent Goal Only We compare the results of fine-tuning latent goal only and its coun-
terpart that fine-tuning the entire policy model. There are two main reasons why we only fine-tune
goal latent instead of fine-tuning the full policy. First, the correspondence between the location of
fine-tuned parameters and the feature extraction level within the model matters 2022),
and thus fine-tuning the goal latent offers strong interpretability. For a goal-conditioned foundation
policy trained through supervised learning with large datasets, the latent goal space usually holds
high-level semantic meanings. However, since the human intention of the instruction and the em-
bedding in the goal space may not always align, the instructions selected by humans might not map
well to an optimal latent representation in the goal space. Our method aims to obtain this represen-
tation in goal space through a small amount of training. Second, as only a small amount of data is
used, full-parameter fine-tuning is highly prone to over-fitting in open-world settings. For example,
in Minecraft, task collect wood(f@@) requires the agent to collect logs from trees, regardless of
the biome, seed, and initial location. We believe that with a small amount of training data, full-
parameter fine-tuning is likely to memorize environment-specific information to reduce the loss,
which could lead to reduced generalization ability.

The experimental results were consistent with our expectations. We found that in settings identical
to the data collection phase (in-distribution environments, ID), tuning soft prompts achieved com-
parable results to full fine-tuning. However, when rolling out in another setting for the same task
(out-of-distribution environments, OOD), soft prompt method outperformed the counterpart across
all tasks. Detailed results are in Fig[3] and detailed numerical results provided in Appendix[C.2} For
details of our OOD settings, see Appendix[B.4] It is important to note that the absolute performance
in the OOD setting is not directly comparable to the ID baseline, as the tasks may become either
easier or harder in the OOD environment.
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Table 2: Success rates for different methods on tasks in Minecraft SkillForge. A represents the
relative improvements of success rate between policy before and after post-training. GRO and STE
represent the base policy of GROOT and STEVE-1 respectively. For tasks evaluated by success rate,
the percentage sign (%) is omitted; the same applies to other parts of this paper.

In Distribution Out of Distribution
Task GRO GRO+ A  STE STE+ A GRO GRO+ A  STE STE+ A
wood 314 362 153% 373 390  46% 388 422 88% 422 429  17%
dirt 270 628 132.6% 163 364 1233% 154 546 2545% 304 480  57.9%
wool 304 408 342% 433 566  30.7% 340 416 224% 456 602  32.0%
seagrass 202 208  3.0% 42 218 419.0% 78 94 205% 414 490  184%
stonecutter 310 44.6  439% 141 190  34.8% 200 234 17.0% 362 484 33.7%
ladder 54 104 92.6% 309 402  30.1% 44 96 1182% 296 412  392%
enchant 150 184  227% 0 0 ; 194 218 124% 0 0 ;
crafting table 5.4 146  1704% 40 9.6  140.0% 60 184 2067% 20 64  2200%
mine 491 658 340% 646 1732 133% 39 538 379% 349 537  53.9%
chest 157 212 350% 34 42 235% 384 382  05% 05 0.6  200%
hunt 312 398  276% 29 10  -655% 208 216 38% 1 02  -80.0%
combat 317 366 155% 0 0 ; 834 856 26% 0 0 ;
plant 271 309  140% 174 181  40% 285 311  91% 179 194  84%
pumpkin 483 578 197% 13 62  3769% 166 258 554% 76 140  842%
bow 774 858 109% 889 978  10.0% 774 906 17.1% 652 880  35.0%
flint 12 74 5167% 736 766  41% 12 58 3833% 480 520  83%
obsidian 420 572 362% 04 07 75.0% 42 82 952% 0 0 ;

4 UNLOCKING POST-TRAINING FOR OPEN-WORLD FOUNDATION POLICY

To demonstrate the effectiveness of our approach, we conducted several experiments on Minecraft
SkillForge (Cai et al., [2023)) benchmark. This benchmark covers over 30 diverse and representative
tasks from 6 major categories. We put the details of this benchmark in Appendix [B.2]. Through our
experiments, the following contributions of our method are verified:

* PGT remarkably improves the performance of two foundation policies, surpassing the best
human-selected prompt.

* PGT serves as an efficient continue learning method.

* PGT improves long-horizon tasks performance with a combination of planner and con-
troller.

» PGT elicits skills that was not achievable with traditional prompts.

4.1 BOOSTING PERFORMANCE OVER PROMPT ENGINEERING.

Our approach significantly improves the instruction-following capability of the model. By fine-
tuning specific aspects of the model’s behavior, we achieve greater task performance compared to
traditional prompt engineering techniques, which rely on manually crafted inputs. We discarded tasks
in SkillForge that were either too difficult (with zero success rate) or too easy (with a 100 percent
success rate), selecting 17 tasks for evaluation without cherry-picking. Tasks selection details are in

Appendix [B.3]

We experimented with two Foundation policies, GROOT and STEVE-1, in both in-distribution (ID)
and out-of-distribution (OOD) settings. The changes made to the OOD settings relative to ID are de-
tailed in Appendix For in distribution settings, we achieved an average improvement of 72.0%
and 81.6% in GROOT and STEVE-1 respectively. For out-of-distribution settings, the growths are
73.8% and 36.9%. Results showed improvements for both models in both two settings across nearly
all 17 tasks, with a particularly significant improvement in tasks like collect dirt (‘), craft

crafting table(‘), tool-use flint (fg). Detailed results can be found in Table

Different Initial Prompts To validate the robustness of our method, we chose a representative
task collect wood(@@), and selected 5 different initial prompts and performed iterative training
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Figure 4: Different initial prompt results. Each line graph represents a different prompt, and the
horizontal line represents the performance of best human-selected prompt.

Table 3: Multitask learning on Minecraft different tasks.

Task In Distribution(ID) Out of Distribution(OOD)

pretrained ensemble MTL Ours pretrained ensemble MTL Ours

collect_wood 3.14 3.46 3.64 3.62 3.88 4.04 430 422
craft_stonecutter 31.0 62.2 66.8 44.6 20.0 21.2 18.6 234
explore_mine 491 6.00 598  6.58 3.90 4.77 470 5.38
survive_hunt 31.2 39.8 44.2 398 20.8 21.0 314 216
tool_pumpkin 48.3 58.4 614 578 16.6 222 22.8 258
collect_obsidian 42.0 62.2 532 572 4.2 6.0 10.2 82

on each. We found that, for any initial prompts, the results after iterative training consistently out-
performed the best human-selected reference video. This implies that for nearly any initial prompt,
our method consistently surpasses even a carefully selected initial prompt by a human. We present
the result in Figure 4

4.2 EFFICIENT CONTINUAL LEARNING.

Our method is an efficient approach to Continual Learning, as it requires only minimal training
for each task, followed by storing a high-dimensional latent (typically consisting of a few hundred
floating-point values) as a task representation. As a result, our method avoids issues like catastrophic
forgetting and task interference.

We compare PGT with multiple Continue Learning Baselines: Multi-Task Learning (MTL), Naive
Continual Learning(NCL), Knowledge Distillation (KD) (Hinton et al.l [2015), Experience Replay
(ER) (Lopez-Paz & Ranzato| [2022), Elastic Weight Consolidation (EWC) (Kirkpatrick et al.l[2017).
It’s worth mentioning that every continual learning baseline is conducted under full-parameter fine-
tuning, which has a parameter size one million times larger than ours. We first implemented the
multi-task learning (MTL) baselines on six representative tasks, with the results presented in the
table We find that, similar to the results of full-parameter fine-tuning, our method achieved
comparable performance to MTL in in-distribution(ID) settings, while surpassing MTL in Out of
Distribution(OOD) settings.

We experiment in the following order: collect obsidian(@) to tool pumpkin(ﬁ) to
craft craftingtable(f) to explore climb(*§). The result after continue learning 4
tasks is in Table ] and we place the detailed result of continue leaning after each task in Appendix
We conduct experiment of Naive Continual Learning (NCL) (Table[8), Knowledge Distillation
(KD)(Table[9), Experience Replay (ER)(Table[10), and Elastic Weight Consolidation (EWC) (Table

Experiment results show that in addition to being more efficient in terms of computational resources
and storage, our method excels in handling diverse tasks, demonstrating superior generalization
capabilities. In out-of-distribution settings, we outperform the ensemble in each of the 6 tracks, and
we achieve comparable results to Multi-Task Learning.
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Table 4: Different continue learning baselines.

Task In Distribution(ID) Out of Distribution(OOD)
ER EWC KD NCL PGT ER EWC KD NCL PGT
collect_obsidian 60.2 64.6 668 612 572 6.0 54 5.4 6.8 8.2

tool_pumpkin 654 60.0 60.8 614 578 250 238 206 204 258
craft_table 8.6 6.8 6.8 72 14.6 9.0 7.4 5.8 7.0 184

Table 5: Long Horizon Task: Craft object from scratch. The numbers represent success rate (%)

Task Wooden Stick Wooden Sword Oak Boat Oak Wood Large Chest
Pretrain 99.5 94.0 80.7 60.8 37.8
PGT 100 100 89.5 80.7 64.9

4.3 SOLVING LONG-HORIZON CHALLENGES WITH HIGH-LEVEL PLANNER.

It is a common approach to combine a high-level planner and a low-level controller in the pursuit of
functional and general agent. We link the GROOT agent with JARVIS-1 planner (Wang et al.,|2023)),
to generate items from scratch in Minecraft. We selected five representative items and observed
improvements in long-horizon task performance compared to the baseline. The result can be seen in
Table

4.4 ELICITING NEW SKILLS.

For task use trident(*), given standard gameplay videos, the agent was unable to complete
the task. As a result, standard PGT pipeline cannot collect positive data. Instead, we recorded 20
trajectories by human as positive examples and trained using PGT. Even though the success rate
was still low, we found several success examples, meaning that the agent acquired the ability to
complete the task. This implies that during the pretraining phase, the agent already possessed the
ability to complete the task, but lacked the appropriate prompt to elicit this ability. Our method,
through minimal training on the soft prompt, successfully activated this capability.

4.5 ABLATION STUDY

We compare our method with other parameter efficient method: LoRA (Hu et al., 2021), BitFit
(Zaken et al.,[2022) and VeRA (Kopiczko et al., 2024). We still utilize positive and negative exam-
ples and PGT-Loss for all parameter efficient methods. We found that our method performed well
among the four types of parameter-efficient fine-tuning. Moreover, in task expore mine( #i) and

collect obsidian(@), LoRA fine-tuning also demonstrated promising results. The result is
in Figure[5] and numerical result is in Appendix

5 RELATED WORK

5.1 FOUNDATION MODELS FOR DECISION-MAKING.

Foundation models has gained huge success in the field of NLP (Brown et al., 2020} (OpenAlL [2024)
and CV (Kirillov et al) 2023)), and an increasing number of studies are exploring the potential of
foundation models in sequential control (Yang et al.,[2023): VPT (Baker et al.,2022) is a foundation
policy trained by video data, which is capable of mining diamond in Minecraft, GROOT (Cai et al.|
2023)) is an instruction-following policy trained on video data, and is able to solve a variety of tasks
on open-world environment. STEVE-1(Lifshitz et al.,2023)) fine-tuned the vpt model to follow goal
latent representation in MineCLIP (Fan et al.l [2022). In robotics, In the field of robotics, there are
also many foundation policies like RT-1 (Brohan et al.,|2023b)), RT-2 (Brohan et al., 2023a), BC-Z
(Jang et al.| [2022), GTAO (Reed et al.,|2022).
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Figure 5: Result of different parameter efficient method. Horizontal line indicates pretraining
performance. Upper: In Distribution(ID). Lower: Out of Distribution(OOD).

5.2 PREFERENCE LEARNING

Directly obtaining high-quality human annotations, such as expert numerical ratings
2014} [Fiirnkranz et al.}[2012)), or expert demonstrations (Silver et al.,[2016)), is often extremely time-
consuming, labor-intensive, and brain-consuming to annotators (Knox & Stone, |2009)). Fortunately,
the cost is greatly reduced by letting them label pairs or groups of data with simply their prefer-
ences |Christiano et al.|(2017). As a fruitful method to leverage more low-annotation-difficulty data,
preference learning has been studied extensively in recent years. (Christiano et al.| (2017)); Ziegler
et al| (2020); Ouyang et al.| (2022) utilized preference data to teach a reward model, and conducted
reinforcement learning on sequential decision-making games or language modeling, demonstrating
the efficiency and wide application of preference learning. These methods rely on another model
for simulating the reward function and on-policy data. Therefore, some simpler alternatives that do
not require reinforcement learning soon emerged (Rafailov et al., 20244} [Azar et al,,
or even without reference model for regularization (Hong et al., [2024). Even though
these methods do not strictly demand on-policy data, researchers (Tajwar et al., 2024a) found that
preference pairs generated by the current policy can improve fine-tuning efficiency.

6 LIMITATIONS AND FUTURE WORK

PGT has shown remarkable capability in improving task performance. However, it still has some
limitations and untapped potential awaiting further exploration.

Limitations PGT requires multiple interactions with the environment to obtain positive and neg-
ative samples. While this is feasible in simulated environments like Minecraft, in other domains,
such as robotics, the cost of interacting with the environment can be very high, or opportunities for
interaction may be limited (due to the risk of damage to the robots). In such cases, PGT may not be
suitable.

Potentials Our method holds significant potential. First, all of our experiments were conducted in
the Minecraft environment, but there are many instruction-following policies in the robotics domain
as well. We believe that PGT could also achieve promising results in robotics. Second, the current
experiments only cover several simple long-horizon task, like building a large chest from scratch.
We are thrilled to explore how PGT can help solving longer and more complex tasks in Minecraft,
like the ultimate goal: Killing the Ender Dragon.

7 CONCLUSION

We have introduced a framework named Preference Goal-Tuning (PGT), which is an efficient post
training method for foundation policies. It utilize a small amount of human preference data to fine-
tuning goal latent in goal-conditioned policies. PGT significantly enhances the capability of the
foundation policy with minimal data and training, easily surpass best human-selected instructions.
Our method also demonstrates potential for acquiring new skills and serving as an efficient method
for Continual Learning.
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A  MATHEMATICAL DERIVATION

A.1 DPO DERIVATION

Assume we have a foundation model 7¢, a prompt x, and a pair of responses ¥,,, y;, and a human
labeler prefers y,, to y; for the prompt x, denote as Y, >~ y; | x. Following this process, we can ob-

tain a dataset of preference D = {x(l yw Y © } Starting from original RL-Based optimization
objective:

H}%XEIND,ywﬂg(ym) [T¢($,y)] - ﬁDKL [7r9(y ‘ .I‘) H 7Tref(y | Z‘)], 3)

Under any reward function r(z, y), reference model 7, and a general non-parametric policy class.
We have:

mTfriXEx~D,y~7r (z,y)] — BDkL[7(y|z) || mrer(y|z)]

(y|x)
= max ErpEynr(yle) [ — Flog m
r(ac,y)
exp( )m(y|z)
= mln ]E;pNDEyNﬂ' (ylz) 10g Tref y|l‘)
g m(ylz) —log Z(x) “)
T 7Tref y|.’L‘) eXp( (x y))

where we have partition function:

= 3" merlyle) exp (;<y>) .
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Note that the partition function is a function of only x and the reference policy 7, but does not
depend on the policy m. We can now define

7 (4he) = ol e (;m,y)) ,

which is a valid probability distribution as 7*(y|x) > 0 for all y and >

*(y|z) = 1. Since Z(z)
is not a function of y, we can then re-organize the final objective in Eq4] .yas

min B, [Eyw(yz) {log ;(é'f%] ~log Z(x)} (5)
=min B, p Dk (7 (yle) || 7 (y|z)) - log Z(2)] (6)

Now, since Z(z) does not depend on 7, the minimum is achieved by the policy that minimizes the
first KL term. Gibbs’ inequality tells us that the KL-divergence is minimized at O if and only if the
two distributions are identical. Hence we have the optimal solution:

1 1
. _ Zr(a, 7
7 (4ke) = mtole) exo etz ) 0
for all x € D. This completes the derivation.
We choose Bradly-Terry(BT) to model preference as:
exp (r(z,41))

| 2) = . ®)
P 2 1) = o o) + o (o 2)
So the oracle reward function of human preference r can be represented as:
T (y|z)
log ————= + Blog Z(x )]
r(z,y) = Blog ) P8 ()
Substituting Eq. [0]into Eq. [§] we obtain:
exp (ﬂ log = r(éll\li) + Blog Z(x ))
p(y1 > yalz) = ol (ool
exp (Blog ZWIS 4 Blog Z(x) ) + exp (Blog T2 + Blog Z(x) )
_ 1
T log Zw212) _ 5106 7 ule)
+exp { flog wrer(yzlx — Blog et (Y1)
o (og Z) _ g TGl
’/Tref(yl ‘x) Wref(yQ |I)
Through derivation, the optimization objective becomes:
o (Yuw | ) mo(yu | @) )}
L o5 Tret) = — Bz g ,u)~D |10g0 | flog ———F% — Blog ——= | | - (10)
DPO( o f) (@yu,p0)~D |: & <ﬂ gﬂ'ref(yw ‘ -'17) 5 & 7Tref(yl | m)

A.2 PGTLoSS

Our PGT method is based on modeling DPO with a sequential decision-making process. We define a
N step trajectory as 7 = (8¢, a¢)N_1, 5: € S, a; € A. In the context of a given task, given a trajectory
7, we assume that there exists a Bradley-Terry-Model-liked oracle reward function r(7) evaluating
the merits of this trajectory. The task can be subjective or objective. We have the following objective:

mga‘XETNTF(T;g) [T(T)] - 5DKL [W(T; g) || W(T; gref)] (11)

By applying the same derivation method as DPO, we have:

ngin ETNﬂ'(T;g) [T(T)] - BDKL [W(T; g) H 7T<7_; gref)] (12)

Y (7; rer)
(75 9)

exp(~

= mgin BErr(rig) [log } (13)
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which has the closed form of the optimal g* that meets

exp(T(gT) )7((7-; gref)

m(1;9") = A (14)
where Z = )" 7(T; gre) €Xp (%7‘(7’)) So we can obtain
r(r) = Blog mri9") + plogZ (15)
(7 Gret
Consider the Bradly-Terry(BT) model:
exp (r(11))
T >~ Tg) = . 16
PR = e ) + exp () 1o
fill Eq. [I3]into Eq. [I6] we have:
pr = m) = o (1o TS 1o ZOLY (1)
77(7-1, gref) 77(7—27 gref)
Decompose T into factors, p(7) = p(s1) [Hf;‘llw(at | s¢)p(se41 | 8¢,a0)] m(an | sn), we can get:
log p(r(®) = 7)) (18)
T (w) | (W), D D). =
= logo (521055 7T(a<tw> ls(tm ) — log 7T(a(tz) |8<tz) > )> ‘ (19)
t=1 m(ag |55 75 Grer) m(a;y’ | sp Grer)

Finally, our optimization objective becomes:

~ e | 5"g) m(ay | 5”59)

Lpcr(9, gret) = —E(rw) sw)up [logo | B log W) (w) —log—m—m——~||"
t=1 7T(a’t ‘ St ;gref) 7T-(a’t | St ;gref)

(20)

B EXPERIMENT DETAILS

B.1 MINECRAFT

Minecraft is a popular sandbox game that allows players to freely create and explore their world.
Since Minecraft is an open-world environment, many recent works have designed agents and con-
ducted explorations within Minecraft (Johnson et al.l 2016). In this work, we conduct experiments
on 1.16.5 version MineRL (Guss et al., 2019) and MCP-Reborn.

B.2 MINECRAFT SKILLFORGE BENCHMARK

Minecraft SkillForge Benchmark is a comprehensive task suite that covers various types of tasks in
Minecraft. All tasks are categorized into six major groups:

* collect task: These tasks are designed to evaluate an Al agent’s capability in resource ac-
quisition proficiency and spatial awareness.

* craft task: These tasks are designed to shed light on an AI agent’s prowess in item uti-
lization, the intricacies of Minecraft crafting mechanics, and the nuances of various game
mechanic interactions.

 explore task: These tasks are designed to evaluate an Al agent’s navigation proficiency,
understanding of diverse environments, and intrinsic motivation for exploration.

* survive task: These tasks are designed to analyze an Al agent’s ability to ensure its survival,
adeptness in combat scenarios, and capability to interact with the environment to meet basic
needs.
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* tool task: These tasks are designed to deeply investigate an Al agent’s capabilities in tool
utilization, precision in tool handling, and contextual application of various tools to carry
out specific tasks.

* build task: These tasks are devised to evaluate an Al agent’s aptitude in structural reasoning,
spatial organization, and its capability to interact with and manipulate the environment to
create specific structures or outcomes.

B.3 TASK METRICS AND SELECTION

For most tasks, the environment logs the rewards when the corresponding objectives are achieved.
We define tasks with a reward function greater than 0 as successful, and the frequency of suc-
cessfully completing a task is referred to as the success rate. However, tasks like “collect_wood”
“explore_mine” and “survive_plant” have a success rate of over 95% across different agents, and
the specific values of the reward function are meaningful, reflecting the agents’ capabilities in these
tasks, so we use the detailed reward value as the metric.

We removed the tasks that are too easy that agents can perform a success rate of 100% while the
specific value of the reward is either high enough (e.g. collect_grass) or not meaningful (e.g. sur-
vive_sleep). Also, to simplify the experiment, We removed the tasks for which the reward function
cannot be directly obtained from the game, including subjective tasks (e.g. building tasks) and objec-
tive tasks where the environment does not log explicit rewards (e.g. craft_smelt). Moreover, mining
obsidian is a high requirement for the agent’s sensitivity to the objectives, and the agent needs to stay
focused on the same goal over extended time steps to perform useful actions; therefore, we consider
this task to be quite important and add it to the testing tasks apart from Minecraft SkillForge.

B.4 OuUT OF DISTRIBUTION SETTINGS

We designed the Out of Distribution (OOD) setting with the goal of preventing the policy from
overfitting to the environment and relying on it to dictate behavior. Thus, without altering the core
meaning of the tasks, we made the following modifications to create the OOD setting:

» seed We change the seed of the Minecraft world.
 agent location We change the initial location of agent to perform a task.

* biome We change the biome of agent while keeping the task solvable. For example, change
biome to savanna of task collet wood.

* tool We modified the auxiliary tools while ensuring the tasks remained solvable. For ex-
ample, in the hunt sheep, we replaced the sword with an axe.

* object location We change the location of object that the agent need to interact. For exam-
ple, we changed the position of the stonecutter from being held in the hand to being placed
in front of the agent.

For each task, we applied one or more of the aforementioned OOD modifications. It is important to

note that the absolute performance in the OOD setting is not directly comparable to the baseline, as
the tasks may become either easier or harder in the OOD environment.

C EXPERIMENT RESULTS

C.1 BEHAVIOUR CLONING RESULTS
This baseline employs behavior cloning, trained exclusively on positive samples, without the inclu-

sion of negative data or preference learning. We present results for both tuning soft prompt and the
full parameters (Table [)).

C.2 FULL FINE-TUNING RESULTS

We compare the results of our method with full fine-tuning. The latter involves ~100M parameters,
while the former only has 512 parameters, which is merely one in hundreds of thousands of the
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Table 6: Comparisons between tuning soft prompt and full fine-tuning. The soft prompt method can
bring better improvements than the counterpart, especially on OOD settings.

Task In Distribution (ID) Out of Distribution (OOD)
Pretrained Full  Soft prompt Pretrained Full  Soft prompt
collect_wood 3.14 3.46 3.62 3.88 4.04 4.22
craft_stonecutter 31.0 62.2 44.6 20.0 21.2 234
explore_mine 491 6.00 6.58 3.90 4.77 5.38
tool_pumpkin 48.3 58.4 57.8 16.6 222 25.8
survive_hunt 31.2 39.8 39.8 20.8 21.0 21.6
obsidian 42.0 62.2 57.2 4.2 6.0 8.2

Table 7: Parameter efficient fine-tuning result.
In Distribution(ID) Out of Distribution(OOD)

LoRA BitFit VeRA PGT Lora BitFit VeRA PGT

collect_wood 3.47 3.55 339  3.62 4.09 391 416 4.22
craft_stonecutter  49.4 48.6 522 446 19.8 18.0 18.8 234
explore_mine 6.52 5.37 576  6.58 517 442 4.67 538
survive_hunt 39.8 40.8 42.0 39.8 246 252 274 21.6
tool_pumpkin 50.4 56.2 528 578 19.6  20.8 224 258
collect_obsidian  71.2 55.8 57.8 572 10.6 6.2 2.6 8.2

Task

other. We found that in in-distribution settings, the soft prompt method achieves results comparable
to those of full fine-tuning. However, in out-of-distribution (OOD) environments, soft prompt tuning
outperformed across all tasks. Result can be found in table 6]

C.3 PARAMETER EFFICIENT FINE-TUNING RESULTS

We conduct parameter efficient fine-tuning on Lora (Hu et al., [2021)), BitFit (Zaken et al.} 2022),
VeRA (Kopiczko et al.,|2024)), and the result is in Table

C.4 CONTINUE LEARNING RESULTS

All of our continual learning baselines are based on fine-tuning the entire policy model, and
the order of tasks for continual learning is as follows: collect obsidian(‘) to tool
pumpkin(§) to craft craftingtable(f) to explore climb(*§). We implemented
Multi-Task Learning (MTL) (Table [3), Naive Continual Learning (NCL) (Table [8), Knowledge
Distillation (KD)(Table E]), Experience Replay (ER)(Table , and Elastic Weight Consolidation
(EWC)(Table [TI).

Table 8: Continue Learning: Naive Continue Learning

Task collect obsidian  tool pumpkin craft table expolore climb  pretrain PGT
collect obsidian 6.0 4.6 7.0 6.8 4.2 8.2
tool pumpkin 23.6 24.2 20.4 16.6 25.8
craft table 5.2 7.0 6.0 18.4
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Table 9: Continue Learning: Knowledge Distillation

Task collect obsidian  tool pumpkin craft table expolore climb  pretrain PGT
collect obsidian 6.0 52 6.6 54 4.2 8.2
tool pumpkin 24.6 234 20.6 16.6 25.8
craft table 7.6 5.8 6.0 18.4
Table 10: Continue Learning: Experience Replay
Task collect obsidian  tool pumpkin craft table expolore climb  pretrain PGT
collect obsidian 6.0 6.6 5.0 6.0 42 8.2
tool pumpkin 22.8 21.8 25.0 16.6 25.8
craft table 52 9.0 6.0 18.4
Table 11: Continue Learning: Elastic Weight Consolidation
Task collect obsidian  tool pumpkin craft table expolore climb  pretrain PGT
collect obsidian 6.0 8.2 54 54 4.2 8.2
tool pumpkin 23.6 24.0 23.8 16.6 25.8
craft table 5.0 74 6.0 18.4
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