Beyond Guilt: Legal Judgment Prediction with Trichotomous Reasoning

Anonymous ACL submission

Abstract

In legal practice, judges apply the trichotomous
dogmatics of criminal law', sequentially assess-
ing the elements of the offense, unlawfulness,
and culpability* to determine whether an indi-
vidual’s conduct constitutes a crime. Although
current legal large language models (LLMs)
show promising accuracy in judgment predic-
tion, they lack trichotomous reasoning capa-
bilities due to the absence of an appropriate
benchmark dataset, preventing them from pre-
dicting “innocent” 3 outcomes. As a result,
every input is automatically assigned a charge,
limiting their practical utility in legal contexts.
To bridge this gap, we introduce LJPIV, the
first benchmark dataset for Legal Judgment
Prediction with Innocent Verdicts. Adhering to
the trichotomous dogmatics, we extend three
widely-used legal datasets through LLM-based
augmentation and manual verification. Our
experiments with state-of-the-art legal LLMs
and novel strategies that integrate trichotomous
reasoning into zero-shot prompting and fine-
tuning reveal: (1) current legal LLMs have sig-
nificant room for improvement, with even the
best models achieving an F1 score of less than
0.3 on LJPIV; and (2) our strategies notably en-
hance both in-domain and cross-domain judg-
ment prediction accuracy, especially for cases
resulting in an innocent verdict.

1 Introduction

The trichotomous dogmatics (Elias, 2015; Dubber,
2005) is a key theory in criminal law used to deter-
mine whether an individual’s conduct constitutes
a crime. It is widely applied in civil law jurisdic-

!Translated from the German legal term “der trichotomisch
aufgebauten Dogmatik des Strafrechts”.

Translated from the German legal terms “Tatbestand”,
“Rechtswidrigkeit”, and “Schuld”.

3In this paper, the terms "non-guilty” and “innocent” are
used interchangeably.

Assess whether an individual’s conduct
objectively fulfills the criteria for a
criminal offense.

the Elements of the Offense

Assess whether an individual has any
grounds for justification, e.g., self-
defense.

Unlawfulness

Assess whether an individual acted

Culpabili
g 4 with free will to be held responsible.

Determine whether an individual's
conduct constitutes a crime.

Guilty or Innocent

Figure 1: An illustration of trichotomous dogmatics of
criminal law. The reasoning process proceeds sequen-
tially from top to bottom. Conduct that satisfies the
elements of the offense, unlawfulness, and culpability is
deemed to constitute a crime; otherwise, the individual
is considered innocent.

tions such as Germany, Japan, and China* >. In
legal practice, judges apply this framework in three
sequential steps: (1) the elements of the offense,
where the individual’s conduct is assessed to see
if it objectively fulfills the criteria for a criminal
offense; (2) unlawfulness, where it is determined
whether the individual has any grounds for justifi-
cation—such as self-defense—that would exempt
them from criminal liability despite fulfilling the
offense’s elements; and (3) culpability, which re-
quires that the individual acted with free will to be
held responsible. If the individual acted while men-
tally ill or lacking judgment, they are deemed to
lack criminal responsibility and thus cannot be con-
sidered guilty. As illustrated in Figure 1, through
trichotomous reasoning, the conduct must satisfy
the elements of the offense, unlawfulness, and cul-
pability in order to constitute a crime.

In the field of legal NLP (Wu et al., 2023; Cui

* F3iZ [ Yunliang Sun]. B2 LSR5 R B4
K R F H LB $4[The Hierarchical Relationship of the
Trichotomous Crime Theory System and Its Practical Advan-
tages], fE AR BIE R 224 R [Journal of East China University
of Political Science and Law], 2018, 21(06):6-18.

5 JE Y6 [Guangquang Zhou]. it EILIRIE X E L R
F[Trichotomous Crime Theory and Its Practical Develop-
ment], J& f&{%2[Tsinghua Law Journal], 2017, 11(05):84-
104.



Input Description

x1 bought a tail leaf eucalyptus....
In the case of no logging license,
x1 hired workers to cut down the
eucalyptus forest. By ... forestry
Bureau, x1 deforestation of the
total tree stock of 3 cubic meters.
(Relevant Law: The starting point
for the crime of deforestation is 10
cubic meters)

LLM output

Crime of deforestation

(a) the Elements of the Offense

Input Description

... x2 met the x1 when he left the
barbecue shop, x2 first attacked
x1 with a folding knife, and x1
grabbed the other side’s folding
knife and stabbed x2, causing x2
to be injured. ..., the victim x2
self-defensed and caused one
wound in the chin, the degree of
injury was second-degree serious. | | old.

LLM output

Crime of Intentional Assault

(b) Unlawfulness

Input Description

x1 was at a brand counter, pretending
to help the victim x2 choose clothes,
while the victim x2 was in the fitting
room to change clothes, stole the
victim x2’s black Prada women’s
satchel after fleeing the scene,...

x1 was captured on the same day,
after checking, x1 is under 16 years

LLM output e

Crime of Theft

(c) Culpability

Figure 2: DISC-Law (Yue et al., 2023) incorrectly predicts charges for non-guilty fact descriptions across the
elements of the offense, unlawfulness, and culpability. The red parts represent actions that may lead to a guilty
verdict, while the blue parts indicate acts or situations that result in contradictions or exoneration.

et al., 2023; Shu et al., 2024), researchers fine-tune
large language models (LLMs) on large-scale legal
judgment prediction (LJP) corpora to enable them
to predict applicable criminal charges based on an
input fact description. While these models (Yue
et al., 2023; Wu et al., 2023) have achieved impres-
sive accuracy in charge prediction, they only map
an individual’s conduct to the elements of a crimi-
nal offense—the first step in trichotomous dogmat-
ics—and thus lack the full trichotomous reasoning
capability. As a result, a major limitation of exist-
ing legal LLMs is that they automatically assign
a charge to the input without the ability to predict
an “innocent” outcome, even when there are clear
grounds for justification. For instance, as shown in
Figure 2, DISC-Law (Yue et al., 2023), the state-of-
the-art Chinese legal LLM, overlooks self-defense
in example 2(b) and an age requirement for crimi-
nal responsibility in 2(c), leading to incorrect crime
predictions. This limitation significantly reduces
their practical utility in legal contexts. The pri-
mary cause of this issue is the lack of a benchmark
dataset designed to support trichotomous reasoning
in legal judgment prediction.

To address this gap, we introduce LIPIV, the first
benchmark dataset for Legal Judgment Prediction
with Innocent Verdicts. Unlike previous bench-
marks that only provide fact descriptions and corre-
sponding charge labels, LJPIV focuses on trichoto-
mous reasoning, particularly for cases with inno-
cent outcomes, by offering fine-grained, sentence-
level labels that indicate compliance with the tri-
chotomous dogmatics of criminal law. To con-
struct LJPIV, we extend three popular bench-

marks—CAIL (Xiao et al., 2018; Shui et al., 2023),
ELAM (Yu et al., 2022b), and LeCaRD (Ma et al.,
2021; Deng et al., 2024)—through a three-stage
augmentation process. First, recognizing that some
sentences in the fact descriptions (such as suspect
profiles) may be less informative for judicial deci-
sions, we fine-tune an LLM to extract sentences
relevant to trichotomous reasoning, reducing the
risk of over-correction (Li et al., 2023; Fang et al.,
2023) in the subsequent stages. Second, we apply
the retrieval-augmented generation (RAG) (Lewis
et al., 2020; Gao et al., 2023) technique to retrieve
relevant criminal laws for the input and prompt the
LLM to introduce grounds for justification—legal
reasons that exempt the individual from criminal
liability despite their conduct meeting the elements
of the offense. This allows us to randomly select a
portion of the data and create counterfactual sam-
ples® labeled as “innocent”. Third, to ensure the
logical consistency and coherence of these counter-
factual samples, we prompt the LLM to perform a
self-check, followed by multiple rounds of manual
verification by annotators.

We further introduce zero-shot prompt-based
and fine-tuning methods to equip open-domain
LLMs (Bai et al., 2023) with trichotomous reason-
ing capabilities, particularly for predicting innocent
outcomes in legal judgment prediction. Extensive
experiments on state-of-the-art legal LLMs reveal
that (1) current legal LLMs have significant room

®Please note that current LJP datasets are derived from
publicly available cases, all of which involve guilty verdicts.
Therefore, we refer to augmented samples corresponding to
not-guilty situations as counterfactual samples.



Non-guilt  Trichotomous
Label Reasoning

LLM

Dataset Annotation

CAIL-2018 (Xiao et al., 2018) X
CAIL-Long (Xiao et al., 2021) X
ELAM (Yu et al., 2022b) X
LeCaRD (Ma et al., 2021) X
DPAM (Wang et al., 2018) X
SLJA (Deng et al., 2023) v

v

N % %X %X X% % %
N % X %X % % %

LJPIV (Ours)

Table 1: Comparison between existing LJP datasets
with our LJPIV. LJPIV is the only one that includes
not-guilty labels and supports trichotomous reasoning.

for improvement, with even the best models achiev-
ing an F1 score below 0.3 on LIPIV; (2) fine-tuning
on LJPIV substantially improves both in-domain
and cross-domain judgment prediction accuracy for
open-domain LLMs, especially in cases resulting in
an innocent verdict; and (3) our trichotomous rea-
soning strategies including the prompt-based and
fine-tuning approaches further enhance the legal
judgment performance.

Our contributions can be summarized as follows:

* We identify a significant limitation of current
legal LLMs: their inability to predict “Inno-
cent” outcomes for given fact descriptions,
which restricts their practical utility in legal
contexts. Inspired by the trichotomous dog-
matics of criminal law, our work pioneers the
integration of trichotomous reasoning capabil-
ities into LL.Ms for legal judgment prediction,
particularly for predicting innocent outcomes.

* We construct the first benchmark dataset for
legal judgment prediction with innocent ver-
dicts by extending three popular benchmarks
through a three-stage LL.M-based augmenta-
tion process, followed by manual verification.

» Extensive experiments demonstrate that fine-
tuning on LJPIV significantly enhances both
in-domain and cross-domain judgment predic-
tion accuracy for open-domain LL.Ms, partic-
ularly for cases with innocent verdicts, while
also validating the effectiveness of our tri-
chotomous reasoning strategies in further im-
proving judgment performance.

2 Related Work

2.1 Legal Judgment Prediction

Legal judgment prediction is a classic legal task,
aiming to predict a charge based on the case facts.

We review the datasets for legal judgment pre-
diction, as summarized in Table 1. The CAIL-
2018 (Xiao et al., 2018) initiated the task of Chi-
nese legal judgment prediction. ELAM (Yu et al.,
2022b) and LeCaRD (Ma et al., 2021), have been
proposed for judicial case matching tasks, where
each case includes a corresponding case description
and charge. These datasets have been used in legal
judgment prediction tasks (Sun et al., 2024; Qin
et al., 2024). These datasets primarily rely on man-
ual annotation, requiring the hiring of professional
legal workers and consuming significant time and
resources. SLJA (Deng et al., 2023) is a legal judg-
ment prediction dataset derived using syllogistic
reasoning. Differing from these datasets, this pa-
per introduces datasets built around a smaller-scale
LLM using trichotomous reasoning that includes
not-guilty cases.

2.2 LLM in Legal NLP

With the rapid development of LLMs, their perfor-
mance in various open-domain tasks (Peng et al.,
2023; Achiam et al., 2023) has been remarkable.
The exploration of LLM applications in legal NLP
tasks is burgeoning (Fei et al., 2023; Choi et al.,
2021). By incorporating legal reasoning steps
into the prompts (Blair-Stanek et al., 2023; Yu
et al., 2022a) of LLMs, these models are guided to
complete specific legal tasks. Additionally, tech-
niques such as Retriever-Augmented Generation
(RAG) (Zhang et al., 2023; Zhou et al., 2023; Pipi-
tone and Alami, 2024) are utilized to retrieve rel-
evant case law and content from legal knowledge
bases to assist LLMs in completing legal tasks. Fur-
thermore, by fine-tuning open-domain LLMs with
extensive legal documents and legal task datasets,
a surge in specialized legal LLMs (Yue et al., 2023;
Cui et al., 2023; Shu et al., 2024), has been ob-
served. The objective of this paper is to utilize
LLMs to annotate a dataset that includes not-guilty
cases and to explore how LLMs can implement
trichotomous reasoning.

3 Dataset Construction

We focus on trichotomous reasoning for the legal
judgment prediction task, which can be formulated
as follows: given an input fact description z, the
goal is to predict its judgment outcome y € ).
Unlike existing studies where ) represents a set
of criminal charges, we consider a more practical
scenario by extending ) to include a label for “in-
nocent”. Specifically, we utilize LLMs to augment



three popular LJP datasets and create a new bench-
mark, LIJPIV, through a three-stage augmentation.

3.1 Sentence Extraction for Reasoning

When utilizing LLMs to extend legal datasets, over-
modification (Li et al., 2023; Fang et al., 2023)
must be carefully considered, as it is unacceptable
for legal documents due to their serious nature;
excessive modifications can alter the legal mean-
ing of the text and negatively impact trichotomous
reasoning. Additionally, some sentences, such as
suspect profiles, may be less informative for the
judicial decisions. Therefore, in the first stage, we
extract sentences that correspond specifically to
trichotomous reasoning.

To achieve this goal, we construct an instruc-
tion fine-tuning dataset, Dp, using LeCaRD-
Elem (Deng et al., 2024), where the queries
contain legal element annotations. Based on
Dpg, we develop an instruction template in the
format {Instruction, (Case, Crime), Crime —
related Sentence} and use LoRA (Hu et al.,
2021) to efficiently fine-tune LLM (Bai et al.,
2023). This process allows us to inject the nec-
essary knowledge for extracting reasoning-related
sentences into the LLM, resulting in the sentence
extractor F¢.

To extend existing LJP datasets, we segment
them into sentences and apply E¢ to extract those
relevant to trichotomous reasoning. Given the rela-
tively small size of D (approximately 100 entries),
we also implement a decoding constraint (Geng
etal., 2023; Lu et al., 2024) on E that adjusts the
LLM’s probability distribution during decoding to
ensure each sentence is extracted only once.

3.2 Injection of Grounds for Justification

After extracting sentences relevant to trichoto-
mous reasoning from the input fact descriptions,
we randomly select 50%’ (Considering the actual
situation®, it can be used for pre-court analysis
and legal aid, and then relieve the pressure of
the court) samples from each dataset and lever-
age the LLM’s strong semantic understanding and
instruction-following capabilities (Ouyang et al.,
2022; Achiam et al., 2023) to generate counterfac-
tual samples, guiding the LLM to inject grounds for

"Users can sample a smaller percentage of "not guilty"
cases (e.g., 10%) and combine them with "guilty" cases to
construct a sub-dataset tailored to their needs.

8https://www. spp.gov.cn/xwfbh/wsfbt/202403/
t120240310_648482.shtml

justification into the extracted sentences. We use
carefully designed prompts as shown in Figure 3(a),
within a RAG framework (Lewis et al., 2020; Gao
et al., 2023) to introduce acts or situations that re-
sult in contradictions or exoneration at the levels
of the elements of the offense, unlawfulness, and
culpability, based on the retrieved criminal laws
relevant to the case.

At the level of the Elements of the Offense,
judges assess whether an individual’s conduct ob-
jectively fulfills the criteria for a criminal offense.
Considering that the current LJP datasets consist
of already adjudicated cases, where each sample
has assigned labels such as applicable charges and
relevant legal articles, we derive exonerating ac-
tions and circumstances based on the legal defi-
nitions of the charges to construct counterfactual
samples. Specifically, we use the charge as a query
to retrieve the corresponding legal articles, crimi-
nal behaviors, and judgment criteria. Using these
retrieval results, we guide the LLM to generate sce-
narios or actions that contradict the establishment
of the charge and incorporate them into the original
fact description to create not-guilty samples. For
example, as shown in Figure 2(a), the legal defi-
nition for the crime of deforestation requires that
the total volume of trees felled reaches 10 cubic
meters. We instruct the LLM to modify the total
volume of trees felled in the original case to below
10 cubic meters, such as 3 cubic meters, making
the charge invalid.

At the level of Unlawfulness, judges assess
whether an individual has any grounds for justifi-
cation, meaning legal reasons that exempt a person
from criminal liability despite fulfilling the ele-
ments of the offense. In Chinese criminal law, two
primary situations lead to exoneration at the level
of unlawfulness: self-defense and necessity. There-
fore, we instruct the LLM to modify the original
fact description by introducing a scenario involv-
ing either self-defense or necessity, so that the case
satisfies the exoneration conditions for the charge.
For example, as shown in Figure 2(b), although x2
caused second-degree harm to x1, his actions fall
under the category of self-defense, meaning that
x2 is not guilty of intentional injury. Please note
that not all charges are applicable to self-defense
or necessity. For instance, in the deforestation case
shown in Figure 2(a), so we skip this step for such
fact descriptions.

At the level of Culpability, judges assess
whether an individual acted with free will and can


https://www.spp.gov.cn/xwfbh/wsfbt/202403/t20240310_648482.shtml
https://www.spp.gov.cn/xwfbh/wsfbt/202403/t20240310_648482.shtml

According to the background: {background}. Related law: {related law}.
Related behavior: {Related behavior}. Sentencing standard: {Sentencing
standard}.

Modify the sentence : {sentence}.

Starting from {cause}, the modified sentence should correspond to the original
sentence format and contain only the content related to the original sentence,
do not output background and other content.

Create a scenario in the case where the defendant does not conform to
{charge}, modify the defendant's behavior so that it does not conform to the
relevant behavior, and do not return directly to the conclusion.

Revised sentence:

(a) Prompt for Data Construction

First Level: Judge the following case facts.
Case facts: {case facts}
Charge:

Second Level: Determine whether the defendant in the following case facts
has justifiable defense or emergency avoidance behavior. Output yes or no.
Case facts: {case facts}

Yes or No:

Third Level: Determine whether the defendant meets one of the following
conditions: is under the age of criminal responsibility, is deaf, dumb, or blind,
and is mentally ill at the time of the crime who is unable to recognize or
control his or her actions. Output yes or no.

Case facts: {case facts}

Yes or No:

(b) Prompt for LLM Inference

Figure 3: The prompt for trichotomous reasoning used in this study.

be held responsible. In this study, we primarily
consider three situations: (1) the defendant has not
yet reached the age of criminal responsibility, (2)
the defendant is deaf, mute, or blind, or (3) the de-
fendant is a person with a mental illness who was
unable to recognize or control their actions at the
time of the crime. Since these situations are related
to the description of the defendant, we randomly
select one of these scenarios and instruct the LLM
to incorporate it into the defendant’s profile. For
example, as shown in Figure 2(c).

3.3 Data Quality Verification

Through manual inspection, we find that LLM-
based augmentation can lead to over-modification.
For example, the LLM may incorrectly treat a frac-
ture as a minor injury, which contradicts common
sense, and should instead modify it to a truly minor
injury, such as a scratch. To address this logical
inconsistency, we implement both an LLM self-
check and manual verification to ensure the quality
of our LJPIV dataset.

For the LLLM self-check, we instruct LLM to
check whether augmented cases, i.e. those coun-
terfactual samples with non-guilty labels, have the
aforementioned issues with the prompt “Determine
whether the following case facts have logical prob-
lems, common sense errors, contradictions, unrea-
sonable or incoherent content”.

After the LLM’s self-check, we employ five le-
gal annotators to manually verify the correctness of
the augmented samples from both legal and logical
perspectives. Specifically, we use a multi-round
random inspection process. In each round, each
annotator randomly selects 20% of the augmented
samples and compares the fact descriptions against
the legal provisions to ensure the samples are con-
sistent with legal innocence. After each round, five
annotators collaboratively revise the over-modified

samples based on legal standards. The revised ones
are excluded from the next round of inspection.
This process is repeated until no issues are found
in the randomly selected cases. Ultimately, we con-
ducted five rounds of inspection and corrections.
More information about the annotator is in the Ap-
pendix A.

4 Trichotomous Reasoning with LLM

In this section, we introduce both prompt-based and
fine-tuning methods to enable LLMs to perform
trichotomous reasoning for LJP.

4.1 Prompt-Based Method

Given an input fact description x, with our care-
fully designed trichotomous prompts p;, p2, and
p3, as illustrated in Figure 3 (b), the LLM generates
three predictions y1, y2, and y3. Each prediction
corresponds to the reasoning outcome for the levels
of the elements of the offense, unlawfulness, and
culpability, respectively:

yr = fum(z, pr; 0), )]

where 0 represents the parameters of the LLM,;
k € {1,2,3} denotes the index for the reasoning
level. Specifically, y; represents a charge or non-
guilt prediction, while y2 and y3 are “Yes/No” re-
sponses from the LLM, indicating whether there
are grounds for justification and whether the in-
dividual has criminal responsibility, respectively.
Therefore, the overall judgment prediction ¥fipa
can be derived as follows:

_)n
Yfinal non-guilt

if y2 — “NO”7 yS — “NO”’
otherwise

)
4.2 Fine-Tuning-Based Method

Fine-tuning the LLM using our LJPIV in the fol-
lowing two steps is an alternative approach to equip



the LLM with trichotomous reasoning capabilities.

Fine-tuning Dataset D s Construction. For
each level of trichotomous reasoning, the input for
fine-tuning consists of the fact description and the
corresponding prompt, as shown in Figure 3(b). In
terms of the output, at the level of the elements of
the offense, the output is either a criminal charge or
an innocent label. At the levels of unlawfulness and
culpability, the output is a “Yes/No” response, indi-
cating whether there are grounds for justification
and whether the individual has criminal responsi-
bility, respectively.

Fine-tuing and Inference. We perform fine-
tuning using LoRA (Hu et al., 2021) on Dy¢ :

Ly = ———
FT Dno

— 3 log(Prso, (wle.p.y<r). O
Dna

where 6 and 0j, represent the parameters of the
LLM and LoRA, respectively; y; denotes the ¢-th
token, and y represents the tokens preceding y;.
In the inference phase, we utilize the fine-tuned
LLM to make the judgment in three sequential
steps:

v = fum(z, pr; 0+ 61), “4)

where k € {1, 2,3} denotes the index for the rea-
soning level in trichotomous dogmatics.

S Experiments

5.1 Experimental Settings
5.1.1 Dataset and Metric

Dataset. We conduct extensive experiments on the
proposed LIPIV datasets, which are constructed
by extending CAIL-2018 (Xiao et al.,, 2018),
ELAM (Yu et al., 2022b), and LeCaRD (Ma et al.,
2021), referred to as LJPIV-CAIL, LJIPIV-ELAM,
and LJPIV-LeCaRD, respectively. Each sample in
LIJPIV consists of a fact description and the corre-
sponding judgment (non-guilty or a charge). The
ratio of guilty to innocent samples is set to 1:1.
Among the innocent samples, the reasons for inno-
cence, corresponding to the three levels of trichoto-
mous dogmatics, are balanced with a ratio of 3:1:1.
Specific statistical information about these datasets
is provided in Table 2.

Since both LLM-based and manual annotating
are costly, we follow (Shui et al., 2023) and select
a subset of CAIL-2018, called CAIL-train, as the
training set for LJPIV. The remainder of CAIL-
2018, along with ELAM and LeCaRD, serve as
in-domain and cross-domain test sets for LJPIV.

Dataset #Case #Charge Avg Case_Len Avg Sent Num

LJPIV-CAIL-Train 1120 112 439.43 6.23
LJPIV-CAIL-Test 560 112 436.63 6.16
LJPIV-ELAM 500 63 832.82 10.50
LJPIV-LeCaRD 80 30 448.34 7.25

Table 2: Statistics of our LJPIV. #Case, #Charge denote
the number of the cases and charges. Avg_Case_Len
and Avg_Num_Sent represent the average length of the
case and the average number of sentences.

In addition, since ELAM and LeCaRD are based
on retrieved datasets where only the queries have
corresponding crime labels, we limit the test set
to include only queries to ensure the quality of the
judgment labels. Annotating crime labels for the
candidate cases is reserved for future work.

Metric. Following (Feng et al., 2022; Zhong
et al., 2018), we evaluate the LJP results using
widely-used metrics including Accuracy (Acc), Pre-
cision (P), Recall (R), and F;-Score (F1).

5.1.2 Baseline

(1) Legal LLMs: We selected three popular le-
gal LLMs for comparison: DISC-LawLLM (Yue
et al., 2023), LexiLaw’, and fuzi.mingcha (Wu
et al., 2023). These models are fine-tuned on a
large amount of legal NLP task data, including
legal judgment prediction datasets.

(2) Open-domain LLMs: We select Qwen (Bai
et al., 2023) and Baichuan (Yang et al., 2023) as
open-domain LLMs for our experiments, which
have strong performers across various fields. We
tested their judgment prediction abilities using the
following methods: Zero-shot: We directly asked
the LLMs to predict convictions. Zero-shot-CoT:
While asking the LLMs to predict, we specifically
instructed them to pay attention to innocence. Few-
shot-BM25: We use BM25 (Robertson et al., 1995)
to retrieve similar cases and their corresponding
charges to provide context for the LLMs when
making predictions. Few-shot-SBERT: We use
Sentence-BERT (SBERT) (Reimers, 2019) to re-
trieve similar cases and their corresponding charges.
The retrieval corpus is conducted using LJPIV-
CAIL-Train dataset. Additionally, we directly
fine-tuned the LLMs using the LJPIV-CAIL-Train,
which we refer to as Fine-Tuning-Direct. For
the implementation of trichotomous reasoning, we
denote the methods as Zero-shot-Tri and Fine-
Tuning-Tri, respectively. The link and license for
the datasets and LLMs can be found in Appendix B.

*https://github.com/CSHaitao/LexiLaw



Dataset LJPIV-CAIL (in-domain) LJPIV-ELAM (cross-domain) | LJPIV-LeCaRD (cross-domain)
Category Model Acc P R Fy Acc P R Fy Acc P R Fy
Disc-LawLLM 30.54 30.52 35.12 29.50 | 24.00 1539 18.00 14.53 | 20.00 20.15 21.34 16.74
Legal LLM LexiLaw 18.21 20.85 18.51 18.02 | 1520 13.71 13.73 11.69 | 13.75 1045 16.67 10.43
fuzi.mingcha 19.46 25.16 20.83 20.72 | 13.40 13.07 13.54 11.16 | 10.00 9.23  9.96 7.59
Zero-shot 29.82 29.25 30.27 27.14 | 2240 18.61 17.49 15.88 | 22.50 21.23 27.78 21.58
Zero-shot-CoT 35.18 31.51 31.76 29.12 | 27.20 19.09 16.50 1544 | 26.25 23.22 26.76 21.08
Qwen2 _ Zero-shot-Tri (Ours) | 50.71 3590 34.75 32.68 | 38.60 2218 19.80 1846 | 42.50 3230 3569 3168
(Qwen2-7B-Instruct) Few-shot-BM25 36.79 34.65 3548 3236 | 25.00 18.63 19.18 1583 | 26.25 25.51 28.51 23.22
Few-shot-SBERT 36.07 3586 36.17 3294 | 2400 1931 1898 16.61 | 23.75 24.15 2699 22.02
Fine-Tuing-Direct 82.68 66.11 60.73 60.62 | 58.20 23.23 19.68 1840 | 52.50 830 1026 8.15
Fine-Tuing-Tri (Ours) | 86.96 69.41 68.83 67.42 | 68.00 27.02 25.13 23.53 | 56.25 2390 19.73 20.22
Zero-shot 2446 2554 24.11 2193 | 20.60 15.12 1453 12.85 | 16.25 12.62 1645 11.57
Zero-shot-CoT 27.68 29.28 2233 2348 |23.00 17.54 15.69 14.55| 17.50 12.00 11.76 9,27
Buichuany . ZeroshotTr Ours) | 4625 3272 3134 2004 | 2320 1818 1679 1500 | 2250 1781 1641 1353
(Baichuan2-7B-Chat) Few-shot-BM25 27.68 29.28 2233 2348|2320 16.29 1535 1346 | 25.00 13.41 2145 13.77
Few-shot-SBERT 35.18 29.69 27.21 26.00 | 25.00 17.11 1497 1320 | 23.75 1445 21.89 1492
Fine-Tuing-Direct 82.32 6741 60.77 61.37 | 62.00 25.10 20.86 19.48 | 52.50 7.35 8.84 7.89
Fine-Tuing-Tri (Ours) | 87.32 70.76 68.08 66.76 | 65.00 28.22 23.58 22.32 | 63.75 2795 23.19 23.63

Table 3: Performance comparisons between Tri (Trichotomous) and the baselines on LJPIV-CAIL, LIPIV-ELAM
and LJPIV-LeCaRD datasets. The best performance is indicated in bold, and the second best is underlined.

5.1.3 Implementation Details

Our implementation utilizes Huggingface Trans-
formers (Wolf et al., 2020) in the PyTorch frame-
work. Considering the long length of legal docu-
ments and the consumption of computational re-
sources, we chose to retrieve one example for
few-shot retrieval. For Fine-Tuning-Tri, we used
LoRA (Hu et al., 2021) to efficiently fine-tune the
LLMs. We used the Adam optimizer (Kingma
and Ba, 2014), set the initial learning rate to Se-
5, batch size to 16, used a cosine learning rate
schedule, and fine-tuned for three epochs. All ex-
periments are conducted on Nvidia A6000 GPUs.
The code and datasets can be found at https:
//anonymous . 4open.science/r/NG-467D.

5.2 Main Results

We conducted legal judgment prediction experi-
ments on three datasets, and the results are shown
in Table 3. From the table, we can draw the follow-
ing conclusions:

o Effectiveness of the Trichotomous Reason-
ing. We found that across the three datasets and
two open-domain base LLMs, the reasoning-based
methods, Zero-shot-Tri and Fine-Tuning-Tri, con-
sistently achieved encouraging results. This demon-
strates the effectiveness of trichotomous reasoning
in predicting convictions, as it enables the LLMs to
consider both guilt and innocence, leading to more
accurate predictions of innocence.

e The Legal LLMs Perform Poorly. It can be
found that although the legal LLMs have been fine-
tuned with a substantial amount of legal knowledge,
the performance of the three legal LLMs in pre-
dicting verdicts is relatively poor, even inferior to

the zero-shot performance of open-domain LLMs.
This is because the legal LLMs were fine-tuned on
datasets with guilty legal judgments only and have
not been exposed to cases of innocence. There-
fore, when given a case, they do not recognize the
possibility of rendering a not-guilty verdict.

e Cross Domain Results. We can observe that
when transferring the LLM fine-tuned on the
LJPIV-CAIL dataset to the other two datasets, the
improvement is not as significant as the improve-
ment on the CAIL dataset itself. This is due to
the different sources of cases in different datasets,
which may result in variations in length and style
(for instance, as shown in Table 2, the case length
in ELAM is twice that of CAIL). The differences
between datasets lead to variations in the effec-
tiveness of judgment prediction. However, it is
noticeable that compared to direct fine-tuning, the
fine-tuning method based on the trichotomous rea-
soning still achieves better results. This is because
the second and third levels of the trichotomous rea-
soning, which consider the innocence of the case,
have universality: different cases might be acquit-
ted for similar reasons due to the nature of the
unlawfulness and the culpability involved.

5.3 Ablation Study on Trichotomous Levels

To explore the effectiveness of each level in the
trichotomous reasoning, we investigated the perfor-
mance of two LLMs on the LIPIV-CAIL test set by
progressively removing the third and second levels
from the Fine-Tuning-Tri. The results are shown in
Table 4, and we provide a detailed analysis below:
e w/o Level 3. This indicates the removal of the
level of culpability from the entire reasoning pro-
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Category  Model Acc P R F;
Tri 86.96 69.41 68.83 67.42
Qwen2 w/o Level 3 | 77.86 59.83 61.01 58.70
w/oLevel 2 | 69.29 57.53 59.21 56.64
Tri 87.32 70.76 68.08 66.76
Baichuan2  w/oLevel 3 | 7821 62.83 61.22 59.04
w/oLevel 2 | 68.75 5991 6042 57.44

Table 4: Ablation studies for trichotomous reasoning on
LJPIV-CAIL. Tri refers to Fine-Tuing-Tri.
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Figure 4: Prediction accuracy for different case types on
the LJPIV-CAIL test set. “All” indicates the overall ac-
curacy, while “Type” represents the accuracy for guilty

cases. “Type,”, “Types”, and “Types” represent the

accuracies for non-guilty cases due to lack of elements,
unlawfulness, and culpability, respectively.

cess, which means not considering the three situa-
tions mentioned in Sec. 3.2 in rendering a not-guilty
verdict. The performance drop observed in both
LLMs highlights the importance of the third level.
Allowing LLMs to assess the defendant’s age and
capacity for responsibility can refine the process of
reaching not-guilty verdicts.

e w/o Level 2. This indicates the removal of the
level of Unlawfulness on top of removing level 3,
meaning not considering not-guilty verdicts due
to the defendant’s actions being a result of self-
defense or necessity. The decrease in prediction
results observed in both LLMs underlines the im-
portance of the second level. Allowing LLMs to
judge whether the defendant’s actions were justi-
fied by self-defense or necessity can also improve
the accuracy of not-guilty verdicts.

These findings suggest that each level in the tri-
chotomous reasoning has a significant role in im-
proving the accuracy of legal judgment predictions.
By incorporating considerations of the three lev-
els in the trichotomous reasoning, LLMs are better
equipped to handle the complexity of legal cases
and provide more nuanced verdicts.

5.4 Guilty vs. Non-Guilty Predictions

The dataset contains both guilty and not guilty
cases, with three types of not guilty verdicts: due to

elements of offense, unlawfulness, and culpability.
To evaluate how accurately the LLM predicts guilty
and not guilty outcomes, we analyzed the final ver-
dicts of two LLMs on the LJPIV-CAIL test set, cat-
egorizing them into four types: guilty (Typeg), not
guilty due to elements of offense (Type; ), not guilty
due to unlawfulness (Types), and not guilty due to
culpability (Types). We then compared their pre-
dictive accuracies with the overall accuracy (All).

As shown in Figure 4, both LLLMs exhibited sim-
ilar trends. The prediction accuracy for not guilty
cases (Typey, Typea, Types) was higher than the
overall accuracy (All), while the accuracy for guilty
cases (Typeg) was lower. This suggests that the tri-
chotomous reasoning is particularly effective for
predicting not-guilty verdicts. When comparing the
three types of not-guilty verdicts, we observed that
the accuracy for cases not guilty due to elements
was lower than those for unlawfulness and culpabil-
ity. This difference arises because these character-
istics vary in complexity. Elements require LLMs
to differentiate between multiple reasons for not
guilty verdicts across various charges, whereas un-
lawfulness and culpability are more generalizable.

Additionally, we analyzed the performance of
the best-performing legal LLM, DISC-LawLLM,
on the CAIL test set. We found that its accuracy
for guilty verdicts was 61.07%, while the accuracy
for all three types of not-guilty verdicts was 0%.
This is likely due to overfitting during fine-tuning,
causing the model to favor guilty verdicts for given
cases, as shown in Figure 2.

6 Conclusion

In this paper, we introduce LIPIV, the first bench-
mark dataset for legal judgment prediction with
innocent verdicts. We extend three widely-used le-
gal datasets through LLM-based augmentation and
manual verification. We further introduce zero-shot
prompt-based and fine-tuning methods to equip
open-domain LLMs with trichotomous reasoning
capabilities, particularly for predicting innocent
outcomes in legal judgment prediction. Extensive
experiments reveal that (1) current legal LLMs have
significant room for improvement, with even the
best models achieving an F1 score below 0.3 on
LJPIV; (2) fine-tuning on LIJPIV substantially im-
proves both in-domain and cross-domain judgment
prediction accuracy for open-domain LLMs, espe-
cially in cases resulting in an innocent verdict; and
(3) our trichotomous reasoning strategies further
enhance the legal judgment performance.



7 Limitations

Legal systems across the world vary significantly,
and different systems often adhere to distinct doc-
trines when making legal judgments. For instance,
common law systems rely heavily on case prece-
dents, whereas civil law systems are based on codi-
fied statutes. As a result, this paper focuses solely
on Chinese datasets within the civil law system.
Future work will aim to adapt our approach to
other legal systems, including common law juris-
dictions, and explore datasets in other languages
to increase the generalizability and applicability of
our approach across different legal contexts. Addi-
tionally, due to hardware resource constraints, we
have only tested our methods on two open-domain
LLMs, each with 7B parameters. In future work,
we plan to experiment with larger-scale models
and domain-specific legal LLMs to further enhance
prediction accuracy and applicability across more
complex legal tasks.

8 Ethical Considerations

We demonstrate the legality and compliance of our
data construction process from the aspects of data
anonymization, licensing and usage, legal compli-
ance, and human oversight:

Data Anonymization: We use publicly avail-
able legal LJP datasets (Ma et al., 2021; Yu et al.,
2022b; Xiao et al., 2018), which explicitly state
that all personal information has been anonymized.
According to China’s Personal Information Pro-
tection Law, anonymized data is no longer legally
protected. Therefore, our dataset fully complies
with these regulations.

Licensing and Usage: As outlined in the Ap-
pendix B, the datasets we use are protected by the
MIT License, which explicitly permits free use, re-
production, and modification. Our usage is limited
to research purposes. Based on these points, we
believe our data construction method is both legal
and compliant.

Legal Compliance: The modifications gener-
ated by the LLM for the dataset are executed in
strict adherence to legal principles and standards.
The integrated facts follow normative legal reason-
ing.

Human Oversight: All modifications to the
dataset undergo manual review to ensure consis-
tency with regulatory and legal requirements.
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A More details of the annotators

We employed a total of five legal annotators, all of
whom have legal education backgrounds and are
familiar with the cases in the dataset. The team
consisted of:

* One judicial expert: A female legal scholar
aged between 40-50, holding a Ph.D. in law
with extensive expertise in criminal law and
judicial practice.
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* Four postgraduate students specializing in
criminal law: The group included two males
and two females aged between 23-30, each
with over five years of experience studying
criminal law theory and practical exposure to
judicial procedures.

The annotation process was carefully guided by
the judicial expert, who established the annota-
tion guidelines and ensured consistency across the
dataset. We informed the annotators that their anno-
tated data would be used for scientific research and
provided them with fair compensation based on
local standards. During each iteration, the expert
resolved any disagreements or ambiguous cases
encountered by the annotators, making the final
decisions to ensure the annotations were both accu-
rate and aligned with the intended legal framework.

B More Details of Datasets and Models

In this section, we provide the link and license for
the dataset we used, as shown in Table 5.



Type  Dataset URL Licence
CAIL-2018 https://github.com/china-ai-law-challenge/CAIL2018 MIT License
Dataset LeCaRD https://github.com/myx666/LeCaRD MIT License
ELAM https://github.com/ruc-wjyu/I0T-Match MIT License
LexiLaw https://github.com/CSHaitao/LexilLaw MIT license
DISC-LawLLM https://github.com/FudanDISC/DISC-LawLLM Apache-2.0 license
LLM  fuzi.mingcha https://github.com/irlab-sdu/fuzi.mingcha Apache-2.0 license
Qwen2-7B-Instruct | https://huggingface.co/Qwen/Qwen2-7B-Instruct Apache-2.0 license
Baichuan2-7B-Chat | https://huggingface.co/baichuan-inc/Baichuan2-7B-Chat Apache-2.0 license

Table 5: The URLs and licenses for the datasets and LLMs used by LJPIV.
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