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ABSTRACT

LLM-powered coding agents are redefining how real-world software is developed. To
drive the research towards better coding agents, we require challenging benchmarks that
can rigorously evaluate the ability of such agents to perform various software engineering
tasks. However, popular coding benchmarks such as HumanEval and SWE-Bench focus
on narrowly scoped tasks such as competition programming and patch generation. In
reality, software engineers have to handle a broader set of tasks for real-world software
development. To address this gap, we propose OmniCode, a novel software engineering
benchmark that contains a diverse set of task categories, including responding to code
reviews, test generation, fixing style violations, and program repair. Overall, OmniCode
contains 1,794 tasks spanning three programming languages—Python, Java, and C++—and
four key categories: bug fixing, test generation, code review fixing, and style fixing. In
contrast to prior software engineering benchmarks, the tasks in OmniCode are (1) manually
validated to eliminate ill-defined problems, and (2) synthetically crafted or recently curated
to avoid data leakage issues, presenting a new framework for synthetically generating
diverse software tasks from limited real world data. We evaluate OmniCode with popular
agent frameworks such as SWE-Agent and show that while they may perform well on
BugFixing, they fall short on tasks such as Test Generation and in languages such as C++.
OmniCode aims to serve as a platform for generating synthetic tasks from real world
data, spurring the development of agents that can perform well across different aspects of
software development.

1 INTRODUCTION

The future impact of Al-automated software development will be far-ranging: beyond building and improving
apps, Al will help us write more comprehensive test suites, perform and respond to code review suggestions,
enforce nuanced style guidelines, and many other tasks that are part of the software development life cycle.
Research on Al software development demands good benchmarks, both to measure progress and to expand
the scope of problem statements. However, Al coding benchmarks today, such as SWE-Bench (Jimenez et al.|
2024), CodeContests (Li et al.} 2022)) and HumanEval (Chen et al.| 2021)), are too narrow in scope to spur
progress on automating the full spectrum of software development tasks, instead focusing on isolated tasks
such as competition programming, code repair, and generating individual patches in isolation.

OmniCode. To address this gap, we introduce a new benchmark for generative Al coding assistants
(specifically LLMs for code), which we call OmniCode. Our new benchmark is based on the insight that
software development involves a heterogeneous range of tasks and problem-solving activities for which
generative Al can be brought to bear (see Figure[I)). We consider four such software development tasks:
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Figure 1: Omnicode synthetically builds multiple tasks out of a base dataset to holistically evaluate software
engineering agents. Four different types of tasks that we consider: Bug fixing/feature adding, test generation,
responding to code review, and enforcing style guidelines.

Test Generation

1. Addressing issues, such as bug fixes and feature requests. This is a staple of software engineering
benchmarks (Jimenez et al.l|[2024; Silva & Monperrus|, 2024; |[Rashid et al.|,[2025), because it assesses
the ability of an LLM coding agent to autonomously resolve real-world repository-level issues,
provided we are given tests for validating program correctness.

2. Writing software tests. Current LLM coding agents are unreliable, requiring humans to manually
inspect and test their outputs. By having LLM coding systems write their own tests, we measure
progress toward fully closing the loop of both generating and checking repo-level patches.

3. Responding to code review. Coding agents today act in a partnership with human engineers, and
we envision a future where LLMs provide initial drafts of a patch, which a human engineer then
critiques. We compile a dataset of partly-correct patches paired with code-review feedback on how
to best correct it, and task models with completing or fixing the patch given the code review.

4. Enforcing style guidelines. Code style is important for conforming to project-specific or organization-
specific norms. Here, present the agent with a selection of coding convention violations in a file and
test the ability of an LLM to fix the style.

We build our benchmark by bootstrapping off existing benchmarks such as SWE-Bench and Multi-SWE-
Bench, along with collecting additional issues from popular open-source repositories. Using this collected
real-world data, we employ LLM-based augmentations along with language-specific tools to create different
task types. In total, our dataset comprises 494 issues from 27 repositories and 1794 benchmark tasks in
total. Results. We evaluate the widely used SWE-Agent with Gemini 2.5 Flash on our dataset. We find
that our benchmark challenges even the most modern systems, but that it is not intractable. Specifically,
SWE-Agent obtains less than 15% on test generation across all three languages. On Review-Response it
achieves a maximum of 32% on Java. For Style-Fixing while agents perform well on Python, they do not
perform as well on Java and C++.

Contributions. We wish to highlight the following contributions:



Under review as a conference paper at ICLR 2026

1. OmniCode, a benchmark assessing for distinct types of software engineering activities, comprising
1794 tasks total.

2. Presenting recipes for synthetically creating diverse interactive tasks to evaluate agents from collected
static real-world data.

3. Empirical evaluation of state-of-the-art LLM-agent systems on the benchmark, determining specific
areas where LLM agents fall especially short, particularly in test generation and style fixing.

2 RELATED WORK

LLM coding benchmarks. One of the earliest benchmarks for LLMs’ functional code synthesis was
HumanEval (Chen et al) 2021), which contained 164 hand-written programming problems, each with a
natural language docstring and associated unit tests. However, it was only limited to single-function synthesis
without any multi-file or repository context. SWE-Bench Jimenez et al.|(2024) first introduced the paradigm
of benchmarking the ability of LLM agents to resolve real-world GitHub issues, yielding much follow-up
work (Miserendino et al.l 2025} Jain et al.; |Aleithan et al., 2024} [Rashid et al., 2025} [Zan et al., [2024). These
benchmarks added support for more languages and improved data quality by including more rigorous checks.
Similar to these benchmarks, we also manually validate each base task before including it in OmniCode. In
contrast to these benchmarks, OmniCode contains three new synthetic tasks that reduce the chances of data
leakage. Recently SWE-Smith|Yang et al. (2025) has shown promise in synthetically generating bugs to create
training data for coding agents. OmniCode goes beyond just new bugs, to creating new task types that are
supported by synthetically generated data such as code reviews. Multi-SWE-Bench|Zan et al.| (2025) extended
the SWE-Bench collection paradigm beyond Python to multiple languages, but restricted to bug-fixing. We
further extend this to other tasks that are part of the software development process.

LLM coding benchmarks for other tasks. Recently, Miindler et al. proposed SWT-Bench (Miindler et al.,
2024) that transforms the instances in SWE-Bench to test generation tasks. Each task involves generating
tests such that they fail on the buggy version of code and pass with the fixed version e.g the gold patch,
what we call Fail-to-Pass. In contrast to SWT-Bench, the test generation tasks in OmniCode are more robust.
Our tasks require not only the generated test to go from Fail-to-Pass for golden patch but also Fail-to-Fail
when presented with multiple bad patches requiring the agents to generate tests that don’t pass trivially,
resulting in more robust tests. TestEval (Wang et al.| 2024) is another recent benchmark for evaluating test
generation capabilities of LLMs. However, their benchmark is only set up for single programs instead of
entire repositories, which is more challenging.

Test case generation with LLMs. Past work has also built LLM program synthesizers organized around the
principle of self-checking through test case generation (Li et al.; |Chen et al., 2022)). Researchers have also
proposed generating unit tests using LLMs (Chen et al.| 2024; |Pan et al.| [2024)). However, these works are
either focused on using tests as a validation step or improving unit test generation for a given focal method
with a single LLM. In contrast, our work focuses on benchmarking LLM-Agents for repository-level test
generation.

3 BENCHMARK CONSTRUCTION

The creation of OmniCode involves two major steps: (1) gathering real world software data from open source
repositories and (2) generating augmentations on these base instances to support new tasks types. Each
instance in our benchmark is based on a pull-request that has been made to resolve an issue in a GitHub
repository. The pull request and its associated metadata (such as the issue it resolved, the patch it introduced)
constitute, what we call a base instance. Using this base instance, we can generate the data required to support
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different task types, such as generating bad patches to support test generation or code reviews to support
review fixing. Next, we describe both the data collection and task generation in detail.

3.1 COLLECTION OF REAL-WORLD DATA FROM GITHUB

We first collect a set of base instances, that is, pull requests in public GitHub repositories, from which we can
generate tasks. When curating pull requests, we follow a similar selection strategy to|[Jimenez et al.| (2024)).
We consider popular projects, filtering out tutorials and other non-code repositories. From these, we collect
merged pull requests that (1) resolve an issue and (2) introduce a test. To ensure that each instance is a
meaningful task for an agent to be evaluated on, we perform manual inspection. Only instances where the
changes introduced in the pull request are within the scope of the description of the issue are kept. We also
discard issues if they only involved trivial changes to documentation or configuration files.

To enable agents to interact with an instance by executing code, we build containerized environments for
each instance. The environment is made up of the state of the repository at the time of the issue, as well as
dependencies that need to be installed so that code can be executed properly. We manually determine the
dependencies required by inspecting requirements and documentation. To verify that the correct dependencies
have been identified, we execute the test suite of the repository to check if the tests can be run without errors.

For our evaluation, we curate a multi-language dataset by filtering and selecting sane and reliable instances
from existing benchmarks such as SWE-Bench and Multi-SWE-Bench, and we supplement this with a small
number of additional repositories and hand-picked instances. This combined dataset comprises 273 Python,
112 C++, and 109 Java instances (494 in total), spanning 28 diverse repositories across machine learning
and scientific libraries (e.g., scikit-learn, sympy), systems libraries (e.g., fmt, simdjson), and large-scale
frameworks (e.g., django, logstash, jackson, mockito). By extending coverage to Java and C++ in addition to
Python, our dataset broadens evaluation beyond the Python-centric scope of SWE-Bench, providing a more
realistic and comprehensive benchmark for assessing software engineering agents across ecosystems.

3.2 TASK DETAILS

In the following, we describe the details of how each of out main four task types is setup along with the
evaluation procedures.

3.2.1 TASK: RESOLVING ISSUES

Resolving GitHub issues has become a standard approach for evaluating the capabilities of large language
models (LLMs) in the software engineering domain. A common method, first introduced by Jimenez
et al.| (2024), is to mine resolved issues from large-scale open-source repositories. This provides a natural
environment for agents to operate in by cloning the corresponding repository state, including the issue
description, and withholding a set of tests used to validate the proposed fix. For each instance, we provide
the issue description and a set of tests that distinguish between the pre- and post-fix repository states. An
agent is tasked with generating a patch based on the issue, which is evaluated against tests that transitioned
from failing to passing due to the ground truth fix, as well as against previously passing tests to ensure no
regressions are introduced. While this task aligns closely with existing work, our benchmark expands the
range of verified projects considered to by unifying instances from SWE-Bench, Multi-SWE-Bench as well as
37 instances that we collect while maintaining a strong emphasis on manual validation for quality assurance.

3.2.2 TASK: TEST GENERATION

All previously considered pull requests included relevant tests, as this was a necessary criterion for their
selection. These tests play a crucial role in verifying that the proposed fix is valid and addresses the reported
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Figure 2: For evaluating test patches on the task of Test Generation, we evaluate the proposed test patch
against both, the ground truth (gold) patch, as well as several meaningful, but incorrect, bad patches. A test is
only considered correct if he passes for the gold test, but fails for all bad patches.

issue. However, this requirement significantly limits the number of available instances for model evaluation.
At the same time, writing meaningful tests is itself a key aspect of software engineering. By focusing on this
underexplored skill, we aim to evaluate and improve a model’s ability to reason about code behavior and
generate effective test cases.

To assess the quality of a candidate test, we use both the ground truth test case and a set of what we define
as bad patches. A bad patch is a plausible but incorrect attempt at resolving the issue—one that contains no
obvious syntax errors and remains relevant to the problem description. This setup presents a more realistic
and challenging evaluation scenario compared to existing approaches, which typically rely only on the pre-
and post-PR repository states.

While there are usually few ways to correctly solve a problem, there are many ways to incorrectly solve it. To
ensure that generated tests can be evaluated thoroughly, it is important to have bad patches which cover a
diverse set of failure modes. We use two distinct approaches to achieve this. (1) Collecting failed attempts
from less capable agents and (2) Perturbing correct patches to introduce bugs. For approach (1), we use
Agentless (Xia et al.,|2024) with several different models (Gemma 2 9B, Qwen2.5 Coder 32B Instruct, Llama
3 8B Instruct, and GPT-4.1-nano), instructing the tool to attempt to solve the task as usual and collecting
instances where it fails to do so. For approach (2), we sample multiple completions from Gemini 2.0 Flash
prompted with the correct patch along with instructions to perturb it in order to introduce commonly found
bugs, filtering to keep those that are actually incorrect. The relevant prompt can be found in the appendix.
Our aim is to have bad patches which are incorrect in minor ways (from approach 2) as well as at higher level
(from approach 1).

For the Java and C++ instances, we placed more emphasis on the Agentless generations for their more natural
patch attempts. However, there were instances that proved to be resilient to bad patch generation. These
were instances that either proved to difficult for the models to produce a valid patch or to simple for them to
produce a non-passing patch. As a result, we were limited to a subset of our instances for Java and C++. For
Java, we used 77 instances for this subset. For C++, we used 44 instances for this subset.

In this setting, the agent is prompted with the issue text and asked to generate one or more test cases to be
added to the test suite. The resulting candidate test is then evaluated: if it passes on the ground truth patch but
fails on all bad patches, it is considered successful. If it does not meet both criteria, the test is considered a
failure. We also reuse the bad patches in an additional task related to code review.
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Figure 3: In the task of responding to Code Review, an initial incorrect patch is provided which contains a
meaningful attempt of the solution of a given problem. This attempt is then reviewed by a human or an LLM
and a review report is generated. Utilizing this report, the LLM is tasked with correcting the initial approach
by utilizing this report, which is validated with the normal testing suite.

3.2.3 TASK: RESPONDING TO CODE REVIEW

It is not uncommon for developers to iterate over multiple proposed solutions in a pull request until they
fulfill all the necessary requirements. Often, such incorrect proposals are met with corresponding feedback or
review, explaining why or how this approach does not meet expectations. We create reviews by providing both
the perturbed bad patch (from the previous section) along with the correct patch and problem description to
Gemini 2.0 Flash, and asking it to come up with instructions for how the bad patch should be fixed. We create
our prompt in order to induce reviews which are informative but do not give away the complete solutions.

During evaluation, we present the model with the previously selected bad patch and display the review of
context. The model is then tasked with refining the existing solution in a way that passes the issue-specific
fail-to-pass test. While the adaptation of existing functionality to enable this use case is minor, we believe
this is a promising avenue for research. Especially when anticipating fully autonomous work on code issues,
interacting with external feedback, and starting from potentially corrupted states is an imperative skill.

3.2.4 TAsSK: CODE STYLE

Last, we introduce the task of style review. Since language models are trained on a wide range of
code—varying not only in functionality but also in quality—style-oriented tasks represent a natural extension
of evaluation. To assess code style, we use third-party tools such as pylint for Python, clang-tidy
for C++ and PMD for Java to score quality and extract specific style issues, including errors, warnings, and
convention violations.

In this task, the model is not expected to fix a functional bug but to resolve the listed style issues. Style review
is particularly appealing because it can be adapted to user-specific needs by incorporating custom guidelines
or organization-specific rules.

We construct datasets for style errors for all repositories used for other tasks. We start by using the language
specific tools to generate a list of all style violations in the repository. We then aggressively prune out overly
zealous rules and other commonly occurring warnings. We record both an aggregate style score and the full
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Figure 4: Side-by-side display of the original verbose code, linter warning, and refactored code with reduced
local variables. Key elements highlighted in blue.

list of reported style issues, including line numbers. We then group errors by file and construct 144 Python,
147 C++ and 124 Java instances, with each instance containing on average 9 style errors.

This output is passed to the agent, which is then tasked
with resolving the identified issues. After applying the
proposed patch, we re-run the style tool and quantify Table 1: Combined statistics by language
improvemept l?ased on score increase or t.he number Metric Python
of issues eliminated. To account for partial success,
we allow a relaxed pass criterion, configurable via

C++ Java

Patch statistics

thresholds on minimum score or maximum remain- Patches 273 112 109
ing issues. To determine how well the agent resolve Complexity 7.1 476 192
style violations, we compute a metric using a the fol- Lines added 16.9 180.7  74.8
lowing formula that balances the total number of in- Lines removed 7.7 82.6 203
stances resolved with new ones that are introduced, Test statistics
normalising by total lnumber of issues initial present: Patches 273 112 109
score = max (0, (RN ) Complexity 72 380 119
Lines added 25.2 277.8 722

Lines removed 49 17.5 2.0
Bad Patch and Review statistics

3.3 EXPERIMENTAL SETUP Patches 164 44 79
Complexity 2.870  3.641 3.056
Lines added 3.909 5.455 5.785

To demonstrate our benchmark, we evaluate state-of- Lines removed  1.866 2318 1.861

the-art agent framework SWE-Agent along with a Review size 2536 3196 329.0

more pipelined and less agentic approach: Aider. We
evaluate both frameworks with Gemini 2.5 Flash. In
order to enable agents to interact with the instances,
we provide them with containerized environments as
described in Section 3.1 We pass in the issue descrip-
tion as the initial task statement for Bug-Fixing. For
Test-Generation, Review-Response and Style-Fixing,
we prepare task specific prompt that provide context and instructions. These are detailed in the appendix. We
use the default settings for SWE-Agent and adjust the per instance cost limit to $2.0.
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4 ANALYSIS OF DATASET

Bug Fixing In Table |1, we present quantitative analysis of the patches that introduce the bug into the
repository. Along with size of patches, we construct a metric to better guage bug complexity as complexity =
(AFiles + Hunks + AddedLines + RemovedLines)/10. We observe that the tasks follow difficulty order by
language as C++ > Java > Python. We see that this is reflected in the performance of agents on the tasks too.

Test Generation In Table (1] we present a similar analysis for test patches, quantifying the complexity of the
test that need to be generated in the Test Generation task. We observe that the tasks follow the same difficulty
order by language as for BugFixing: C++ > Java > Python.

Review Response In Table|l| we also present analysis of bad patches generated using Agentless along with
sizes of Reviews generated for these bad patches, observating similar trends for

5 ANALYSIS OF LLM CODING AGENTS ON OMNICODE

Table 2: SWE-Agent with Gemini 2.5 Flash Performance across languages

Language Bug-Fixing Test-Generation Review-Response Style-Fixing

Python 36.7 % 14.0 % 29.9% 72.2%
C++ 8.0% 12.2% 13.6% 36.3%
Java 14.7% 4.9% 31.6% 60.4%

Table 3: SWE-Agent vs Aider Comparison

Language Agent Bug-Fixing Test-Generation Review-Response Style-Fixing
Python SWE-Agent 36.7 % 14.0 % 29.9% 72.2%
Y Aider 32.4% 9.4% 26.8% 60.3%
Cit SWE-Agent 8.0% 12.2% 13.6% 36.3%
Aider 1.8% 2.3% 4.5% 10.1%
Java SWE-Agent 14.7% 4.9% 31.6% 60.4%
Aider 19.3% 3.9% 25.3% 60.9%

5.1 PERFORMANCE ACROSS TASKS

We find that while a state of the art system like SWE-Agent with Gemini 2.5 Flash excels on some tasks like
Style Fixing in python, there are many holes in its abilities. Specifically we observe that it is struggles at
C++ tasks as well as Test-Generation across languages. With regards to C++, we believe this agrees with our
analysis in Section 4 regarding the complexity of C++ bugs over other bugs in our benchmark. It may also
be due to large C++ codebase having complex linking structures which are difficult for the agent to tease
apart. With regards to Test-Generation, we see that all tools struggles across all languages, the maximum
performance being 14% on Python. Test generation is an essential skill for SWE Agents of the future, for (1)
assisting humans develop robust test suites but also (2) writing tests to verify their own code is correct. There
seems to be quite a way for agents to go in making progress in this task.
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5.2 COMPARISON BETWEEN AGENTS

We compare between a widely used agentic approach (SWE-Agent) and a pipeline approach (Aider) to assess
the strengths and weakness of both approaches. In Table [3] we present our comparison across tasks and
languages. We find that Aider is often competitive with SWE-Agent and even surpasses it in Java Bug-Fixing.
However for C++, it performs significantly worse. One hypothesis for this may be that C++ tasks involve
more interaction to solve, requiring multiple trials and error iterations, looking at errors to understand what
may be wrong. Java and Python, on the other hand, maybe not need as much interaction. We also have
evidence from Section 4 that C++ tasks are significantly harder than Java and Python. This may indicate that
Aider matches SWE-Agent at easy tasks but cannot tackle harder tasks.

5.3 REVIEW-RESPONSE

We find that providing reviews to aid the agent significantly boosts the performance for both SWE-Agent
and Aider, however, only for Java and C++. In the case of Python, for both agents, we observe a lower
performance in the Review-Response setting compared to Bug-Fixing. It is a well-known challenge for
language models to identify the correct entry point when resolving issues in large, multi-file repositories.
Having a prior, meaningful attempt as a reference point serves as a valuable guide, steering the model toward
the relevant part of the codebase. In addition, the presence of structured reviewer feedback helps the model
pinpoint the specific flaws in the proposed solution. This insight supports the idea that language models
reach their full potential when paired with scaffolded or guided interaction paradigms, where the problem
is partially structured and the model can operate as a collaborative assistant rather than a fully autonomous
agent. However the observation that this only holds for Java and C++ maybe linked to the fact that they are
harder tasks, in which case additional information helps. For Python, it maybe the case that the additional
information provided by the review actively distracts from the goal.

6 LIMITATIONS AND FUTURE WORK

Although we believe that our work expands the extent to which LLM coding benchmarks span the spectrum
of software engineering activities, much remains to be done before we truly have a test of whether an Al
system can perform as a programmer. Real programmers deal with config files, multiple languages, profiling
and optimizing, and engage in natural language conversation to iron out design decisions, plan sprints, and
other forms of team strategy.

Although our benchmark is a step toward a more comprehensive assessment of these systems, further
expanding the suite of heterogeneous software-engineering tasks remains a prime target for future research.
We are currently working on expanding OmniCode to 1) other languages beyond Python Java and C++, and
2) additional task categories like fixing security violations and code migration. Both of these are emergent
fields which we aim to adapt as soon as possible. Transitioning functionality between languages is a very
challenging, but fruitful tasks, which has seen only little attention in the evaluation field of large language
models. Similarly, spotting and fixing security violations requires a very deep understanding of system
dynamics, which language models may not yet possess. Further, specific tool usage, as is needed for tasks like
style review, carries over naturally to other programming languages. Our implementation already employs
checkstyle as a java-based alternative to pylint, in order to enable style review for repositories of both origins.
We believe that expanding the diversity of tasks and languages in this way will enable a more robust evaluation
for LLMs and LLM-Agents.
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