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Abstract

Machine learning testing and evaluation are
largely overlooked by the community. In many
cases, the only way to conduct testing is through
formula-based scores, e.g., accuracy, f1, etc. How-
ever, these simple statistical scores cannot fully
represent the performance of ML model. There-
fore, new testing frameworks are attracting more
attention. In this work, we propose a novel invari-
ance testing approach that does not utilise tradi-
tional statistical scores. Instead, we train a series
of sparse linear layers which are more easily to be
compared due to their sparsity. We then use differ-
ent divergence functions to numerically compare
them and fuse the difference scores into a visual
matrix. Additionally, testing using sparse linear
layers allows us to conduct a novel testing ora-
cle: associativity: by comparing merged weights
and weights obtained by combined augmentation.
Finally, we assess whether a model is invariant
by checking the visual matrix, the associativity,
and its sparse layers. We show that by using our
testing framework, inter-rater reliability can be
significantly improved.

1. Introduction

Invariance qualities are important properties of a machine
learning model in different fields, e.g., face recognition, ob-
ject detection, segmentation, etc. Different approaches have
been used to improve invariance quality, e.g., augmentation
(Shorten & Khoshgoftaar, 2019). However, when evaluating
how robust a model is against a certain type of transforma-
tion 7T, e.g., rotation/brightness/scaling, in some cases, man-
ual analysis is still required. Such labour-intensive analysis
often leads to inconsistent and unreliable assessment.
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Figure 1. The four sets of points, i.e., the Anscombe’s quartet, have
exactly the same statistical measures, e.g., mean, standard devia-
tion, correlation, etc. However, they are differently distributed.

In order to simplify and automate the invariance testing
procedure, formula-based scores are often used to approx-
imate invariance qualities (Goodfellow et al., 2009). For
example, the accuracy that all transformed input data are
predicted correctly (Gao et al., 2020). Machine learning
testing, including invariance testing, should be more so-
phisticated than computing an accuracy score (Zhang et al.,
2020). Similar to the Anscombe’s quartet shown in Figure 1,
formula-based scores are just one statistical measure which
does not suffice to approximate the distribution. Therefore,
it is desired to have a more sophisticated invariance testing
approach.

Recently, (Liao et al., 2021) proposed an automatic invari-
ance testing procedure where they used visualisation of all
possible statistical scores to assist evaluation of invariance
qualities. And they used bagging methods to automate the
testing procedure and counteract noisy invariance labels, as
suggested by (Frénay et al., 2014). They proposed different
“medical-imaging-like” modalities (Kumar et al., 2013) to
facilitate testing in different locations. This work, instead,
treats each model as a feature extractor, fully focuses on the
final feature vectors, and provides a novel testing approach
to evaluate invariance qualities with trained sparse linear
layers instead of statistical scores.

From transfer learning (Pan & Yang, 2009), metric learning
(Kulis et al., 2012), to self-supervised learning (Jing & Tian,
2020), machine learning models are often used as feature
extractors. Furthermore, for any machine learning model,
it is always desired to investigate how robust/invariant the
final feature vectors are (Zhang et al., 2020). Therefore,
in this work, we focus on testing invariance qualities for
machine-learned feature extractors.
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In order to conduct invariance testing for feature extractors,
we leverage the elastic net (or sparse linear layers) (Zou
& Hastie, 2005) to better visualise the performance of the
feature extractors. The contributions of this work are:

* We propose a novel invariance testing approach for
machine-learned feature extractors to replace simple
formula-based statistical scores, e.g., accuracy.

* A novel invariance testing approach including a new
testing oracle that will lead to a more consistent assess-
ment than manual testing via a few random examples.

* We evaluate invariance qualities for a small model
repository consisting of 600 CNNs, and provide our
assessment labels.

e Our testing framework can offer a set of actionable
items which can potentially improve the performance
of the feature extractors, e.g., by selecting or combin-
ing weights using the sparse linear layers.

2. Related works

Invariance testing broadly falls into robustness testing (Car-
lini & Wagner, 2017). However, unlike out-of-distribution
detection (Yang et al., 2021; Shen et al., 2021) or adversar-
ial attacks (Szegedy et al., 2013; Liao, 2019; Tramer et al.,
2017), our work focuses on evaluating invariance qualities
for feature extractors as a whole.

Debugging (Wong et al., 2021) for ML models and other ac-
tionable items are also related to this work. After the invari-
ance testing has been conducted, one can design a sequence
of debugging processes. These debugging processes can
be used for testing/training data cleaning/selection (Metzen
etal., 2017), skew detection in training and testing data (Kim
et al., 2019), and for neuron rectification(Wong et al., 2021).
Specifically, (Wong et al., 2021) included a human-in-the-
loop debugging process where CNN models are treated as
feature extractors, and sparse linear layers are retrained to
select the most “important” features. From those “impor-
tant” features, people hired from Amazon mTurk (Crowston,
2012) are asked to complete questionnaires to help devel-
opers locate “erroneous” features. And these “erroneous”
features are manually set to zero to improve models’ ability.
Similarly, after invariance testing, it would be desirable to
have some actionable items, e.g., deactivating “‘erroneous’
features.

>

(Liao et al., 2021) proposed an automatic invariance testing
for machine learning models using visualisation and differ-
ent statistical functions. They conducted invariance tests in
different locations of the models. Our framework instead,
focuses on testing feature extractors, and thus focuses on the
final features that the models produce. Another related topic
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Figure 2. Upper row: sparse linear layers trained using combined
augmentation. Middle / lower row: sparse linear layers trained
using original training set X, and transformed training set ¢150 (X)
respectively.

to this work is the relationships between activations from
different CNNs, e.g., (Morcos et al., 2018; Raghu et al.,
2017). However, instead of testing the invariance quality,
they tend to eliminate the effect of transformation, so that
they are able to find the relationships between activations
from different CNNs or different layers without being af-
fected by transformations. This type of measurement can be
used for testing equivalence quality (Zhang, 2019) instead
of invariance qualities.

Finally, metamorphic testing (Segura et al., 2018) is also re-
lated to this topic. For example, (Dwarakanath et al., 2018)
used images to identify implementation bugs, and (Shen
et al., 2018) proposed mutation analysis on different muta-
tion operations, e.g., delete a neuron. In this work, we also
propose a new metamorphic testing oracle: associativity.

3. Sparse Linear Layers

Rationale: When testing feature extractor, normally one
would train a linear classifier (or a feature selection method),
e.g., SVM (Chandra & Bedi, 2021) or multi-layer perceptron
(Ruck et al., 1990). However, when conducting invariance
evaluation, these traditional methods will have two major
issues: (1) training, i.e., gradient descent, for linear layers
is not stable (Johnson & Zhang, 2013), e.g., when the loss
function is not smooth, resulting in different sets of weights
for different runs. (2) the number of selected features is
often large, e.g., >60% in our case. These make the com-
parison between selected features difficult and unreliable.
Therefore, we use sparse linear layers to solve the two issues
and better visualise differences between selected features.
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Figure 3. Testing procedure using sparse linear layers:
{—15°,-14°,...,

testing suite ¢(X ). For each feature extractor or model M, we train 7 sets of sparse linear layers {6;]j = 1,2,...

—

We first define 7 transformation operations t(),
15°}. And then we apply each ¢() to all the data objects in the original testing suite X to form a transformed

e.g., to rotate

, T} using the 7

transformed testing suite ¢(X). And then we use different discrepancy functions to evaluate the differences between the 7 sets of sparse
linear layers. We then use the visual patterns to analyse the invariance quality of IM.

In order to test whether a feature extractor F : x — F(x) €
R? is invariant, where x is a data object and d is the dimen-
sion of the extracted feature vectors F'(z), we propose that
we firstly train a series of stable sparse linear classifiers (Zou
& Hastie, 2005; Defazio et al., 2014). We use the variable
Z to represent the feature vector, and an instance is denoted
as z = F(x). Similarly, we have Y for the ground truth
and Y for the output of the sparse linear layers. This way,
for sparse linear layers, i.e., weights w and bias /3, we have:
Y = ZTw + 3. Similarly, the loss function of the sparse
linear layers can be defined as £(X,Y) = & Y (y — 9)%,
where [V is the number of input data objects. Then training
a sparse linear layer is to obtain a set of weights, which are
denoted as ={w, 8}:

min £(X,Y) + AR (6) (1)

where R, = (1 —a)||0||5 /2 + «|0]|,, which is referred
to as elastic net regularisation (Zou & Hastie, 2005) for the
parameter o and \. « is a hyper-parameter controlling the
regularisation terms varying between LASSO (o = 1) and
ridge (o = 0) regression. Therefore, we can obtain a series
of such weights # when using different \1, Ao, ..., Ag:

0; = mein £(X, Y) + N Ro (9) 2)
the greater the value of the parameter \;, the sparser the
linear classifier is (more zero weights). This way, we will
know which features contribute to the final decisions the

most, and we can largely reduce the number of features
that we need to visualise / consider when testing a feature
extractor.

In order to test whether a feature extractor is robust against a
certain type of transformation 7, we can define a sequence
of transformation operations, e.g., to rotate -15°, -10°, 10°,
and 15°. We denote such transformation functions as #().
We can then apply the same transformation function ¢()
to all data objects in the training set X, and use the trans-
formed data objects ¢(X) to train a sequence of sparse linear
classifiers. Similarly, we will have a regularisation path:
Y) + )\iRa (6)

;s = min L(¢(X), 3)

We can then visualise and compare the difference between
different regularisation paths {6; ;|i = 1,2, ..., k} obtained
using different transformation function ¢(). We suggest ar-
range the transformation operations in descending or ascend-
ing order for better visualisation purpose, e.g., for rotation:
t, = {-15°,—14°,...,-1°,0°,1°,...,14°,15°}
When visualising sparse linear layers, we fix the number
of A, and we denote the entire series of the k sparse linear
layers as 6; by omitting the ¢ subscription (which indicates
the 7*" lambda values). For example, in Figure 2 we show
sparse linear layers 6y, ., in the last row, and the ith line
represents the i*” lambda value.
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4. Invariance Testing Framework

The workflow for the proposed framework is shown in Fig-
ure 3. As described above, we use sparse linear layers to
conduct the feature selection process. For each feature ex-
tractor (or model) M, the outputs of the feature selection
process are multiple sets of sparse linear layers 6;; for j in
the targeted/interested interval, e.g., [-15°, 15°] for T being
rotation.

We can then measure the difference between all the Qtj.
However, if we consider 7 transformation operations in the
targeted/interested interval, e.g., 7 angles for rotation, we
will need to make C(7,2) = (7) comparisons for the T sets
of sparse linear layers. Therefore, we can use an invariance
matrix to help scale up the testing procedure. We define an

invariance matrix as:

671,0 571,1 T 0

AM, X, dif)= | =
dio O - Hip
0 do1 - don

where M is the testing candidate (a feature extractor), X is
a test suite that is used to train multiple sets of sparse linear
layers, and we define &; ; = dif(6;,,0;,) as the distance
between 0, and 0y ,.

Similar to the testing framework proposed by (Liao et al.,
2021), in order to compare the difference(s) between 0,
and 0tj, we can use different dif() functions, e.g., L2 dis-
tance/cosine similarity etc, to generate different variance
matrices. This way, for each feature extractor, we can gen-
erate multiple variance matrices, which is similar to multi-
modalities in the medical imaging testing process (Kumar
et al., 2013). Examples can be found in Figure 3.

4.1. A New Test Oracle: Associativity

We also propose a new testing oracle on associativity:
whether sparse layers obtained using combined augmen-
tation (i.e., 1 2. ) are the combination of the sparse layers
obtained using individually augmented data, i.e., ¢;, for
i={1,2, ..., 7}. To be more specific:

? T
Oyt = ) O )
k=1

where 7 is the number of transformation operations, and we
define the union operation on a set of sparse linear layers
0, for k = 1,...,7 as “to choose the greatest value for
each weight from the 7 sets of sparse linear layers”. We
can use either L2 distance or cosine similarity to evaluate
associativity.

Finally, we can assess if the model is invariant or not by
checking the variance matrices, the trained sparse linear

Table 1. Inter-rater reliability: Cohen’s kappa scores
Random examples | Our proposed approach
0.195 0.708

Cohen’s

layers, and the associativity score. We evaluated the invari-
ance qualities on a small model repository consisting of
600 CNNs. The model repository, including the metadata
e.g. model structure, learning rate, batch size etc, and our
assessment labels will be publicly provided.

5. Evaluation experiments

We use the proposed invariance testing process to evalu-
ate a model repository of 600 CNNs. In order to confirm
whether the proposed testing process can assist researchers
to judge the invariance qualities of models more reliably
and consistently, we ask two ML professionals to assess
if those models are invariant or not by 1) checking a few
random examples, or by 2) checking the multiple criteria
we propose, i.e., the variance matrix, sparse linear layers,
and the associativity score. Note that the metadata, e.g.,
hyper-parameters used for training the models are not pro-
vided. In Table 1 we show that the proposed method is more
consistent and reliable than checking only a few random
examples. Additionally, the judgements using the proposed
testing approach have a similar inter-rater reliability (IRR)
score to many NLP tasks (El Dehaibi & MacDonald, 2020).

6. Discussion and Conclusion

Machine learning testing has been largely ignored by the
community. While many efforts have been made to im-
prove the performance of ML models, the only prevalent
evaluation tool is to compute one single formula-based sta-
tistical score, e.g., accuracy, f1, MAP. However, similar to
the Anscombe’s quartet (Figure 1), we cannot fully rely on
statistical scores to judge the distribution of the data. We be-
lieve evaluation and testing tasks are multi-criteria decision
problems. Therefore, we do not intend to solve the prob-
lem by using only one statistical score. Instead, we train
several sets of sparse linear layers and evaluate whether a
model is invariant by comparing these sparse linear layers.
Additionally, we propose a new invariance testing oracle:
associativity. Combining all the above non-statistical cri-
teria, our testing approach can assist researchers to judge
whether a model is invariant or not more reliably and consis-
tently. And we conduct evaluation experiments to support
our claims.

To conclude, this work revisited the invariance testing task
and converted it from a simple statistical formula-based
score to a multi-criteria decision-making process. The pro-
posed testing approach utilises sparse linear layers and in-
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cludes a novel testing oracle, which leads to a more reliable
and consistent judgement on whether models are invariant
or not.
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