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Abstract

We present the first unsupervised learning model for finding Maximum Indepen-1

dent Sets (MaxIS) in dynamic graphs where edges change over time. Our method2

combines structural learning from graph neural networks (GNNs) with a learned3

distributed update mechanism that, given an edge addition or deletion event, mod-4

ifies nodes’ internal memories and infers their MaxIS membership in a single,5

parallel step. We parameterize our model by the update mechanism’s radius and6

investigate the resulting performance–runtime tradeoffs for various dynamic graph7

topologies. We evaluate our model against a mixed integer programming solver8

and the state-of-the-art learning-based methods for MaxIS on static graphs (ICML9

2020; NeurIPS 2020, 2023). Across synthetic and empirical dynamic graphs of 50–10

1,000 nodes, our model achieves competitive approximation ratios with excellent11

scalability; on large graphs, it significantly outperforms the state-of-the-art learning12

methods in solution quality, runtime, and memory usage. When generalizing to13

graphs of 10,000 nodes (100x larger than the ones used for training), our model14

produces MaxIS solutions 1.05–1.18x larger than any other learning method, even15

while maintaining competitive runtimes.16

1 Introduction17

Combinatorial optimization problems on graphs (e.g., GRAPH-COLORING, TRAVELING-SALESMAN,18

VEHICLE-ROUTING, etc.) arise naturally in many practical domains [3, 33]. However, many of these19

problems are classically intractable to solve exactly, and some even resist efficient approximation.20

The situation is exacerbated by the fact that many real-world applications are dynamic, requiring21

algorithms to not only find solutions but also maintain them as the underlying structure evolves.22

While one could iteratively apply algorithms designed for static graphs at each time step, this23

approach is often computationally expensive and inefficient. Critically, this approach ignores the24

often close relationship between successive graph structures. A more effective strategy might avoid25

repeatedly recomputing solutions from scratch by instead leveraging these small structural changes to26

incrementally update an existing solution. Such update algorithms are an active area of theoretical27

algorithms research [4, 6, 11, 15, 19, 40], but no learning algorithms have yet taken this approach.28

In this paper, we consider the MAXIMUM-INDEPENDENT-SET (MaxIS) problem in a dynamic setting.29

For static graphs, MaxIS is classically known to be NP-hard [16] and hard to approximate: for general30

graphs, deterministic approximation within a constant factor is impossible [30] and within an n1−ε31

factor is NP-hard [20].32

Nevertheless, MaxIS has a diverse range of real-world applications, from identifying functional nodes33

in brain networks [1] to constructing diversified investment portfolios [21]. Our goal is to solve34

MaxIS on such dynamically evolving graphs.35
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Recently, the learning community has developed several methods for solving combinatorial opti-36

mization problems on static graphs [7, 24]. Central to many of these methods are Graph Neural37

Networks (GNNs) due to their efficiency in capturing the structural information present in real-world38

networks such as the Internet, social networks, and molecular interactions [36, 39]. In the dynamic39

setting, recent models such as temporal GNNs are primarily concerned with tasks such as edge40

prediction, node classification, graph classification, etc. [25, 27, 31, 34, 37]. Work considering41

combinatorial optimization problems in a dynamic setting remains limited, with few examples such42

as Gunarathna et al. [17], which is an indirect heuristic learning approach. No existing models learn43

update mechanisms comparable to theoretical, rule-based update algorithms.44

We propose a model that solves MaxIS in dynamic graphs by directly learning an update mechanism45

instead of a heuristic. We utilize the power of message-passing GNNs [5] combined with sequence46

learning to learn an update mechanism that maintains an approximate MaxIS solution as the under-47

lying graph changes. Having learned an update mechanism, the model is able to update a MaxIS48

solution following a change in the dynamic graph in a single inference step, unlike more popular49

heuristic learning methods which require multiple inference steps and thus scale poorly with graph50

size. We underscore this as a necessary shift in perspective required to address some of the common51

criticisms of learning approaches to solving combinatorial optimization problems, namely, lack of52

scalability, computation inefficiency, and huge training sample requirements.53

Contributions. We present the first unsupervised learning model for solving MAXIMUM-54

INDEPENDENT-SET (MaxIS) on dynamic graphs. The central idea of learning local, distributed55

update mechanisms for combinatorial optimization problems on dynamic graphs is novel, and we56

demonstrate its efficiency in our evaluations. Compared to a commercial mixed integer programming57

solver [18], our model maintains favorable approximation ratios across a variety of dynamic graph58

topologies and sizes. For larger datasets, our model conclusively outperforms the three prior learning59

methods for MaxIS on static graphs: the current state-of-the-art, DP-GNN [8]; a single-shot method,60

Erdős-GNN [22]; and a deep reinforcement learning method, LwDMIS [2]. Resource scaling for our61

method vs. DP-GNN is drastic; we obtain solutions up to 104x faster and use up to 27.5x less memory62

while producing up to 5.64x larger MaxIS solutions. Compared to Erdős-GNN and LwDMIS, our63

model delivers 1.07–1.22x larger MaxIS solutions than either method while also running 6.18–24.8x64

faster and saving up to 2.78–12.97x memory. These gains hold even in generalization experiments,65

where we evaluate our model on graphs 100x the size of those it was trained on.66

2 Maximum Independent Sets in Dynamic Graphs67

Consider an undirected, static graph G = (V,E) with nodes V and edges E. An independent set68

I ⊆ V of G is a set of nodes no two of which are adjacent, i.e., for all u, v ∈ I , we have (u, v) ̸∈ E.69

Its size is its number of nodes, denoted |I|. A maximum independent set (MaxIS) of G is any70

independent set I of G satisfying |I| = max{|I ′| : I ′ is an independent set of G}.71

Dynamic graphs (also called dynamic networks, temporal graphs, or evolving graphs) are graphs72

whose nodes and/or edges change over time [9, 10, 23, 31]. For this work, we consider dynamic73

graphs where at most one edge changes per time and the underlying set of nodes is fixed. Formally,74

a dynamic graph G is a finite sequence of graph snapshots (G0, G1, . . . , GT ) where each snapshot75

Gt = (V,Et) is an undirected, static graph on nodes V and, for all time steps 0 < t ≤ T , we have76

|Et−1 ⊕ Et| = 1, i.e., there is exactly one edge addition or one edge deletion per time step. We77

denote the edge event at time t which transitions Gt−1 to Gt as Et. The neighborhood of a node v at78

time t isNt(v) = {u ∈ V | (u, v) ∈ Et} and its degree is denoted dt(v) = |Nt(v)|. The diameter of79

graph snapshot Gt, denoted diam(Gt), is the maximum hop-distance between any two nodes in Gt.80

We define the DYNAMIC-MAXIMUM-INDEPENDENT-SET (Dynamic MaxIS) problem as follows:81

Given a dynamic graph G = (G0, G1, . . . , GT )—or, equivalently, an initial graph snapshot G0 and82

a sequence of edge events (E1, . . . , ET )—obtain a MaxIS for each snapshot Gt. This problem is83

clearly NP-hard since it contains the NP-complete MaxIS problem as a special case (T = 0). Given84

a solution for the MaxIS problem, there exist a polynomial-time conversions to obtain solutions85

for the MINIMUM-VERTEX-COVER and MAXIMUM-CLIQUE problems; hence, achieving good86

approximations for Dynamic MaxIS can also aid in approximating these problems’ dynamic versions.87
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Figure 1: An overview of our unsupervised learning model for MaxIS on dynamic graphs. Nodes
maintain memories (node colors) which are updated by signals propagating in an α-radius from edge
events (orange arrows). Each node within a β-radius of the edge event then locally aggregates its
updated memory and those of its neighbors to estimate its new probability of MaxIS membership.
These estimates are then used to compute loss (during training) or to generate an integral MaxIS
solution (during testing and inference).

3 An Unsupervised Learning Model for Dynamic MaxIS88

Memory-based models such as [25, 31, 34, 38] have been quite successful in prediction and clas-89

sification tasks in dynamic graphs in recent years. Motivated by their effectiveness in predictive90

learning of dynamics, we present an unsupervised learning model focused on the MaxIS problem in91

dynamic graphs. We take inspiration from the Temporal Graph Networks (TGN) model proposed92

by Rossi et al. [31], which generalizes memory-based models by including a GNN-based graph93

embedding module. We repurpose the two key modules of TGNs, memory and graph embedding,94

to learn an update mechanism that maintains a candidate MaxIS solution as the underlying graph95

changes. Moreover, inspired by the use of messages (seen as random perturbations) to improve GNN96

performance for NP-hard problems [29], we couple node memory to an event handling module to97

inform nodes about edge events.98

Our model responds to edge events (i.e., edge additions or deletions) over time (see Figure 1). At99

each time step, the event handling module is responsible for signaling nodes within an α hop-distance100

of the edge event and memory module updates their internal representations using this signal. Finally,101

the local aggregation (graph embedding) module produces a probability of membership in the MaxIS102

solution (i.e., an estimate) based on node’s memory, its degree, and the memories of its neighbors.103

We describe each module and the training-related details of our model in the following subsections;104

pseudocode can be found in Appendix B.105

Event Handling Module. This module provides each node v within an α hop-distance of the106

edge event Et with a signal st(v) encoding the type of event (addition or deletion) and the node’s107

normalized distance from the event. Formally, the signal for node v at time t is108

st(v) = [enc(Et) || rt(v)], (1)

where enc encodes edge deletions as [0, 1] and edge additions as [1, 0], and rt(v) is the hop-distance109

from v to Et normalized by α and linearly interpolated into [−1, 1].110

Memory Module. A node’s memory is a high-dimensional representation maintained throughout111

the model’s execution that captures relevant structural changes affecting the node. At each time t,112

this module updates the memories of nodes within an α hop-distance of the edge event Et. Updates113
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are performed using a GRU cell [12]. Formally, the memory of a node v at time t is114

mt(v) =

{
GRU

(
[mt−1(v) || st(v)]) if v is within an α hop-distance of Et;

mt−1(v) otherwise. (2)

Local Aggregation Module. This module updates the estimates—i.e., probabilities of membership115

in the MaxIS solution—of all nodes within a β hop-distance of the edge event Et. First, each node v116

aggregates its immediate neighbors’ memories:117

h̃t(v) = ReLU

 ∑
u∈Nt(v)

W1mt(u)

 , (3)

where W1 are learnable weights. Next, node v combines these aggregated memories with its own118

memory and degree information to obtain a local embedding119

ht(v) = W2

[
h̃t(v) ||mt(v) || dt(v)

]
, (4)

where again W2 are learnable weights. Finally, node v passes its embedding through a step-down120

MLP and a sigmoid function σ to obtain its estimate (probability of MaxIS membership) in [0, 1]:121

pt(v) = σ
(
MLP(ht(v))

)
. (5)

Any node v beyond the β hop-distance of Et simply retains its previous estimate, i.e., pt(v) = pt−1(v).122

Training. We first define a loss function from a node’s local perspective and then define a cumulative123

loss function from these local losses. Since the memory and local aggregation modules operate on124

individual nodes, a local loss function enables these modules to synergize and learn a distributed125

update mechanism. The loss for a node v at time t is126

ℓt(v) = −pt(v) +
c

2dt(v)

∑
u∈Nt(v)

pt(u)pt(v). (6)

The −pt(v) term rewards nodes with large estimates (i.e., probabilities of MaxIS membership closer127

to 1), aligning with the goal of finding a large independent set. This is counterbalanced by the128 ∑
u∈Nt(v)

pt(u)pt(v) term which penalizes violations of independence, i.e., when neighbors u and v129

both have large estimates. Finally, the constant c is a hyperparameter balancing the two terms’ loss130

contributions; in practice, c = 3 worked reasonably well across our evaluations (Section 4).131

The cumulative loss at time t is the sum of all local losses ℓt(v) for nodes v within a β hop-distance132

of the edge event Et (i.e., all nodes that updated their estimates at time t). This set of nodes at this one133

time step forms a single batch in our training process. The sequential processing of all edge events in134

a dynamic graph’s training set forms a single epoch in our training process.135

Model Variants. As explained above, the hop-distances α and β control which nodes utilize an edge136

event to update their memories and which nodes update their estimates and contribute to cumulative137

loss, respectively. In the bounded cascading (BCAS) model variant, we set α = β = γ · diam(G0),138

where γ ≪ 1, strictly bounding nodes’ memory and estimate updates to a local region around each139

edge event.140

In the non-cascading (No-CAS) model variant, we set α = 0 and β = diam(G0); i.e., only the two141

nodes directly involved in the edge event update their memories, but all nodes in the graph update142

their estimates and contribute to cumulative loss. In this variant, the local aggregation module is143

primarily responsible for the graph-wide learning of the update mechanism, with node memory aiding144

in the locality of the edge event.145

Initial MaxIS Generation and Unsupervised Learning. Update algorithms for MaxIS crucially146

require an existing MaxIS solution for the initial snapshot G0 which is later updated as the graph147

structure changes. We mitigate this (potentially very expensive) prerequisite by utilizing an initial148

MaxIS generation phase that efficiently produces memories for all nodes in G0 and model weights149

that training can warm-start from. The idea is to build up G0 one edge at a time (as a sequence of edge150

addition events), updating only the memories of the nodes involved in each edge addition. Once G0151
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is fully constructed, estimates and corresponding losses are computed for all nodes. This constitutes a152

single epoch of this generation phase; in a single run of the generation phase, we execute epochs until153

the cumulative loss has stabilized. After executing multiple runs with random seeds, we extract the154

node memories and model weights from the run with the least cumulative loss to warm-start model155

training. Thus, the model as a whole learns to first find a candidate MaxIS (generation phase) and156

then maintain it (training phase) in an entirely unsupervised manner.157

Integral Solution Generation. During testing and deployment, we use a simple rounding and158

violation removal procedure to convert the model’s relaxed node estimates into a candidate MaxIS.159

Specifically, all nodes with estimates 0.5 or larger are initially included in the candidate solution;160

then, nodes violating independence are removed in decreasing order of number of violations until an161

independent set is obtained. Such a procedure is a necessary part of single-shot learning methods that162

directly use relaxation to solve optimization problems with hard constraints [14, 22, 32, 35].163

4 Experiments164

Datasets. We evaluate model performance across both synthetic and empirical dynamic graphs.165

For synthetic graphs, we consider Erdős–Rényi (ER) and Power Law (PL) graphs with randomly166

generated initial structures. For empirical graphs, we used initial structures given by GERMANY167

[28], a geographical network with a mesh topology; TWITTER [26], a social network subgraph168

with a dense small-world topology; and BRAIN [13], a biological network with a sparse small-169

world topology. Across all graphs, dynamics are produced by sampling edge additions or deletions170

according to the initial snapshot’s degree distribution for a desired number of time steps. The dynamic171

graphs we consider span a range of sizes: small (≈100 nodes, 50,000 time steps), medium (≈1,000172

nodes, 100,000 time steps), and large (≈10,000 nodes, 5,000 time steps).173

Our Model and Comparisons. We ran our complete training pipeline using the two model variants:174

BCAS and No-CAS. For the BCAS variant, we set α = β = 0.25 · diam(G0), i.e., half of the radius175

of the first snapshot of the dynamic graph. For each variant, we performed three training runs with176

different random seeds and report results for the median run. Since ours is the only learning method177

for MaxIS in the dynamic setting, we compare our method against a commercial mixed integer178

programming solver and existing learning methods for MaxIS on static graphs, where we apply them179

to each snapshot of a dynamic graph independently.180

• Gurobi [18] is the most commonly used and commercially available mixed integer program-181

ming solver. We use the default settings of branch-and-bound search for solving.182

• DP-GNN [8] is the state-of-the-art learning model for MaxIS in static graphs, combining183

dynamic programming with GNNs as comparators to form a multi-step model.184

• Erdős-GNN [22] is an earlier GNN-based, single-shot, probabilistic learning model for185

combinatorial optimization in static graphs.186

• LwDMIS [2] is a deep reinforcement learning method that adaptively adjusts its stages and187

defers decisions about nodes’ MaxIS membership to improve scalability.188

Metrics. We evaluate each method using three metrics: approximation ratio (performance), per-189

graph solution generation time (runtime), and peak memory usage. Performance refers to the mean190

ratio of a method’s candidate MaxIS size against that of Gurobi’s across all snapshots in a dynamic191

graph. Runtime refers to the mean time taken by a method to process a single snapshot and generate192

a candidate MaxIS across all snapshots in a dynamic graph (reported as seconds per graph, s/g). Peak193

memory usage denotes the maximum memory used by a method during training.194

We provide further details about the datasets and evaluation of methods in Appendix C.195

4.1 Results196

The results highlight the efficient scalability and overall performance of our model. Both the BCAS197

and No-CAS variants of our model consistently outperform other learning-based methods in terms of198

runtime and peak memory usage, while also achieving comparable or superior performance across all199

graph sizes. Surprisingly, DP-GNN—although the current state-of-the-art—performs well only on200
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Table 1: Test dataset performance (w.r.t. Gurobi) for small-sized (left half) and medium-sized (right
half) datasets. We report the means and the std. deviations of the performance along with the runtime
(in seconds per graph), averaged across the test dataset. We report the peak memory utilized while
training by learning methods in GigaBytes (GB). We separate our model variants from other learning
based methods and highlight the methods with the best performance (bold-black) and the best runtime
(blue) for each dataset.

Dataset (→)
Method (↓)

ER
(n = 100)

PL
(n = 100)

TWITTER
(n = 119)

GERMANY
(n = 50)

ER
(n = 1,000)

PL
(n = 1,000)

BRAIN
(n = 638)

BCAS
0.82± 0.049
(0.029s/g)
(2.3 GB)

0.93± 0.029
(0.033s/g)

(3 GB)

0.94± 0.028
(0.064s/g)

(3 GB)

0.88± 0.059
(0.046s/g)

(2 GB)

0.99± 0.025
(0.024s/g)
(2.1 GB)

0.96± 0.010
(0.082s/g)
(2.2 GB)

1.41± 0.043
(0.050s/g)
(6.1 GB)

No-CAS
0.93± 0.030
(0.075s/g)
(3.5 GB)

0.79± 0.063
(0.068s/g)
(3.4 GB)

0.94± 0.030
(0.085s/g)
(2.6 GB)

0.94± 0.042
(0.062s/g)

(2 GB)

1.08± 0.025
(0.288s/g)

(3 GB)

0.99± 0.005
(0.235s/g)
(2.3 GB)

1.34± 0.047
(0.523s/g)
(4.7 GB)

DP-GNN
0.98± 0.058
(0.079s/g)
(3.7 GB)

0.99± 0.051
(0.086s/g)
(3.6 GB)

0.97± 0.036
(0.080s/g)
(6.4 GB)

0.99± 0.035
(0.071s/g)
(1.9 GB)

0.45± 0.0211

(29.51s/g)
(44 GB)

0.69± 0.0241

(44.09s/g)
(26.4 GB)

0.24± 0.0541

(11.36s/g)
(129.7 GB)

Erdos-GNN
0.88± 0.034
(0.235s/g)
(3.6 GB)

0.95± 0.026
(0.241s/g)
(3.4 GB)

0.90± 0.036
(0.248s/g)
(4.4 GB)

0.94± 0.035
(0.142s/g)
(2.6 GB)

0.95± 0.021
(1.78s/g)
(16 GB)

0.92± 0.014
(2.00s/g)
(6.4 GB)

1.15± 0.055
(1.24s/g)
(61 GB)

LwDMIS2
0.82± 0.051
(0.024s/g)

(N/A)

0.91± 0.044
(0.057s/g)

(N/A)

0.77± 0.065
(0.076s/g)

(N/A)

0.85± 0.062
(0.053s/g)

(N/A)

0.95± 0.019
(0.207s/g)

(N/A)

0.91± 0.022
(0.037s/g)

(N/A)

1.03± 0.039
(0.302s/g)

(N/A)

Table 2: Generalization results for large-sized datasets (10,000 nodes), reported similarly as Table 1.
Note, we do not specify the peak memory usage as no bespoke training was executed. Additionally,
we report performance only for those methods that could be evaluated on the entire datasets.

Method (↓) Dataset (→) ER PL

BCAS 0.63± 0.085
(0.015s/g)

0.99± 0.002
(0.679s/g)

No-CAS 1.17± 0.024
(5.349s/g)

0.99± 0.001
(3.372s/g)

DP-GNN3 N/A
(36239.508s/g)

N/A
(39994.408s/g)

Erdos-GNN 1.07± 0.023
(19.2s/g)

0.94± 0.009
(18.41s/g)

LwDMIS 0.99 ± 0.020
(0.541 s/g)

0.92 ± 0.003
(0.296s/g)

small datasets (Table 1, left half). On the medium datasets (Table 1, right half), its performance is201

1.30–4.20x worse than any next best method across datasets while running more than 1,000x slower202

and consuming up to 27.44x more memory than other methods. In contrast, earlier methods such as203

LwDMIS and Erdős-GNN exhibit better tradeoffs over different graph sizes: LwDMIS is reasonably204

fast but performs similarly or worse than Erdős-GNN, especially on small graphs, while Erdős-GNN205

achieves its stronger performance at the cost of slower speeds and worse scalability. Our model206

variants strike an effective balance between these, delivering 1.07–1.22x better performance than207

either method while also reducing runtime (6.18–24.8x faster), and saving up to 2.78–12.97x memory.208

This demonstrates the efficiency and scalability of our model when compared to any other existing209

learning method.210

Generalization. We highlight our model’s generalization ability by training our model variants on211

small synthetic datasets and then evaluating them on corresponding datasets 100x their size (Table 2).212

DP-GNN, Erdős-GNN, and LwDMIS display the same strengths and weaknesses as for the smaller213

datasets: DP-GNN scales so poorly that its runtime is four orders of magnitude worse than the others,214

Erdős-GNN achieves decent performance but is slower than the remaining methods, and LwDMIS215

runs very quickly at the cost of inferior performance. Our No-CAS variant, although not as fast as216

LwDMIS, achieves far superior performance to any other learning method and even ties Gurobi’s217

performance in a third of the runtime. On the PL dataset specifically, BCAS achieves the same great218

performance, but is 4.97x faster than No-CAS and 14.73x faster than Gurobi.219

1Restricted evaluation, 10,000 snapshots of test dataset
2LwDMIS fails to train on some graph snapshots; thus, we do not report its peak training memory usage
3Restricted evaluation, 6 snapshots of test dataset
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every time step and the complexity of local aggregation is entirely dependent on neighborhood size.367
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Table 3: Pearson correlation for model performance and runtime vs. properties of graph snapshots.
Correlation coefficients are calculated over all 75,000 graph snapshots in the testing splits of our
medium datasets. Due to the large number of samples, we set our threshold for significance at
p < 10−10. All reported correlations are significant with p < 10−40, except the one value marked
with a (†), which has p = 0.00095.

Performance Runtime
Graph Properties BCAS No-CAS BCAS No-CAS

# Edges 0.99 0.97 –0.09 0.98
Min. Degree 0.91 0.94 –0.15 0.92
Max. Degree 0.96 0.89 0.12 0.92
Ave. Degree 0.99 0.97 –0.06 0.98

Ave. Clustering Coefficient 0.99 0.95 –0.01† 0.97
Diameter –0.68 –0.79 0.43 –0.74

Ave. Node Distance –0.75 –0.85 0.39 –0.81

B Model Pseudocode368

Algorithms 1–3 show pseudocode for our model’s initial MaxIS generation procedure, update training369

process, and integral solution generation procedure, respectively. Throughout, graph snapshots Gt,370

edge events Et, signals st(·), node memories mt(·), node estimates pt(·), and node losses ℓt(·) are371

defined as they were in the main text. Bold versions of these notations refer to the vector of all node372

properties of that type (e.g., mt refers to all node memories). In a slight abuse of notation, we use373

N x
t (Et) to denote all nodes within an x hop-distance from the edge event Et; i.e., the endpoints of374

the edge event are in N 0
t (Et), those endpoints and their neighbors are in N 1

t (Et), and so on.375

Algorithm 1 Initial MaxIS Generation Epoch
1: Initialize all node memories as m0 ← 0.
2: for all edges (u, v) ∈ E0 do
3: Let E be the edge event of adding (u, v).
4: Do event handling with signal s← [enc(E) || 0] as in Eq. 1.
5: Update m0(u)← GRU([m0(u) || s]) and m0(v)← GRU([m0(v) || s]) as in Eq. 2.
6: Compute node estimates p0 from the updated node memories m0 as in Eqs. 3–5.
7: Compute node losses ℓ0 from p0 as in Eq. 6.
8: Compute cumulative loss L0 ←

∑
v∈V ℓ0(v).

Algorithm 2 Update Training Epoch
1: Initialize node memories m0 using Algorithm 1.
2: for all edge events Et ∈ (E1, E2, . . . , ET ) in the training set do
3: for all nodes v ∈ Nα

t (Et) do
4: Do event handling with st(v)← [enc(Et) || rt(v)] as in Eq. 1.
5: Update mt(v) using st(v) as in Eq. 2.
6: for all nodes v ∈ N β

t (Et) do
7: Compute estimate pt(v) from mt(v) as in Eqs. 3–5.
8: for all nodes v ∈ N β

t (Et) do
9: Compute node loss ℓt(v) from pt as in Eq. 6.

10: Compute cumulative loss Lt ←
∑

v∈Nβ
t (Et)

ℓt(v).

C Experiment and Details376

Each dynamic graph is divided into its training, evaluation, and testing splits, arranged chronologically377

with increasing time steps. We use a 70:15:15 training, evaluation, testing split for small datasets and378
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Algorithm 3 Integral Solution Generation (Testing & Inference)
1: Initialize node memories m0 using Algorithm 1.
2: for all edge events Et ∈ (E1, E2, . . . , ET ) in the testing set do
3: for all nodes v ∈ Nα

t (Et) do
4: Do event handling with st(v)← [enc(Et) || rt(v)] as in Eq. 1.
5: Update mt(v) using st(v) as in Eq. 2.
6: for all nodes v ∈ N β

t (Et) do
7: Compute estimate pt(v) from mt(v) as in Eqs. 3–5.
8: for all nodes v ∈ N β

t (Et) do ▷ Estimate Rounding
9: if pt(v) ≥ 0.5 then It(v)← 1.

10: else It(v)← 0.
11: while there exists a node v ∈ N β

t (Et) with violations do ▷ Violation Removal
12: Choose the node v ∈ N β

t (Et) with the most violations.
13: Remove v from the MaxIS wtih It(v)← 0.

a 50:25:25 split for medium datasets. The large datasets only have 5,000 time steps because we use379

them solely for generalization experiments and do not train our model on them.380

All methods were trained (if applicable) and tested on a machine with an AMD EPYC 7413 CPU and381

a 20 GB slice of one NVIDIA A100 GPU. For the learning methods, training was halted after seven382

days. For Gurobi, we enforced a time limit of 1 s per snapshot; this is sufficient for producing exact383

solutions for small datasets, but yields approximations for medium and large ones.384
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