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Abstract

In this work, we consider the data-driven assortment optimization problem un-
der the linear multinomial logit (MNL) choice model. We first establish an im-
proved confidence region for the maximum-likelihood-estimator (MLE) of the
d-dimensional linear MNL likelihood function that removes the explicit depen-
dency on a problem-dependent parameter ! in previous result [42], which scales
exponentially with the radius of the parameter set. Building on the confidence
region result, we investigate the data-driven assortment optimization problem in
both offline and online settings. In the offline setting, the previously best-known
d

KN g*

result scales as O ( , where ng« denote the number of times that optimal

assortment S™ is observed [26]. We propose a new pessimistic-based algorithm
that, under a burn-in condition, removes the dependency on d, s~ ! in the leading
order bound and works under a more relaxed coverage condition, without requiring
the exact observation of S*. In the online setting, we propose the first algorithm
to achieve O(\/dT) regret without a multiplicative dependency on x~'. In both
settings, our results nearly achieve the corresponding lower bound when reduced
to the canonical N-item MNL problem, demonstrating their optimality.

1 Introduction

In modern data-driven decision-making problems, a key challenge for sellers, often managing a
large inventory, is determining a subset of products, also referred to as an assortment, to display to
customers. For instance, when customers search for "laptops"” on an e-commerce platform, the system
must select an assortment from thousands of options to present. Due to space constraints or cognitive
overload, only a limited number of items—at most K —can be displayed at a time. This motivates
the study of assortment optimization with cardinality constraints, where the seller aims to identify
the optimal assortment of K items to display in order to maximize revenue.

The revenue of an assortment .S depends on both the revenue of each item ¢ € .S and the final choice
made by the customer after observing S. While the revenue of individual items is often known to the
seller, the customer’s choice behavior is unknown and must be estimated from data. A large body of
work has focused on modeling customer choice behavior in the context of assortment optimization
[40L 152, 1411 [7, 22) 25, 16, [12]. Among these models, the multinomial logit (MNL) model and its
linearly parametrized variant stands out as a widely used approach and serves as a foundation for
understanding more complex models due to its clear mathematical structure, computational simplicity,
and ease of calibration [11]].

In the linear MNL choice model with IV items, each item ¢ € [N] is associated with an d-dimensional

feature x;, and its utility, presenting its attraction to customers, is given by v; = x; 0* for some
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Offline Learning

Leading-Order Upper Bound Lower Bound Remark
i26] O(Vd/(wns))t - s = Ypo1 1H{Sm = 5"}
1291 O(K//n*) Q(K/Vn*) N-item setting, n* = min;es- Y m_; 1{i € S*}

Burn-in condition max;eun, s, [|#; HHEI(gg) < ﬁ

O(/Sies: SIS Nl 1))
0(,/d Ties: SISl )

Our work

Uy [Tres P E PNl )

No burn-in condition

Online Learning

Leading-Order Upper Bound Lower Bound Remark

5 O(VNT) Q(y/NT/K) N-item setting
17 - Q(VNT) N-item setting
(181 O(dvT) QdVT/K) Adversarial context with initial exploration
42] O(k~'\/dTTog N) - Adversarial context with initial exploration
[44] 6(Kd\/T) - Adversarial context with uniform reward
351 O(dVT) Q(dVT) Adversarial context

Our work 0 (VdTTog N) Q(VdT)* Fixed design

Adversarial context with initial exploration®

Table 1: Comparison of offline and online assortment optimization results, where p;(.S) denote the
choice probability of item ¢ under assortment S; only leading-order terms are presented for notational
simplicity.

t The x’ notation in [26] defined in a different way as those in other works, but the still suffers from the
exponential dependency on ||6*|| in the worst case.

 When consider the canonical N-item setting with z; = e;,d = N, the Q(+/NT) result in [T7] implies this
result.

* We leave the related algorithm design and proof to Appendixdue to space limitation.

underlying 0* € R?. After given an S, the choice of the customer then follows the standard
multinomial distribution as described as in (I). While data-driven assortment optimization with
the linear MNL model has been extensively studied [[14} 4650, 4} 15, [19] 48], most of the existing
literature focuses on the online learning setting. The current best-known regret bounds are given as
O(dvT Ax~'\/dT Tog N). When specialized to the canonical N-item setting (d = N, z; = e; being
the canonical basis), the regret either exhibits an additional v/d dependence or incurs a multiplicative
dependence on x~!, a problem-dependent quantity defined in (2), which may scales exponentially
with ||0*||. Besides the online setting, the only known works in the offline learning setting [26, 29]
either focus on the canonical /NV-item setting or rely on restrictive assumptions about the coverage of
the data.

Motivated by these gaps, we propose new algorithms in this work that achieve improved online regret
and offline sample complexity guarantees. Our methods build on a sharper analysis of the linear
MNL likelihood function, which serves as the foundation for most existing approaches under the
linear MNL model. We compare our results with previous works in Table [I] and summarize our
contributions as follows:

1.1 Our Contributions

Sharper Confidence Region result for Maximum Likelihood Estimator. Our first result is an
improved confidence region for the linear MNL maximum likelihood estimator (MLE), which
incorporates variance information and avoids explicit dependency on x. More precisely, given
the conditional independence of the observed choice dataset D := {iy, S }7_,, we show that the
corresponding maximizer 8 of the linear MNL likelihood function, under a burn-in condition, satisfies
that with high probability, |xT(§— 0" = 6(||$HH51(9*))7 Y|lz|| < 1, with Hp the Hessian
matrix of the log-likelihood function given D. Our result provides an non-asymptotic variant of the
large-sample asymptotic 21 (6 — §%) = N(0, ||z|| "y () Which holds for general M -estimators
under certain conditions [37], and improves the best previous non-asymptotic result under the same
assumptions, stated as | " (5— 0*)| = O(rY||z||y/—1) [42], since it always holds that Hp (6*) = kV.
Our improvement stems from a novel variance-aware analysis combined with a careful exploration
of the self-concordant-like properties of the MNL likelihood function, which is inspired by recent
developments for MNL likelihood with adaptively collected data [44), 3| 35]].



Offline Assortment Optimization with Item-wise Coverage. Based on the sharp confidence region
result, we then consider the offline assortment optimization problem, where the seller can access to a
dataset D = {iy, Si}}'_; and aim to find the assortment that maximize the revenue. In this setting,
we provide an pessimistic-based algorithm and show that under a basic coverage number of each

items, it can achieve the sub-optimality gap that scales with O(3", cs Pi(S*)po(S™) |24 | H! 0+))
in the leading-order term. Notably, we can show that pi(S*)pO(S*)”xiHHgl(e*) > Y2 for

~ 7

ni =y p_y 1{i € Sk}, thus it suffices for each i € S* to be covered by S}, sufficiently many times

in order to ensure that ||z;|| ;-1 ., becomes small. In contrast, the best-known result for linear MNL
D

model prior to ours, presented in [26], scales as O ( d ) where ng. := > 7_ 1{S* = S }.

KN gx
This result has an additional d-dependency and a multiplicative x~'-dependency compared to
ours. More importantly, their approach requires the optimal assortment S* to be exactly observed
sufficiently many times, which imposes a restrictive coverage requirement on D. Finally, we show
that, when reduced to the canonical N-item setting with uniform item-wise rewards, our result

matches the Q2 (maxi Vv K/ nz) lower bound recently developed in [29]. This demonstrates that

the proposed item-wise coverage measure, p;(5*)po(S5™) @il ;-1 9+ ), is an appropriate metric for
D
sample complexity in the offline setting.

Improved Regret for Online Assortment Optimization. In the online assortment optimization
setting, where the seller starts without prior knowledge but can interact with arriving customers
over T' rounds, we design an algorithm based on the SupCB framework [8]] that achieves a regret of

O(\/dTTog N + #x~1d). This result improves upon the previous regret bound of 6(K_1\/dT log N)
in [42]] by reducing the dependency on £~ '. Our result also improves the O(d\/T + k- 1d) result
in [44]35]] on the dependency of d when N = o(2%). Especially, our result is nearly optimal in the

sense that it nearly matches the Q(+/dT’) lower bound in [I7] when reduced to the canonical N-item
setting .

1.2 Related Works

Data-Driven Assortment Optimization. The online assortment optimization problem under the
MNL choice model has been extensively studied in the literature [[14, 46 50} 4} 5,19} 48]. Among

these works, [4,15] and [[L7] were the first to close the (:)( v/ NT) minimax optimal regret for the canon-
ical N-item setting. In the linear MNL setting, [[18}44] proposed algorithms achieving a regret of
dvV'T + Poly(x 1, d), but these algorithms are computationally intractable. While [42] proposed com-

putationally tractable algorithms for the same setting with a regret of 9] (m_ld\/’f Ak~1dTlog N),
their results depend on x£~! in a multiplicative manner. The only known computationally tractable

algorithm achieving 5(d\/T) regret with additive dependency on x~! is that of [35]]'| Our result
contributes to this direction by improving the best-known regret bound with additive k™" dependency

from O(dv/T) to O(dv/T A /dTlog N). For the offline assortment optimization problem, the only
known works are [26]] and [29]]. [26] were the first to design a pessimistic-based algorithm for the
linear MNL setting. Their algorithm is based on the assortment-wise pessimistic principle, and its
performance bound scales to n;*l / %, with ng+ the number of times the optimal assortment S* is
exactly observed in the dataset. On the other hand, [29] studied the canonical /N-item setting{ using

an item-wise pessimistic principle. They showed that the minimax rate in this setting is WoT—

min;ecg* ng
where n; is the covering time of item ¢ by the observed assortments, thus relaxing the requirement in
[26]. The algorithm design in our work can be seen as a generalization of the item-wise pessimistic
principle in [29] to the linear setting, with a new concept of item-wise covering introduced. Finally,
beyond the MNL setting, learning problems involving additional constraints [20, [10} [15] or other
choice models [43l 116,139 156,55] have also been explored.

Offline Learning via Pessimistic Principle. Our design of offline algorithms follows the same
spirit as the pessimistic (conservative) methods [54}33] in offline bandit and reinforcement learning.
The sample efficiency of pessimistic algorithms under partial coverage in the offline setting has been

'3]] also proposed a computationally tractable algorithm with a similar regret; but their proof contains a
technical error, as discussed in Appendix L of [35].



demonstrated in a series of studies [30, 145, 57]]. Unfortunately, the setting considered in these works
is not directly applicable to the assortment problem, due to differences in the feedback structure.

Online Learning with Bandit Feedback. The algorithm design in most online MNL works draws
from the optimistic principle, a concept extensively explored in online bandit learning [8l 23} [1}151}34].
In particular, the logistic bandit problem can be viewed as a special case of the online assortment
problem with K = 1, which faces a similar challenge of eliminating the multiplicative dependency
on a problem dependent parameter similar to x !, motivating a number of studies [2, 27, 28 31]]. In
particular, the confidence region result in our work can be regarded as a generalization of [31] to the
MNL setting and our improvement over [42]] parallels that of [31]] for [38].

2 Preliminary

Revenue Maximization under the Linear MNL Model. We study the assortment optimization
problem, which models the interaction between a seller and a customer. Let {1,..., N} denote the
set of N available products/items. An assortment .S C {1,..., N} represents the subset of products
that the seller offers to the customer. When presented with assortment S, the customer chooses
a product from the choice set S = {0} U S, where {0} represents the no-purchase option. In
the N-item MNL model, each item has an attraction value v; > 0. When a customer encounters
assortment .S, the probability that he/she will choose product ¢ € S is given by
(S[v) = ———. 1
(RS e v

Each item ¢ generates a revenue r; when purchased, while the no-purchase option generates no
revenue: 9 = 0. The seller’s goal is to maximize the expected revenue from the selected assortment,
defined as 5
icS TiU;
R(S|v) := Zripi(5|'u) = _=es T

ies 1+ 2165 Y

In the d-dimensional linear MNL model with fixed design, each item i € [N] is further associated
with a vector ; € R?, and there exists a underlying parameter §* € R? so that v; = exp(x; 6*).
With X := (z1,...,zy5) € RV*? we also abuse the notation p;(S|0*) := p;(S|exp(X "0*)) and
R(S|6*) := R(S|exp(X T6*)) to denote their dependence on 6* when there is no ambiguity.

Following standard research conventions, we consider the assortments S where |S| < K. In
the following context, we denote Si the set consist of all K-sized assortments and S* =
argmaxge s, [2(.S|0*) the optimal assortment.

Throughout the paper, we assume that the attraction values v; and the underlying parameter norm
||6*|| are bounded by constants V' and W, respectively. We also introduce the problem parameter

K := min minp,;(S|60*)po(S|6* 2

amin minp;(S]97)po(S16%), @

it can be seen that ! can scale with exp (W) even when V is small. It is worth noting that a series

of previous works on MNL bandits [18] 44l 3, 35] focus on improving the dependency on x~! in the
sample complexity.

Offline Assortment Optimization. In the offline assortment optimization setting, the seller does not
know the underlying parameter 6* but can access to a pre-collected dataset {i;, S; }_; consisting of
the choice-assortment pairs, where for each given S, the corresponding 7; is sampled independently
from the linear MNL choice model with parameter 8*. The seller’s goal is to approximate the optimal
assortment based on those observed data, the learning objective is the sub-optimality gap, defined as

SubOpt(S) := R(S*|0*) — R(S|6*),
which measures the gap between the revenue of assortment .S and the best-possible revenue.

Online Assortment Optimization. In the online learning setting, the seller can interact with the
coming customers for 7" rounds. At each time step ¢, the seller provides an assortment S; € Sk to
the customer and then receives a feedback ¢, drawn according to the distribution specified in ().
The goal of the seller is to design a policy m = (1, ..., 7r), where each 7, adaptively selects the



assortment S; based on the historical observations, to minimize the cumulative regret over 7', defined
as

T
Reg(T) = E[) | SubOpt(Sy)],

t=1
which measures the total sub-optimality of the policy 7 over T rounds.
Notations Through out the paper, for any real numbers a, b we use the notion a V b to denote

max{a, b}, and we use the notation a < b if there exists some absolute constant ¢ > 0 so that a < cb.
For matrices and vectors, given any vector z € R? and A € R?*9, we denote |- the £o-norm, and

|lz|la ;= VT Az, we also denote AT the pseudo inverse of A.

3 Improved Confidence Region for the Linear MNL MLE

In this section, we present our main result on the improved confidence region for the linear MNL
MLE. While we focus on the fixed design setting in the main text, where each item’s feature x;
remains unchanged throughout ¢, we allow the observed feature x;; to vary across rounds in the
dataset to ensure generality in this section’s result, and we denote X; := {x; };c[n7 throughout this
section. Given any dataset D := {i;, Xy, S¢ }-, the linear MNL log-likelihood function is defined
as

(p(0) =Y > yilogp;(Silexp(X,[0)),

t=1;je(St)+

where y;; = 1{i; = j}. In the following context, for any A > 0 we denote 52\7 the \-regularized
MLE, i.e.,

~ A
07, = argmaxycgalp(0) — 5”9”%

Our first result establishes a confidence interval for 27 8}, with any ||z|| < 1 given the following
conditional independence assumption:

Assumption 1. Condition on {(X, St)}1—1, the observed choices {i;}}_, are mutually independent.

Theorem 1. Given D := {i;, Xy, S:}}, and 51)5 the \-regularized MLE under D. Suppose
Assumption|l| then for any x € R% with ||z|| < 1, if we denote Hp (6) the Hessian matrix of {p at 0,
H)(0) := Hp(0) + A, and N,y as the total number of distinct vectors appeared in {xy; }jes, k<t
we have condition on

1 1
max ||Tk. -1 < A ,
kgt,jesk” k,J”HB(F) )7t = dlog(Ngff/5) VAW

it holds that with probability at least 1 — §
i)

64

1 * Ry *
FHD(O") < Hp () < 2Hp(6%).
ii)

2T (B~ 7)1 < ey 0ny-2 (36) Tog( "2 + 64VAID)

Technically, our proof of Theorem|[I] detailed in Appendix [B] builds on a extended framework for
proving Theorem 1 of [31]]. But several new ideas that rely on the geometry and self-concordant
structure of the K-MNL loss are introduced. These structural properties have recently attracted
much attention in the theoretical study of MNL bandits and are essential to our argument. The main
technical contribution appears in Lemmal6 where we use the curvature of the MNL loss to design a
confidence region that does not depend explicitly on K or «. This result improves upon [42], which
is the only previous work giving d-free confidence bounds under the independence condition, and
parallels the refinement technique in [36]], which is developed for obtaining sharp variance-dependent
bounds.



Comparison to Previous Dimension-Free Result. Prior to our result, the only confidence interval
for the linear MNL MLE achieving a V/d-free rate is stated in [42]]. Their confidence region result
scales as O(k™!||z||,,~1) under the burn-in condition

t

Amin(Ve) = 6742, Vi=)" Y apja) .

k<t jES)
By the relation H;(6*) = xV; and

2 —1
kgql,?é(sk”zk’jHH:l(e*) < (AAmin(V2))

our result provides an improvement over [42] in both the confidence interval and the burn-in condition.

Comparison to other Confidence Bound Results. Besides [42], a line recent works have focused on
deriving confidence regions for the MLE that are independent of « [44] 3] 35]. It is worth mentioning
that results in [44} 3| 35]] no longer require the burn-in condition or the conditional independence
assumption, with a price of introducing an additional factor of v/d in the resulting confidence interval.
The requirement of a burn-in condition to achieve sharp dependency on d first appears in the logistic
linear bandit literature, where such a condition arises as [31} 138]] refine the results of [27} 2| 28] by
improving the dependency on a v/d factor. This corresponds to a special case of our setting with
K = 1. In Appendix we present several comparison experiments to those burn-in time free
bounds to discuss the sensitivity to burn-in condition of Theorem|T}

4 Offline Assortment Optimization with Linear MNL Choices

In this section, based on the confidence interval result in Theorem I we present the algorithm for
offline assortment optimization problem and the corresponding theoretical guarantee.

Throughout this section, we assume W.L.O.G. that H»(0*) is invertible to maintain notational clarity;
otherwise, we consider the A-regularized MLE and its corresponding confidence region for A very
close to 0, which does not affect the theoretical results.

4.1 The LCB-LinearMNL Algorithm

For the offline assortment optimization problem, we propose the LCB-LinearMNL algorithm, as
detailed in Algorithm [I] The design of Algorithm [I]is inspired by the lower-confidence-bound
technique, also known as the pessimistic principle, which has been shown to be theoretically effective
in the offline policy learning literature [30,45}|57]]. The LCB-LinearMNL algorithm consists of two
steps, the pessimistic estimation step and the revenue maximization step.

Algorithm 1 LCB-LinearMNL

Input: Dataset D = {(i;, S;)}7_;, feature set X

Compute the MLE 6 = argmax,y?,, ()

Compute the pessimistic value v*°® as in (3)) for each i € [N].

Select the pessimistic assortment: S“P = argmax g s, R(S|v"“).
Return: SLCB

AR A

Pessimistic Estimation In the pessimistic estimation step, with the MLE 0 D, the algorithm first

compute
up P =l 0p — 72| -1 5 V108 (Nest/9)

then takes the pessimistic value estimation for each item i € [N] via

ULCB _ exp(u,{-“CB) if1 € U_?:l S]7
¢ 0 otherwise ’

3)

LCB

%

The confidence region result provided in Theorem ensures the pessimistic property holds for v
i.e. vEOB <y, 1= ¢% 9" forall i € [N] with high probability.



Revenue Maximization After computing the pessimistic values for each item, the algorithm proceeds
to the revenue maximization step, where it selects the assortment that maximizes revenue under v~°5

4 .

This step can be efficiently solved using several well-studied polynomial-time algorithms [46} 24} 9.

4.2 Sub-optimality Gap Guarantee
Now we present the sub-optimality gap guarantee of Algorithm [I]

Theorem 2. Suppose the burn-in condition 64 maxcg, rein)l|7; ||H51(0*) < ((dlog(Neg/d))) -1/2
holds, then with probability at least 1 — 6, we have

LCB Qx| Q* * | Q* 12 12
SubOpH(S™P) <36, |57 S0 (S 107N oy + 35 mles i
J

)
up to logarithmic factors.

Theorem [2[ shows that the leading-order complexity of the sub-optimality gap depends on the
summation of p;(S*|6*)po(S*|6*)||z; ||H51(9*) over j € S*, which measures how well the items
in the optimal assortment are covered by the observed assortment data. Here we provide a upper
bound of the this quantity with respect to item-wise coverage numbers to make the Theorem 2] more
transparent:

Proposition 1. Denote n; := > ken] 1{i € Sk} and n* := min;c g+ n;, then it holds that

1+Zk€S Vg
P (S*10%)po(S*10%) |2 [1% -1 5.y S max =
j;:* ’ PRI ™ s ST Y vk

Based on Proposition[I} we can further obtain the following sub-optimality guarantee of Algorithm [I]
Corollary 1. Denote n; := Zke[n] 1{i € Sk} and n* := min;e g« n;, then it holds that under the
same condition on Theorem[2] we have with probability at least 1 — 0,

1+ Vg K
SubOpt(S™“P) < max Liesn %,

m 0+ s vt A

up to logarithmic factors

Results under Fixed Data Collecting Policy. In the setting that {S;}7- ; is sampled i.i.d. from some
fixed exploration policy 7°, the burn-in condition in Theorem [2| always holds as n — +oc. Then
Theorem [2)implies the following large-sample asymptotic

~ 1
SubOpt(SLCB)O< - )
\/anes*pj(S*Iﬁ*)po(S*lﬂ*)lllel 1

with Hofr := Egrmy [Ziesp0(5’|9*)pi(5|9*)xix:] asn — +oo.

Comparison to Previous Results. Prior to our work, the sample complexity of offline assortment
optimization under the linear MNL model was largely unexplored. The only known result, from

[26]], considers a fixed policy S; ~ 7o and yields a complexity of 0] ( #f((s*)» which depends
on how often the optimal assortment S* is sampled. In contrast, our result avoids multiplicative
dependence on d and £~ ! in the leading term and does not require full coverage of S*. Instead, it

suffices for S* to be explored through assortments with non-orthogonal feature overlap.

Result in the Canonical V-item setting and the Optimality. In the canonical N -item MNL setting,
a special case of the linear MNL setting with d = N and x; = e;, a very recent work [29]] shows a
similar result to Corollary 1| where the coverage condition for each item is sufficient for learning of
the optimal assortment. Their algorithm design shares the same spirit as ours in employing an item-
wise pessimistic principle. However, their algorithm and analysis rely heavily on the rank-breaking
technique [48l 149} 32]] , which is challenging to extend to the general linear MNL setting. More

specifically, they propose a ©(K/v/n*) complexity result and a ©(+/K /n*) complexity result in



the uniform reward setting (r; = 1). In particular, Propositionimplies the same 6(K /+/n*) upper
bound in general setting and an improved O(y/ K /n*) bound in the uniform reward setting, since S*
consists of the top-K items by value. These results, together with lower bound established in [29],

) for the

suggests a corresponding lower bound of 2 (\/Zjes* p; (S*160%)po(S*16*) ||z ||§{51(9*)

offline linear MNL bandits for both uniform and non-uniform reward setting.

Eliminating the Burn-in Condition. The burn-in condition in Theorem 2] stems from the confidence
region requirement in Theorem|[I] The item-wise pessimistic estimation in Algorithm|I]is flexible
and can incorporate alternative confidence bounds by replacing (3). In particular, using confidence
regions for adaptively collected data (e.g., [42l 44]) yields a burn-in-free guarantee at the cost of an
additional v/d factor. We state the main result below and defer the proof to Appendix

Proposition 2. There exists a plug-in confidence region result so that when replacing the pessimistic
estimation step in (3) by this result, the output Algorithm|[I]satisfies

LCB . * | O* * | O* 112 112
SWOpH(S'P) £ 3 | OIS TN o ey + e o
J *

with probability at least 1 — § up to logarithmic factors.

5 Online Linear MNL Bandits

5.1 The SupLinearMNL algorithm

In this section, we propose a linear MNL bandit algorithms by leveraging the confidence region result
established in Theorem[I] A detailed description of our algorithm is provided in Algorithm[2] To
effectively balance the exploration-exploitation trade-off while keeping the independence of collected
samples, we apply the SupCB framework of [8]], incorporating a sophisticated action set elimination
procedure and sample splitting procedure, as in [21} 38} 31} [13|42]. However, several modifications
have been made to our algorithm to ensure the burn-in condition of Theorem |l|and to utilize the
first-order geometry of the revenue functions, as described below.

The SupCB Framework. Similar to the standard framework in [8]], Algorithm[Z]divides the collected
samples into S bins, denoted as W1, ..., ¥,41. To maintain independence while accounting for the
first-order geometry, we add an additional bin, ¥ g1, as in [31]], which contains a rough estimator
for approximating the first-order coefficients of R. After an initial pure-exploration period of length
T—ensuring that each bin collects sufficient samples, as explained in the next paragraph—the
algorithm enters an adaptive elimination phase conducted through a multi-layer procedure that loops
over the first S bins.

Initial Exploration Phase. The initial exploration phase is designed to ensure the burn-in condition
in Theorem (1} More precisely, the initial exploration phase ensures that max;e ([l ;1 g+ 18 well
T,

controlled for every ¢ € [S+1] with high probability. Note that since H, ¢(0*) = kV; ¢, with V., :=
D a<rsel, DkeS aay, , it suffices to ensure that max e k~12||z||,+ is well bounded for
=" Y s 7,0

every /. To achieve this goal with finite sample complexity, the algorithnf repeatedly taking the
exploration assortments containing uncertain items until

1

<t AL
dlog(NT) W

holds for all £. Careful readers may notice that to compute (@), we need prior knowledge of  as an
input to Algorithm 2] which is a problem-dependent quantity. When the exact value of « is unknown,
we can instead use the parameter radius W (or its upper bound) to provide a conservative estimate.
In particular, exp(—K W) can be used as a worst-case bound for . It should be noted that there may
exist problem instances where &« is strictly smaller than its worst-case bound. Designing algorithms
that achieve the same regret guarantee while fully adapting to an unknown x, as in [44, [33]], is left for
future work.

“

—1/2 ‘
512k mjax||x]||vjl

Adaptive Elimination Phase. After entering the adaptive elimination phase, the algorithm stops
allocating samples to U gy ;. The MLE

By = argmaxylp_ ., (0) Q)



Algorithm 2 SupLinearMNL

Input: Time horizon T, problem-dependent factor «.

initialize M = logo T\ A = 1,7 = 1,01 = --- = WU = .

while (@) is not satisfied for some ¢ € [M] and j € [N] do
Select arbitrary assortment that contains item j, add 7 into ¥,
T4—T1T4+1

end while R

U < (), compute 6y as in (5)

fort=7+1,...,Tdo
set 4 =Sk, S =0,4=1

10:  while S; = 0 do

11: Compute W/ g, RY®(S),VS € Ay as in (@), @).

RN AR

°

12: if Wﬁs > 2% for some S € A, then

13: select such S € Ay.

14: Uy« VY,U {t}

15: else if Wfs < 1/T forall S € A, then

16: take the action S; = argmaxg 4, Ry'5"(S)
17: Uy +— Pp U {t}

18: else

19: R+ maxgsea, RY%(S)

20: Apypr < {S € .A[,RH(,EB(S) > R-— 2_“'7}
21: {+—0+1

22: end if

23:  end while

24: end for

is computed based on the data in W g ; collected during the first 7 rounds and is fixed in all subsequent
time steps.

Ateach t > 7, during the /-th loop, the algorithm calculates the confidence level term

for i € Uge 4,5, with D; , the data collected in the /-th bin up to time ¢ and we simply denote gu

by H;\/ Then, based on the value of w; ; for each i, the assortment-wise confidence level for .S,
written as

Whs = 30\ 160105180 o (S100) ()2 + max(d4u,,)? )
€S

is calculated for each S € Ay. Then the algorithm takes one of the following steps based on {Wf st

Step (a). Exploration of Uncertain Items: If there exists some uncertain assortment (i.e., W/ g >
27%), the algorithm selects this assortment to explore it further.

Step (b). Output UCB Assortment: If all assortments are sufficiently certain (i.e., Wf’ g < 1/T for
all S € Ay), the algorithm outputs the assortment with highest UCB value, computed as

RYZP(8) == R(S|0"P), ®)
with 9B .= exp (xingt,e +uwyf,), Vie[N].
Step (c). Assortment Elimination: Otherwise, the algorithm performs assortment elimination over
Ay. Specifically, it first computes the maximum UCB value R. Next, it eliminates all assortments

S such that the UCB value gap, R- RE%B(S ), exceeds 2~¢. Finally, the algorithm loops to the
(£ + 1)-th bin with the eliminated item set Ay 1.



5.2 Regret Guarantee of Algorithm

Now we show the regret guarantee of Algorithm 2}
Theorem 3. With probability at least 1 — 1/T, we have Algorithm@satisﬁes

Reg(T) < \/dT log(NT)log(T) + £~ (d* + dW)log(dNTW).

Theoremestablishes a O(VdT + r~'d?>K?) regret bound. Compared to the O(x~V/dT) in [42]

and O(dv/T + = 1d?) in [35], our result is the first to achieve O(y/dT log N) regret in the linear
MNL setting with a second-order dependence on x~!. However, due to the need to enumerate over
Ay in the elimination (Line 20) and confidence computation (Line 11) steps—each takes Q(N K
times of computation in worst-case, similar to [[18] 42]—the algorithm is computationally inefﬁciené
Thus, Theorem [3| serves primarily as a theoretical benchmark, and we leave designing efficient
algorithms with similar guarantees as a future direction.

Problem-Dependent Regret with Uniform Revenue. While above results consider the non-uniform
revenue setting for general r € [0, 1]". We can show that in the uniform revenue setting where r; = 1
as in [44} 35]], an improved problem-dependent rate is possible: Denote

Zj es* Yy
K= i (S*|V)po(S*|v) = ——=""—5,
2 (ES s
we have the following guarantee of Algorithm 2]
Theorem 4. In the uniform revenue setting r; = 1,Yi € [N], Algorithm[2]satisfies

Reg(T) < \/dTk*log(NT)log(T) + ~*(d* + dW) log(dW NT).

Noticing that in the good scenario where all v; = ©(1) as in [35]], we have the above bound simply
turns to a O(+/dT/K) result, improving a /K factor than previous best known results. In Appendix,

we further show a Q(x*v/dT') problem-dependent lower bound for a large range of x*, implying the
optimality of Theorem []

Acknowledgments. This work is generously supported by NSF CCF-2419564, NSF CCF-2312205,
and 2026 New York University Center for Global Economy and Business grant.

References

[1] Yasin Abbasi-Yadkori, Ddvid Pal, and Csaba Szepesvari. Improved algorithms for linear
stochastic bandits. Advances in neural information processing systems, 24, 2011.

[2] Marc Abeille, Louis Faury, and Clément Calauzenes. Instance-wise minimax-optimal algorithms
for logistic bandits. In International Conference on Artificial Intelligence and Statistics, pages
3691-3699. PMLR, 2021.

[3] Priyank Agrawal, Theja Tulabandhula, and Vashist Avadhanula. A tractable online learning
algorithm for the multinomial logit contextual bandit. European Journal of Operational
Research, 310(2):737-750, 2023.

[4] Shipra Agrawal, Vashist Avadhanula, Vineet Goyal, and Assaf Zeevi. Thompson sampling for
the mnl-bandit. In Conference on learning theory, pages 76-78. PMLR, 2017.

[5] Shipra Agrawal, Vashist Avadhanula, Vineet Goyal, and Assaf Zeevi. Mnl-bandit: A dynamic
learning approach to assortment selection. Operations Research, 67(5):1453-1485, 2019.

[6] Aydin Alptekinoglu and John H Semple. The exponomial choice model: A new alternative for
assortment and price optimization. Operations Research, 64(1):79-93, 2016.

%A natural question is whether heuristic algorithms as in [I8] can be developed for our setting. The
main challenge lies in the assortment space A¢, which is exponentially large and unstructured. Unlike [18]],
where feasibility can be verified simply by checking the size of S, determining whether S € .4, may require
enumerating or storing all |.A¢| elements, making heuristic design particularly difficult.

10



[7] Arthur Asuncion, David Newman, et al. Uci machine learning repository, 2007.

[8] Peter Auer. Using confidence bounds for exploitation-exploration trade-offs. Journal of Machine
Learning Research, 3(Nov):397-422, 2002.

[9] Vashist Avadhanula, Jalaj Bhandari, Vineet Goyal, and Assaf Zeevi. On the tightness of
an Ip relaxation for rational optimization and its applications. Operations Research Letters,
44(5):612-617, 2016.

[10] Abdellah Aznag, Vineet Goyal, and Noemie Perivier. Mnl-bandit with knapsacks. arXiv preprint
arXiv:2106.01135, 2021.

[11] Gerardo Berbeglia, Agustin Garassino, and Gustavo Vulcano. A comparative empirical study of
discrete choice models in retail operations. Management Science, 68(6):4005-4023, 2022.

[12] Jose Blanchet, Guillermo Gallego, and Vineet Goyal. A markov chain approximation to choice
modeling. Operations Research, 64(4):886-905, 2016.

[13] Jose Blanchet, Renyuan Xu, and Zhengyuan Zhou. Delay-adaptive learning in generalized
linear contextual bandits. Mathematics of Operations Research, 49(1):326-345, 2024.

[14] Felipe Caro and Jérémie Gallien. Dynamic assortment with demand learning for seasonal
consumer goods. Management science, 53(2):276-292, 2007.

[15] Xi Chen, Mo Liu, Yining Wang, and Yuan Zhou. A re-solving heuristic for dynamic assortment
optimization with knapsack constraints. arXiv preprint arXiv:2407.05564, 2024.

[16] Xi Chen, Chao Shi, Yining Wang, and Yuan Zhou. Dynamic assortment planning under nested
logit models. Production and Operations Management, 30(1):85-102, 2021.

[17] Xi Chen and Yining Wang. A note on a tight lower bound for capacitated mnl-bandit assortment
selection models. Operations Research Letters, 46(5):534-537, 2018.

[18] Xi Chen, Yining Wang, and Yuan Zhou. Dynamic assortment optimization with changing
contextual information. Journal of machine learning research, 21(216):1-44, 2020.

[19] Xi Chen, Yining Wang, and Yuan Zhou. Optimal policy for dynamic assortment planning under
multinomial logit models. Mathematics of Operations Research, 46(4):1639-1657, 2021.

[20] Wang Chi Cheung and David Simchi-Levi. Assortment optimization under unknown multino-
mial logit choice models. arXiv preprint arXiv:1704.00108, 2017.

[21] Wei Chu, Lihong Li, Lev Reyzin, and Robert Schapire. Contextual bandits with linear payoff
functions. In Proceedings of the Fourteenth International Conference on Artificial Intelligence
and Statistics, pages 208-214. IMLR Workshop and Conference Proceedings, 2011.

[22] Carlos Daganzo. Multinomial probit: the theory and its application to demand forecasting.
Elsevier, 2014.

[23] Varsha Dani, Thomas P Hayes, and Sham M Kakade. Stochastic linear optimization under
bandit feedback. In COLT, volume 2, page 3, 2008.

[24] James Davis, Guillermo Gallego, and Huseyin Topaloglu. Assortment planning under the
multinomial logit model with totally unimodular constraint structures. Work in Progress, 2013.

[25] James M Davis, Guillermo Gallego, and Huseyin Topaloglu. Assortment optimization under
variants of the nested logit model. Operations Research, 62(2):250-273, 2014.

[26] Juncheng Dong, Weibin Mo, Zhengling Qi, Cong Shi, Ethan X Fang, and Vahid Tarokh. Pasta:
pessimistic assortment optimization. In International Conference on Machine Learning, pages
8276-8295. PMLR, 2023.

[27] Louis Faury, Marc Abeille, Clément Calauzenes, and Olivier Fercoq. Improved optimistic
algorithms for logistic bandits. In International Conference on Machine Learning, pages
3052-3060. PMLR, 2020.

11



[28] Louis Faury, Marc Abeille, Kwang-Sung Jun, and Clément Calauzenes. Jointly efficient and
optimal algorithms for logistic bandits. In International Conference on Artificial Intelligence
and Statistics, pages 546-580. PMLR, 2022.

[29] Yuxuan Han, Han Zhong, Miao Lu, Jose Blanchet, and Zhengyuan Zhou. Optimal offline
assortment optimization under multinomial logit model. arXiv preprint, 2025.

[30] Ying Jin, Zhuoran Yang, and Zhaoran Wang. Is pessimism provably efficient for offline r1? In
International Conference on Machine Learning, pages 5084-5096. PMLR, 2021.

[31] Kwang-Sung Jun, Lalit Jain, Blake Mason, and Houssam Nassif. Improved confidence bounds
for the linear logistic model and applications to bandits. In International Conference on Machine
Learning, pages 5148-5157. PMLR, 2021.

[32] Ashish Khetan and Sewoong Oh. Data-driven rank breaking for efficient rank aggregation.
Journal of Machine Learning Research, 17(193):1-54, 2016.

[33] Aviral Kumar, Aurick Zhou, George Tucker, and Sergey Levine. Conservative g-learning for
offline reinforcement learning. Advances in Neural Information Processing Systems, 33:1179—
1191, 2020.

[34] Tor Lattimore and Csaba Szepesvari. Bandit algorithms. Cambridge University Press, 2020.

[35] Joongkyu Lee and Min-hwan Oh. Nearly minimax optimal regret for multinomial logistic
bandit. arXiv preprint arXiv:2405.09831, 2024.

[36] Joongkyu Lee and Min-hwan Oh. Improved online confidence bounds for multinomial logistic
bandits. arXiv preprint arXiv:2502.10020, 2025.

[37] Erich L Lehmann and George Casella. Theory of point estimation. Springer Science & Business
Media, 2006.

[38] Lihong Li, Yu Lu, and Dengyong Zhou. Provably optimal algorithms for generalized linear
contextual bandits. In International Conference on Machine Learning, pages 2071-2080.
PMLR, 2017.

[39] Shukai Li, Qi Luo, Zhiyuan Huang, and Cong Shi. Online learning for constrained assortment
optimization under markov chain choice model. Available at SSRN 4079753, 2022.

[40] R Duncan Luce. Individual choice behavior, volume 4. Wiley New York, 1959.

[41] Daniel McFadden and Kenneth Train. Mixed mnl models for discrete response. Journal of
applied Econometrics, 15(5):447-470, 2000.

[42] Min-hwan Oh and Garud Iyengar. Multinomial logit contextual bandits: Provable optimality
and practicality. In Proceedings of the AAAI conference on artificial intelligence, volume 35,
pages 9205-9213, 2021.

[43] Mingdong Ou, Nan Li, Shenghuo Zhu, and Rong Jin. Multinomial logit bandit with linear
utility functions. arXiv preprint arXiv:1805.02971, 2018.

[44] Noemie Perivier and Vineet Goyal. Dynamic pricing and assortment under a contextual mnl
demand. Advances in Neural Information Processing Systems, 35:3461-3474, 2022.

[45] Paria Rashidinejad, Banghua Zhu, Cong Ma, Jiantao Jiao, and Stuart Russell. Bridging offline
reinforcement learning and imitation learning: A tale of pessimism. Advances in Neural
Information Processing Systems, 34:11702-11716, 2021.

[46] Paat Rusmevichientong, Zuo-Jun Max Shen, and David B Shmoys. Dynamic assortment
optimization with a multinomial logit choice model and capacity constraint. Operations

research, 58(6):1666—1680, 2010.
[47] Daniel Russo and Benjamin Van Roy. Eluder dimension and the sample complexity of optimistic
exploration. Advances in Neural Information Processing Systems, 26, 2013.

12



[48] Aadirupa Saha and Pierre Gaillard. Stop relying on no-choice and do not repeat the moves:
Optimal, efficient and practical algorithms for assortment optimization. arXiv preprint
arXiv:2402.18917, 2024.

[49] Aadirupa Saha and Aditya Gopalan. Active ranking with subset-wise preferences. In The 22nd
International Conference on Artificial Intelligence and Statistics, pages 3312-3321. PMLR,
2019.

[50] Denis Sauré and Assaf Zeevi. Optimal dynamic assortment planning with demand learning.
Manufacturing & Service Operations Management, 15(3):387-404, 2013.

[51] Aleksandrs Slivkins et al. Introduction to multi-armed bandits. Foundations and Trends® in
Machine Learning, 12(1-2):1-286, 2019.

[52] Kenneth E Train. Discrete choice methods with simulation. Cambridge university press, 2009.

[53] Dong Yin, Botao Hao, Yasin Abbasi-Yadkori, Nevena Lazi¢, and Csaba Szepesvari. Efficient
local planning with linear function approximation. In International Conference on Algorithmic
Learning Theory, pages 1165-1192. PMLR, 2022.

[54] Tianhe Yu, Garrett Thomas, Lantao Yu, Stefano Ermon, James Y Zou, Sergey Levine, Chelsea
Finn, and Tengyu Ma. Mopo: Model-based offline policy optimization. Advances in Neural
Information Processing Systems, 33:14129-14142, 2020.

[55] Mengxiao Zhang and Haipeng Luo. Contextual multinomial logit bandits with general value
functions. arXiv preprint arXiv:2402.08126, 2024.

[56] Yu-Jie Zhang and Masashi Sugiyama. Online (multinomial) logistic bandit: Improved regret
and constant computation cost. Advances in Neural Information Processing Systems, 36, 2024.

[57] Han Zhong, Wei Xiong, Jiyuan Tan, Liwei Wang, Tong Zhang, Zhaoran Wang, and Zhuoran
Yang. Pessimistic minimax value iteration: Provably efficient equilibrium learning from offline
datasets. In International Conference on Machine Learning, pages 27117-27142. PMLR, 2022.

13



A Technical Overview and Proof of Main Results

A.1 New Perturbation Results of Revenue Functions

As in previous works, to eliminate the multiplicative dependency on k!, we follow an improved
analysis that uses a second-order expansion of the revenue function R(S | e*) with respect to
w ;= X 6. However, when K > 2, the presence of multiple items in .S introduces significant
challenges. To handle this, a careful perturbation analysis is required to bound the resulting error.
For example, as noted in [35]], Equation (16) in [3] incorrectly extends the perturbation result from
the logistic bandit(/ = 1) setting, causing their analysis to fail. On the other hand, [44]] provides a
promising direction for handling such perturbations, though their result only applies to the uniform
revenue case where r; = 1. The only promised development for non-uniform revenue setting is given
by the recent work [35]], where an approach based on centralizing the context features are provided in
the proof of their Theorem 4. However, this argument is somewhat complex and requires a careful
auxiliary analysis.

In this section, we present several simpler and general perturbation results for revenue functions
for the purpose of analyzing Algorithm [T] and Algorithm 2] As a byproduct, we can show that
a straightforward plug-in argument based on our lemma allows us to extend the regret analysis
in [44]—which previously applied only to the uniform revenue case—to the general non-uniform
revenue setting, achieving the optimal O(dv/T + x~'d?) regret, we leave the detail to Section
Proposition 3. For any fixed revenue vector v and utility vectors u' € RY, denote u := log(v) and
w:=u —u,v = e¥' then

i) it holds for any Sy € Sk that

3
|R(So|v") — R(Sp|v)| < Z vj|r; — R(Solv)|? - Z 5 (Solv)po(Solv)w? + 3 gréasxw?
J€So Jj€So 0

ii) In addition, if Sy satisfies r; > R(Sg|v) for all j € S, then

|R(So|v") — R(Sp|v)| < Z 5 (Solv)po(Solv)w? + 312&5)(11)]2
j€So JE&0
Based on Proposition[3} we can further present the following result for the analysis of elimination-
based Algorithm 2]

Proposition 4. Suppose for some © > v it holds that R(Sy|v) > R(S*|v) — ¢, then forw =u —u
we have

* 2
R(5™|v) = R(So|v) <2 Z p;(Solv)po(Solv)wF + 5%%%“’;‘ + 2e.

Jj€So
A.2 Proof of Theorem

Proof. Throughout the proof, we denote &; := 72||; ||H71(§) \/10g(Negr/0), 61 by 0 for simplicity.
D
With above notation, we have
Zies 7 exp(ziTa— &)
143 esexp(a] 0 — &)

Now we have for v = exp(X " #*), it holds by Theoremthat with probability at least 1 — ¢ that
vCB < . Under such a condition, we have then

R(8*10") = R(S10%) <@ R(S*|v) = R(S|v"P) <y R(S*|v) — R(S*|v"F)

RLCB(S) _ R(S"ULCB) _

, VS e Sk.

<) Z ;i (S*|v)po(S*|v)w? + 3 max w;.
jes ’
Where (i) is by the monotone property of v at its the revenue maximizer(see e.g. Lemma A.3 of
[5] (i) is by R(S*|[v"B) < R(S|v*“B), (iii) is by the statement ii) of Proposition [3{and the fact
r; > R(S*|v),Vj € S*. This finishes the proof. O
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A.3 Proof of Theorem 3|

We first show the following exploration length upper bound result:

Lemma 1. In Algorithm[2] there exits some absolute constant ¢ so that the exploration phase will
stop after at most CoMr~d(+/dlog(NT) V W)? log(dNTW ) iterations, and it holds that

1

1
gy € e A —
D7) = Jilog(NT) - W

512 max||xz;
[

foreveryl € [M +1].

In particular, LemmalI] verifies the burn-in condition in Theorem[I]with A = 1. Consequently, it can
be applied in subsequent time steps as long as the independence assumption is satisfied, which is
guaranteed by the SupCB elimination framework.

Based on our exploration-phase analysis in Lemma|[l] we have the exploration phase incurs a regret

of order O(k~1d2 K2 1og(NT)), and the burn-in condition in Theoremis satisfied for all bins. So
it remains to bound the regret incurred from 7 + 1 to 7" under the event

2] (B — 0°)] < (72V/108(NT) + 128W) | 2 gy, Ve =75 € [NLLE[M], (©)
and |
%HM(G*) < Hyo(B0) < 2H,0(6%), ¥t >,j€[N],¢e M) (10)
which holds with probability at least 1 — O(1/T).

We would also note that (9) and together with (@) also implies
72 + 128

|9UjT(90 —0%)] < (72y/log(NT) + 128W)||$j||H;3(9*) < 512 <1, Vj
thus for any S and i € S,
(1) € e < pu(Sle) € < p(8[A)
e pi(S1bo) < =777 <PilS|v) £ - =——— < e"pi(5|00),
1+3 g™t 1+3 g™t
with u; 1= :chgo. As aresult,
Wis

274 < 24 (11)

<
\/Z es Pi(ST0)po(S1v) ;17
forany ¢, S and ¢t > .
Lemma 2. For every { and S € Ay it holds under () and (I0) that
|RYZP(S) — R(S10%)] < Wig 4271

Proof of Lemma[2] We divide the proof into two steps:

Step 1: S* € A, for each /. Ateacht > 7, we first show that S* € Ay for all £: The claim holds
for ¢ = 0 since Ay = Si. Now suppose S* € A;_; for some ¢ > 1, then suppose the algorithm
enters the step (c) at the ¢-th loop, it holds that by 'UE%B > exp(X " 0*) under (9) and (T0),

UCB(S*) > R(S™|6%) > R(Sg|9*)

for :S‘\g = argmaxge 4, REEB (S). On the other hand, we cannot directly apply Propositionto obtain

a perturbation bound for Sy, since it maximizes the optimistic revenue over an unstructured set Ay
rather than the structured set Sk .

For §g, it holds that by statement i) of Proposition

3
UCB(SE) Se|9* Z vjlr; — Sg\v |2 Z p;( S@|’U)])0(S€|’U)U} + - 3 Eré&;xw?.
I3

J€S£ ]GSz
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Now if we denote
= {j e Sur; > R(Siv)}, Sy =50\ S/,
then it holds that

Y- sl = R(Selo)? < 3 wslry = R(Sefo)| = D vi(rs = R(Silw)) = Y wj(r; — R(Selv))

jeS, jeS, ]ES+ je§[

=2 v(r; = R(Selv)) — R(Selv) <2 > wi(r; — RIFP(S) +2 > v (RYFE(S) — R(Selv))
]GSJr ]GSJr jGSJr

<23 vi(ry — RYTE(S)) + 2pg ' (Selv) (RYE(Sy) — R(Selv))
jes;f

<23 v(rj — R(S*[v)) + 2py " (Selw) (RYSE(Se) — R(Selv))
]GSJr

< 2R(S*v) + 29 (Su|0) (REF® (Sp) — R(Selv)),
where in the last second inequality we have used
RUEE1(S0) = RYGE,(S%) = R(S710%) = R(S,10%),

by S € Ay. As a consequence, for A := RUCB(Sg) — R(5,]6%) we get

3
A< \/QR (S*|v) + 2py Y(Slv)A \/Z D Sg|’v)p0(Sg|’U)w + - 5 max w}

€s,
jed, J ¢

Using the elementary inequalities

22<Az+B = z< <A+VB = 2><24®>+2B

A+VA%2+4B
2

for A, B,z > 0, we get then

A <S8 Z Dj S@\v)w +4 Z D Sg|’U)p0(S£|’U)U) + 3maxw < 24W£ < 276,

GS
jGSz ]GSg ¢

where the last second inequality is by (TT) and the last inequality is by Algorithm [2]does not enter
step (a) in ¢-th loop. Now we get

UCB(S*) > R(Sew*) > RUCB(S ) 2—@-{-6

thus then RYG®(S*) € Ay, as desired.

Step 2: Bound the regret of assortments in .4, Noticing that by the selection of A, we have
= Az — RUCB(S> > RUCB(S ) 2—Z+7 > RE%B(S*) _ 2—€+7
= R(S|v) > R(S*|v) — t{S — ot

where in the last line we have used Lemmafd] as desired. O

Similar to the proofs in [38] [31]], we can bound the regret of Algorithm[2]in a layer-wise approach:

Lemma 3. For each round t > 1, let {; denote the value of £ when Sy is selected. Then, under @)
and (I0), it holds that

4-274H8 if S, is selected in step (a)
* _ < b )
(5%) = R(5,) < {4/\/?, if Sy is selected in step (D).
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Proof. We have by S; € Ay,,
R(S10%) = REGLA(S0) = Wi = 2748 > R— 270
> RSP (57) — 2700 2 R(S*Jo7) — 270,
this shows the first inequality.
To show the second inequality, noticing that by Lemma[2] the condition of step (b) implies

|R(S) — RYSP(S)| < 8/T, VS €A,
Then by
R(Sy) > RSP (S:) — 8/T > R{P(S*) — 8/T > R(S*) —1=28/T,
the desired result holds. O

Now with Lemma 3] we can bounding the regret of Algorithm 2]for each bin ¥, separately. More
precisely, we have

Lemma 4. For each ¢ € [S], we have condition on &1, Es,

d
> R(S*) = R(S:) £ VdTlog(NT) + — log(NT). (12)
teWy,t>7 r
Proof. We divide the time indices in ¥, into

Tae = {t € Uy, t > 7,5, is selected at step (a)},
Toe:={t € Uy, t > 7,5, is selected at step (b)}.

By Lemmaand 278 <Wfg, forall j € Sy and t € T,, we have

> R(S)-R(S) < Y 4-27

t€Ta,e t€Ta,e
' ' (13)
_ 2 _ 2
ng: [EES /PSP (SOl 1 o) 108 NT + max(72y/log NT a5, 9-)°]
a,t ] t

To bound the above summation over 7, ¢, we apply the following linear MNL version elliptical
potential lemma:

Lemma 5 (Lemma E.2 in [35])). For A > 1, it holds that
Ta
L ey, , Yies, pi(S0po(Solle; 1% s < 2dlog(1 + Fexh).

- Ta
2 Yer,  maxics %y < 2dr~" log(1 + [ecly,

Applying this Lemma and Cauchy-Schwartz inequality in then leads to

24
> R(S*) — R(S)) < \/dITeo|1og(NT) log(1 + T/d) + “log(1+T/d)log(NT),
t€Ta.e

this provides the regret bound for the summation over 7, ¢.

On the other hand, by Lemma we have taking summation over ¢ € 7; ¢ naturally leads to

> R(S*) — R(Sy) < 8logT.
t€7—b,[

combining the upper bounds for 7, ¢, 75 ¢ and taking summation over ¢ then finishes the proof. [
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B Proof of Theorem[l

We begin with the following Lemma:
Lemma 6. Suppose the same independence structure as in Theorem|[I|and denote

~ (1
T A * L ‘ . e B
C=3V2 g fon O =001, &= amax emillay - #(Q) = (g~ 1DA+0)
we have
TN _ *
|x8||i‘0||D9 ( log(1/6) + & log 1/6) ( dlog(1/6) + dK log(1/5) - g+fw)+\/TW
(HM~!

Proof of Lemmal6] Since in this formulation the feature vector ., ; may change for each m, we
introduce the notation p,,;(6) to represent the probability that item j is chosen given S,, and @,,.
We also denote H7,(6*) by H}, Hp(6*) by H, for simplicity.

Noticing that by 67, maximizes £}, we have

t
VEOH) =0 = 3 3" @ (pni (@) £ pmg(07) = yms ) + A =0 =
m=1j€S,,

t
S 3 @ (g ) — pns(67)) + AEBD — 0%) = S5 s (g — 0°)) N0

m=1j€S, m=13€S,,

= > TPy (0)

JESm

=NmLj
Now if we denote

then for any 6 it holds that
Z xm,j ] Sm>wm39) _pmj(e*»

JESm

= L (0) — Lo (0%) = /01 DL (6% + 5(6 — 6))(6 — 6*)ds

— DLm(G*)(gf‘) —0")+ (/1 DL,,(0* 4+ s(0 —6%)) — DLm(G*)ds> (6 —67),
0
with

T
E pm] 'ijxm] 5 Pmj (o)pmi (G)xmxm]

JESm 1€Sm,JESm

t

m=1

t 1
Eo=Y / DL (6% + 5(B) — 0*)) — DL (6%)ds
m=1 0

Now notice that H} = >, _, DL,,(0*) + AI and for

we have

a7 () —60%)

o (Hy+ E, + M)~ Z > T hmy — AO*

m=1j€S,,
T((HN) T = (HY) T E(H} + By Z D Tlim,g — A0
m=1j€Sm
t
S g D) B B Y5 gy — (D + )0
m=1;€S, m=1j€Sm =Js
=J1 =J2
(14)
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The first term J;

The first term can be bounded by variance-aware concentration results using conditional independence
as in previous works obtaining sharp bounds for logistic setting [31]] , the main difference between
the logistic setting is the dependency across n,, ; for j € S,

For every m, we have
— T/ A\ —1
T =Y x  (H}) ™ @ jlim.
JESm
is centered and bounded as

| Zm| < mjax|mT(Ht)‘) Y2l Z [N, i] < 2max|:v (HM) Y2 -
JESm

With variance

E[Zgz] = Z (mT(H?)_lxm,j)(x—r(H?)_lxm,i)E[nm,jnm,iy
1,J€Sm

By
E[np, i = Pmi(0") (1 = pmi(0%), E[1hn,itm. 5] = —Pmi (0" )pm; (07),
we have

E[an] = xT(Ht)\)71 Z Tm Z‘rm iPmi (07)(1 — pmi(07)) me ’Lx'm mez(e*)pmj (%) (Ht/\)71
1€ESm i#£]

=U,,

now by S0 U,, = Hy, wehave Y, E[Z2] = o (H})"'H,(H}) 'z < " (H}) 'z, now we
can apply the following Bernstein inequality:

Lemma 7 (Bernstein’s Inequality). Let X1, ..., X, be independent zero-mean random variables.
Suppose that | X;| < M almost surely, for all i. Then, for all positive t,

n 1u2
P X7>U <ex — Iy 2 >
(Z = )- p( S EX?]+ IMu

=1

to obtain that

u2
P(|J1] > u) <exp ,
A2 S o T S e masela (D) g

or equivalently, with probability at least 1 — 9,

1= 2ol (VIR + | o Ll 01/0)) . @9

The second term J5

t
For the second term, we have denote z; := me1 > €S, Tm.jlm,j» then
= ' Tm, ,

2| = a7 (H}) " Be(H} + Er) ™2
< Nl apy- IENTVZEHY) T 2IHED + B) 2l
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Bounding ||(H})~'E,(H})"!|. Given any vector w, if we denote

G = T 0, by = T3 (01 = 07), P (5) = Py (0% + (0 — 6%)),
and
U (5) = @ (0 + 5(03 — 0)), 0 () 1= €1 )
for j € S,, and set a,,0 = byno = Umo = 0, .o = 1 for convenience. Then we have as shown in
(351,
. Zjesm Zies,,”:ogiq(ami - amj)%mi(s)”mj(s)

ol ooy o) = 1+ S jcs,, mi ()2

It can be verified by calculation that

|£” H 0*+S 9*))|

ZjESm Zie(Sm,)+:0§i<g‘(ami - amj)vaz 5)Vm; (s [Zke(s bmi + bmj — 2bmp)Umi(s)
1+ s, vmi(s))?

Ami — Am Q’Umz S)Umil(s
< 3v/2 max by, | - 22 i€ S i€ (Sm) s 0<i<i jQ) (8)vm;(s)

( + ZJESW Umj (S)
< 3\/§]rggﬁlbmyIIlelng(ewS(egfe*))'

As aresult, 1(s) := IOg”wH%Lm(eurs(@;},—e*)) satisfies [¢/(s)| < 3v2max;es,,

by, which then
leads to

6_3\/§manESm|bmj‘3“w||DLm(9*) < HwHDLm(O*Jrs(a})fe*)) < 63\/§manESm‘bmjlslleDLm(e*).

(16)
Now we have for any w € R?, by taking summation over m,
w' Byw =w / Z DL (6" + S(HD 0*)) — DL,, (9*)) dsw
m<t
s e
< [ = nastolly, < (S -1) ol
0
this leads to
e —1 e —1
E, < ( —1> H, < ( —1> H). (17)
¢ ¢
On the other hand, we have by
H,+ E, :/ > DLy (0" + 507 — 0%))ds
0 m<t (18)

1 -
1-—- 1
t/ ¢~Sds - Hy = —— Ht -
0 ¢ 1+C
> 137>« > 0. With (T7) and (T8),

ICHY) T 2B ()72 = max T (B 2B (H}) Pl

Il2

e —1 1 e —1
S SRR B

e —1 B
bé?ﬂh@%(C—QHW?+@1%M¢

we arrive at

and thus
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Bounding ||(H} + E)~'2|lga: By (I8), we have
Hy = (14 Q)(Hy + By) = (H{ + E)T HY(H} + E) ™ 2 (1+ Q(H + )™ 2 (14 Q) HY
thus it holds that
I(H? + B) 2l f = 2 (H + Eq) 7 HY (HG + By) ™z
< (L4 Q21
To control ||z¢|[(z)-1, we have for any unit vector w, it holds that
wl (HY) ™22 = (H)Y?w)T (H]) ™
—_———
=z

which has the same form as J; when we replace Z by x, thus by the same argument as in bounding
Ji1, we have (T3) still holds: with probability at least 1 — ¢,

T (D)™ 22] < 2 (woga/a/) b omax e
———

m<t,je

(HM -1 log(1/¢' ))

=llwll2=1

now taking w over the 1/2-net of the unit ball and taking union bound with selecting §' =< 44§ leads
to with probability at least 1 — 6,

”ZtH(Ht*)*l < 8y/dlog(1/0) + 8dlog(1/d) - m<ntﬂ?é{s me,j”(Ht*)*l'
Further introduce the notation { = maxy,<¢ jes,, [|Zm,jll(z2)-1 in Lemma@, we have then

1zl (py—1 < (14 C)(8v/ dlog(1/6) + 8dE log(1/4)) (19)

Now we arrive at

¢—1
Ta < 8]zl rpy (e : ) 1+4¢) (\/Werlog 1/6) - )

=¢(¢)
Remark 1. In the above proof of (I7), we borrow the calculation in [35]], which was used to verify
the self-concordant-like property of the linear MNL-likelihood function. The key distinction in our
approach is that we retain the by,; term throughout the calculation, whereas [35] directly apply

the bound |by,;| S HGA — 0*||2. This difference allows us to derive a bound on E; that depends

only on max,, j|z,, (9>‘ — 0%)|, rather than on HQA — 0%||2. It is worth noting that a very recent
work [36] also uses a similar argument to establish a refined self-concordant-like property for the
MNL likelihood function (specifically, the (. self-concordant-like property in their Proposition B.3)
to obtain sharper confidence bounds, and the bound in (I7)) can also be derived from their Proposition
B.3.

While the above proof primarily focuses on the relation between Hp (51)5) and Hp (0%), the inequality
in (T6) can also imply a dominance relation between Hp (0) and Hp(0*) for general 6. We summarize
this general result in the following proposition for future applications.

Proposition 5. Given any 6 € R, X\ > 0, denoting (g := 3/2 2maxm;,<t,jes,
holds that

), (0 —0%)|, then it

m

1
1+ 2¢(C)

Proof of Proposition[5] By taking s = 1 in (6], we can get

Hp(0) = Hp(0) = (1 +2¢(C)) Hp(6%).

e lwllp o) < Wl 0) < € llwllmp o0
for any unit vector w, thus it holds that
e’CSHD(G*) < Hp(h) < eC(’HD(G*).

Now by
o _ 1 o _ 1
1+ 20(Co) = 1 +2(1 + Go)( —1) = € 4 (e —1— ) +2(° c _1‘%)2&9,
0
the claim holds. O
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The last term J5
For the last term in (T4), we have by

- >7 A
H,+ E,+ M = T CHt—i—)\I T CH

I3 < e T (HP + B) 7101 < VIO el ap 4 ) < VAL +OW 2l ) -

Combining all bounds

Now combining all above bounds, we get
T é\)\ _ 0*
|Ié3||§c||D ( log(1/6) + & log( 1/6) ( dlog(1/6) + dlog(1/6) g+fw)+\/7w
(HM~!
as desired. .

Lemma |§| provides an upper bound on the ratio between 2 " (52\) — 6*) and ||z (gx)-1. However,
the upper bound involves both £ and ( simultaneously. Our next lemma shows that when ¢ is
well-controlled, the ¢ factor can be bounded by &.

Lemma 8. Under the condition

. 1 1
¢ < min { 64+/dlog(Nyy/9) 64\FAW} ’

we have

©(¢) < ¢ < 16(4/log(Neg/6) + V2AW)E + 16€2 log (N /). (20)

Proof. Applying Lemma|§| to each x,, ;, we have then with probability at least 1 — 6,
8% < (V108 (Nea /) + € log(Newr/9) ) + 2(€) (V/dTog(New/8) + d1og(New/3) - € + VAW ) + AL+ OW

Now by the elementary inequality

)
e <l+4+zx+ gxz,Va: €lo, 3]’

it holds that

¢ _
€ 1_1>§§.%
¢ 5 8

we get when ¢ < 32, the above inequality can be reduced to

(1 — 8¢(v/dlog(New/0) + dg log(Newr/) + VAW) ) ¢ < 8(/Iog(Near/8) + V2AW)E + 8¢ log(Ner/0).

As aresult, if it holds simultaneously that

(st = 1+ <,

3 . 1 |
(<pé<min { 32\/d1og(Nur/0) 32ﬁw} ’

¢ < 16(+/log(New/8) + V2AW)E + 166 log(Nerr/9).
On the other hand, by (T9), it always holds that with probability at least 1 — &,
C <€D — 0%y = ENHD + B) ™ (21— 267) |y
<EA+OIH? +E) (20 — A0) || rpy-
< €(1+¢)(8y/dlog(1/5) + 8d€ log(1/8) + VAW)

then
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As a consequence,

. 1 1
£ < min { NGO 64ﬁw} — ¢ < 16¢(\/dlog(1/0) + d€ log(1/8) + VAW/16)

11 1
<4 _— 4=
:>C_4+64+4_3/5
. < . 1 1 . . .
That verifies £ < min { 61 g (N e) ST } is sufficient for (Z0) holds, as desired. O
. . : 1 1
Now combining the results in LemmaHand Lemma we have £ < min { S1/aTog(NT3) S }

implies that

|27 (63 — 6|
8|2l (rrpy-
¢) (Vdlog(1/0) + dlog(1/6) - € + VAW ) + /AT + W + /log(1/9) + ¢ log(1/9)
<166((1+ 6Ax—i/g)\/mju V2AW) - (y/dlog(1/8) + dlog(1/8) - € + VAW)
+V2AW + /log(1/6) + € log(1/4)
g((1+Ml\/a)\/lcwg(NT/6)+\/ﬁW)-(16+2fl)6+ >+\/7W+2\/log71/5
< 18v/210g(Ner /6) + 32V2AW.

This finishes the proof of the confidence bound result under the burn-in condition.

Moreover we have by ¢(¢) < g <3/5, Proposition.implies
1
—H) <
37 T 14 2<
This finishes the proof of Theorem|[I]

——H} < H}) + E; = (1+2¢(¢))H* < 3H).

C Perturbation Results for Revenue Functions

Before proving results in Sectiond and Section[5] we first introduce several perturbation results on
the revenue function R with respect to the utility function w.

To emphasis its dependency on the utility variable u, we use the following notation throughout this
section for given S and r:

> jesTie"
L+ icge™
Since r is fixed throughout the whole paper, we denote Q(u; r, S) by Q(u; S) for simplicity. We

first recall the following first-order and second-order derivative results, originally proved in [44] and
refined in [35]], we provide the detailed proof only for completeness.

Proposition 6 (Lemma E.3 of [33]). Given r € [0,1]" and S C [N] fixed, if we denote

Q(u;r,S) := R(S|e™) = 21

i, J€ES
wg = {gﬂ j ‘s (22)
forw € RN, Then for any u € RY, we have
(VQ(u = pi(Sle*)(ri — Q(u; §))w, (23)
€S
|wTV2Q(u; S)w| < 3rznea§<w12 24)
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Proof of Proposition[6] During the proof S is fixed, thus we simply omit the notation and simply
denote Q(u; S) as Q(u).

To prove (23), noticing that for every ¢ ¢ S, d,,Q(u) = 0 and for every i € S, we have
rieti €Y jesTie"

143 cs€™ 1+ > jes€)?

= pi(S]e”) (ri — Q(w))

(V@ Zan sz Sle* Qu ))wia

i€S €S

Thus

as desired.
To prove (Z4), noticing that 92, Q(u) = 0if i ¢ Sorj ¢ S. When i, j € S, we have

= Oy, pi(Sle®)(ri — Q(u)) — pi(S]e™)p; (Sle*)(r; — Q(w)).
Noticing that for i, j € .S,
—p;(Sle*)pi(Sle™) if j # i,
6uv i S Gu = 7 R .
w51 = { e ey 1612t
Thus
92, Q(u) = pi(S[e*)(1 — 2pi(Sle™))(ri — Q(u)),
and for j # 1,
Ou; 0u,Q(u) = —pi(S]e™)p;(S|e*)(ri + 1; — 2Q(w)).
As aresult,
[w VQ(u)w| < Y wiw;||0u, 0, Q(u)]
i,jE€S
<Y wilPpi(Sle®) +2 > waw;|pi(S]e™)p; (Sle®)
i€s i#5,i,j €S
<Y lwilpi(Sle) + D (Wi + w))pi(Sle*)p;(Sle)
i€S i#£5,i,J€S
2 w 2
<3 |wilpi(Sle™) < 3 max|w;|”.
i€S
This finishes the proof. O

Based on the first and second-order derivatives of (), we now introduce the following perturbation
result:

Proposition 7 (Proposition restated). For any fixed v and u,u' € RY, denote w := u' — u, then
i) it holds for any Sy € S that

|Q(u; So) — Q(u; So)|

3
< \/Z vi|r; — Qu; Z p;(Solv)po(Solv)w? + 2maij2

h J€So
J€So JESo

ii) In addition, if Sy is the maximizer of R(S; %) over S for some u > w element-wisely, then

Q') = Qi S) < |3 pi(Sole®)poSole)uw? + 3 maxw.
JESo

iii) In the uniform-reward setting, where r; = 1,Vi € [N], we have

3
|Q(u'; S) — Q(u; S)| < ij Sole™)po(Sole™)|w;| + = Iré%xwf

J€So
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Proof. We have by Proposition [6]
Q(u'; S0) — Q(u; So) — (VQ(u; So), w)|
:@mq—mW&g—meﬁ@wnggmm@.

j€So

On the other hand, we have

[(VQ(u; S0), w)| < Y pi(Solv)lr; — Q(us; So)||w;]

JESo

) Uj’LUJZ
#zvﬂj—@(uﬁoﬂ- PO S

JESo j€So

< )il = Q(us So) 2+ | pj(Solw)po(Solv)w?.
Jj€So J€So

This finishes the proof of the statement (i).

To prove the second inequality, it suffices to provide upper bound of >
first recall the following structural result of the revenue maximizer:

€S0 vjlr; — Q(u; So)|: We

Proposition 8 (Lemma A.3, [S]). For any given u denote S := argmaxgcs, Q(u; S), then it holds

that - -
Lr;>Q(u;S), Vies. ~ ~
2. For any v’ < wu point-wisely, it holds that Q(u; S) > Q(u’; S).

By Sy is the maximizer of R(S; ), we have r; > Q(w) for all j € Sy by Proposition[8] We further

have
Q(u; S) < max R(S;v) < max R(S; e*) = Q(a),
thus then by
Qs 8) = 2SI S s S)) = Qus 6).
1+ Zjes”j ics
we have

D ol = Qus So)l* < Y vy — Q(u; o)) = Qlus; So) < 1.

J€So JE€So
This finishes the proof of statement (ii).
Finally for statement (iii), we have by
D jes, Vi

ri— Q(u; Sp) =1 — —=4€% T
7 — Qu; 5o T S

= pO(S()',U)?

[(VQ(u; So),w)| < pj(Solv)lr; — Qw; So)l[wy|

J€So

= >~ po(Solv)p; (Solv)|w;],

J€So

this finishes the proof.

O

The proof of the above result relies on the condition that r; > R(S;e") forall j € S, which holds
only when S is the best assortment under some @ > u. However, this does not apply to Algorithm[2]
which is based on elimination. To handle this, we extend the result to a class of near-optimal

assortments, which can be applied for analyzing elimination-based algorithms.
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Proposition 9 (Proposition @ restated). Under the same notation of Proposition[7jand suppose for
some u > u it holds

) > L ay
R(Sp;e )_Iéleag(R(S,e )—e,

then for v = e*, w = u — w and S* = argmax g5 R(S; v) we have

R(S*;v) — R(Sp;v) <2 Z 3 (Solv)po(Solv)w? + 5maxw + 2e.
J€So

Proof. We have by statement (i) of Proposition
R(5%;e%) — R(So; ") = Q(u; 57) — Q(u; So)
< Q(u; 57) — Q(u; o) + Q(u; So) — Q(u; So)

< e+ |Q(u; So) — Qu; So)| (25)
3
<e+ Z v;(r; — Q(u; So))Q\/Z 5 (Solv)po(Solv)w? + 5 g%%’gwf
JE€So J€So
Denote
Sar = {] S So 1Ty > Q(’LL, So)},Sa = {] S So g < Q(U;SO)},
then by
> vilry = Qus So)) + Y vy — Qus So)) = Q(u; So),
jesg JEST
we have

> vjlrs — Qu; So)|

JjE€So
=) vl = Qw; S0)) — Y (v5(r; — Q(u; Sn))
jesy JES
=2 Z vj(rj — Q(u; 50)) — Q(u; So)
JEST
<2 Z vj(r; — Q(u; 8%)) + 2 Z 0;(Q(u; S7) — Q(u; So))
jesy J€ST

< 2Q(w; S%) + 2py " (So[v)(Q(u; S7) — Q(u; So)),

where in the last line we have used

Q(u; §*) = argmaxgcg,. ZUJ(TJ' — Q(u; 9))

JjeSs
and v; < 1+ Y05, v = py (Sol).
Denoting A := (Q(u; S*) — Q(u; Sp)), we have then (23) reduces to

3
A<5+\/2+2p0 (Solv)A ij (Solv)po(Solv)w? +2§Ié%>§wj2
JESo
3
ij (Solv)po(Solv)w? + 5 5 eaxw +e+ ij So|v) JQ\/Z
J€So J€E€So
=A =B

Now using the elementary inequality for quadratic equation solutions:

B ++vVB?2+4A
2

22 <A+ Br = <

— z<B+VA = 22 <2B>+24
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for all x > 0. We have

A<2B*+24<2 E p;(Solv)po(Solv)w? + 51%%5(10]2- + 2¢,
: Jj€So
J€So

as desired. O
D Proof of Results in Section 4|

D.1 Proof of Proposition[I]and Corollary i

Proof. For each j € S* and any A > 0, assume W.L.O.G. that j is exactly contained in S1, ..., Sy,
then by

H* + M\ = Z Z Pk (Sm)po(Sm)Trx) + A

m=1keS,,
- Z Z i (S )po(Sw) ey + N+ Z pj(Sm)po(Sm)$j$]T7
m>n; k€S, m<n;

:—Zj =5
we have then

T T\ 1
i S pany-1 = 2 (Z5 +vzje))  x;

T -1
T, 4w,
:J;jTZflxj 1-—L - ! _1 1—7T1 <1/;.
J 1 -‘r’ijj Zjl’j Yj V5T Zj(I}j

Taking limit as A; — 0 and using the continuity of ||gcj||%HD(0*)+/\I),1 leads to ”xj”irl(e < 7;1.
D

*)
Finally, by
S 5 (S 51 ey < S 2i(SMp0(SM); !

jES* JjES*

= Z (1+ ijes* vg)? . [Z 17 € S} (1+ Ekésm Uk)zl

jES* m

-1
<2 TS o [Z AR AN sy >]

JjeS* m

Z Uj . manESm(l —+ ZkGSm 'Uk)z
jES* n;(1+ Zkes* vg)?
max,, (1 + Zkesm vp)?

= oming (143 e g0 Vi)

This finishes the proof of Corollary [I] and the second inequality implies Proposition [T} [

D.2 Details of Proposition 2]

In this section we provide the detail on how to plug other confidence region results in Algorithm [I]to
achieve a burn-in-free offline learning guarantee. In [44]], confidence region results with the radius

oWd [l H! (+)) are available’} and we take the result in [44] to establish the confidence region
for example. Here we first restate the confidence region bound of [44]:

31t should be noted that the original result in [44]] includes an additional K -dependency due to the self-
concordant coefficient they established for the MNL likelihood function. This coefficient was later refined by
[35]], and incorporating their result eliminates the K -dependency in [44].
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Lemma 9 (Proposition 3.3 and Lemma C.4 in [44]]). With the selection A = \/d/W and denoting

5,’\37j = argmin{a:jTG : ||V£>L‘,(0) — WAD(%)H(HD((,HM)A < 44/d(1 4+ W)log(4Knd/d)},
(26)

it holds that with probability at least 1 — 6,
1835 — 0 10 (0r01 < 4/d(1+ W)3 log(4Knd/s).

With Lemma [9]and (26), we now assign the LCB values for each j € [N] as

FLCB ._ T ~1.CB ~LCBY i - ~1.CB .
uj =y QDJ, v =exp(u; ) if j € Uy_1 Sk, v; = 0 otherwise.

It can be seen from Lemma@] that with probablhty at least 1 — 9,
0<uj— ~LCB S VA1 4+ W)3log(4Knd/d)|| 2y, (9% ) a1

Now replacing the term u* — %; by uy — ﬁ%CB the right-hand-side upper bound our analysis in
Section[A.3]leads to Proposition[2] as desired.

E Proof of Results in Section 3

E.1 Proof of Lemmalll

LemmaE]is a direct corollary of the following result from [47}53]:

Lemma 10. For any given X C {z € Rd |lzll2 < 1} threshold p > 0 and regularizer A > 0, the
Sfollowing procedure starting with C =

while 3z € X so that Hxll%‘/c*)’l > pfor V@ =3, o2z + M do: add this x to C.
will stop in at most

Chax i= ¢ 1Jr7ud log 1+l + log 1+l .
e—1 pu I A

Applying this lemma with

steps.

2
1 1
A=1pu= ( A )
64./dlog(NT) 64W

to each £ separately then leads to the desired result.

E.2 Proof of Theorem{

Based on the burn-in condition established in Lemma [T} which incurs at most poly-logarithmic regret
in 7T, it remains to bound the regret incurred from 7 4 1 to 7.

Again, it suffices to perform regret analysis under the inequalities (9) and (I0), under which we can
show that

Wis
 ZiespiSlm(SIo) - [T cspi(STomo(So)les T,

holds using the same argument for establishing (TT).

9-8 < <28

Now noticing that with the uniform revenue assumption r; = 7 for some 0 < 7 < 1, statement i) in
Proposition [3|can be refined to

, 3
|R(Splv") — R(Sp|v)| < z vi|r; — R(So|v)|? \/Z ;i (Solv)po(Solv)w? + = ) maij2

Jj€So j€So 350
3
E Po(So|v)p;(So|v) - E p; (Solv)po So|v)w + = maij2
2 JESo
Jj€So JESo
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where the last inequality is by

S ulry — RSolo) = 3 7, (1 - Zﬁs”) - (TZJGSUJ < 3 po(Solo)p; (Solv).

1 o Vs 1 o )2
jE€So €S0 +2jes, Ui + 2 jes, Vi) i3,

With this result, we have the following analogue of Lemma [2]directly in this setting: For every ¢ and
S € Ay it holds under (9) and (I0) that

|RYB(S) — R(S]6%)| < 2°W{s. 27)
Plugging to the subsequent analysis in the proof of Theorem [3]then leads to
" 3
Z R(S7) Z Z po(St|v)p; (Silv) - Z Py St‘v)p0(5t|v)(wt]) +3 D) m%x(wfj)Qa
t€Tae t€Ta,e \| JES: JES:
Z Zpo Si|v)p; (Stlv) - Z ij St|v)po(St|v)( wtj 24 Z HéaSX wtj
tE€Ta 0 GES, tETa 0 JES teTus '
dlog(NT
> S polSulolns (o) - (d+ W) log(vT) + TOENT)
t€Ta,e JES:
dlog(NT
< \/(H*T + Z R(5*) = R(Sy)) - (d+ W)log(NT) + %,
t€7—aj

where the last line is by Lemma 11 of [44]. Now if we denote A := ;.- R(S*) — R(S;) and
apply the fact

ASAVA+B — A< A’+B

with A = (d + W)log(NT) and B = /sk*(d + W)T log(NT) + “&NT) " he desired result
holds.

E.3 Proof of Theorem 3

In this section, we show the following problem-dependent lower bound result:

Theorem 5 (Problem-Dependent Lower Bound). For any given 0 < k < 1, we can find a class of
problem instances V with uniform revenue and d-dimensional linear MNL choice feedback so that
for any instance in 'V the corresponding parameter k* < K and for any policy T, there exists some
instance in'V so that

Reg(T) 2 VRAT
over such instance.
The construction of hard instance for proving Theorem 3] relies only on a minor modification of the
proof in [[17]], and we just provide the detailed proof here for completeness.

Step 1: Construction of Hard Instances. We let ry = - -- = ry = 1 for all instances constructed
later, and given any K -sized assortment S, we consider the corresponding attraction value construction
as

K

vsi{K(1+€) leGS,

e otherwise.

And we define the problem instance set as
Vi = {v¥:5 €Sk}

It can be seen that we always have S*(v°) = S for every v, and

K*(1+¢)
7< ; (%)= — -T2 <9kt
S = T e <
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holds for every v° by definition.

Since there exists a one-to-one correspondence between Sk and Vi via S — v’

use the notations v° and S for convenience.

, we interchangeably

Step 2: Verifying the Separation Condition. We have the following separation result over S
Proposition 10. For every fixed Sy € S and corresponding v>° € Vi, it holds for any S € S that

K —|5NSy|)k*e

5oy o
SubOpt(S|v~°) > oK ,

as desired.

Proof of Proposition[I0} Denoting R(:|v°°) by R(-) thorough the proof for simplicity, we have

K*(1+¢)
R(S0) =17 k*(1+e)

and for any 5,

I{*(]. + |SOS()|E/K)
T+ 15*(1+ S 1 So[e/K)’
—_———

R(S) =

thus
F(14+e)1+r(14€)—r*Q+)1+x*(1+¢))
(1+r*(1+e)(1+r*(1+¢))
_ K*(e —¢€') < k(e —¢€')
(1+r(14e)(1+r (14¢e)) ~ 9
K*(K —|SNSol)e
B 9K

R(So) — R(S) =

Step 3: Decomposing the Regret. Based on Proposition we have

1
max Reg, (T;v) S—DEZV ;]E [SubOpt(S; v)]

> 9K|SK| > ZES — 18, N S*(v)]]

SeSK
K*e 1 d
= g5 2 (T— g 2D Esltiie S
9ISk SeSK Kisi=
5*5
- > D EsN:
9 K|$K| SESk i€S
Now for each i, we define SK 1 =Sk-1N{S C[N]:i¢ S}, then it holds that
N
S Y EN-Y Y EWN=Y Y el
SeSK €S i=1 SESK:PES =1 S/GS;),I
N
ST (BB + Y X BN
=1 gres® i=1 gres® |
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Now for the second term, we have

N
Z Z ES/[N Z ZES’ < KT‘SK 1|

i=1 gres(® | S'€SK_1i¢S"

For the first term, by Pinsker’s inequality, denoting the probability induced by environment S’ U {i}
as P and induced by S’ as Q, then

[Esrugiy[Ni] — Egr [Ni]| < ZﬂPS' =1t) — Qs (N; = 1)

SKL(PQ).

As a result, we have
*

E
Reg, (T;v) > E
mx Reg, (Tiv) 2 5 K|SK\ 2 2 BsIN

SeSk i€S
K*e T|SK,1|
> T— L(Ps [|Qs')
- Tl 2, VK )
s'esiy |
K*eT 2
fKL Pg/ ,
R 2 z() 5 Qs)):
=1gresy
Where the last line is by
N
[Sk—a1] _ (z=1) _ K <1
|Sk| (If\g) N-K+173

when 4K < N.

Step 4: Upper Bounding the KL Divergence. We have for every S’ € S 11> it holds that

KL(Pg/||Qs) < Y Es/[N(S)KL(Ps: (-9)[|Qs (-]5))
Ses
< > Eg[N(S)KL(Ps (9)1Qs (-13))
SeS:ieS

Where the last line is by KL (Ps/(-|S)[|Qs/(:|S)) = 0 as long as i ¢ S.

For every S containing i, we have denote K’ = |S| and p; = Ps/(j|5), ¢; = Qs (j|5) for j € Sy,
then

i) For j =0,
| = K K
PO g e (K +1805e) K +m (K + (1SN S+ 1)e)
Kr* K*e
< — 5 <
[K + k(K +|SNS'e)]
ii) For j # i,
K*(1+¢) 2(Kk*)%e
|pj_Qj|§T|p0—QO|ST-
iii) For j = 1,
K*(1+e K*
lpi — ¢ = S

K+r (K +(SNS[+1)e) K+r (K +[5n5e)
e (K + k*(K'+ |SNS'e)) — k*e _ 2er*
< < :
- K2 - K
Now applying the following Proposition from [[17]]:
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Proposition 11. Let P and Q) be two categorical distributions on J items, with parameters p1,- -+ ,pJ

and q1,-- - , qg respectively. Denote also €; = p; — q;. Then KL(P||Q) < ijl 5?/%—.

we get
> Es[N(S)KL(Ps(-|9)[Qs (-I5))
Ses:ies
k2e?  2K'(k%)%e?  4e?(k%)? 242K

< Bsr Vil (7 KA i) S BNl

Final Step: Putting All Together. Using the above upper bound of KL divergence, we get

kT 2 R 1
9 (g_K|SK|Z > §KL(PS'||QS'))

i=lgres? |

N
k*eT 2 1 1 24e2K*
> - — —Eg/|N;
>3 K|SK|; z(:i) \/2 s N=5%—)
sres |
k*eT 2 1 1 24e2K*
> Z_ L EoIN,
>~ KISKIS,EZS: %\/2& N =)
K—-11
k*eT 2 1 1 242>
>het e - V 2 EGIN,
K—-1 K2
k*eT ,2 |8K_1|
> p— V12NTe2k*
>3 K|[Sk| )
k*eT 2 1 k*eT 2
> (2 — ———  _V12NTe25*) > = — \/48Te2k*/N).
> G-y ki1 ) 2 =5 (3 e*s*/N)

Selecting €2 = 15/ 2 then leads to the Q(v/x*NT') lower bound, as desired.

512

E.4 Extension to Time-Varying Contexts

Another problem setting widely adopted in linear MNL and generalized linear bandit frameworks
is the adversarial context setting with an initial exploration period 38, [18} 131 142]]. In this setting,
instead of always using the same feature map z;, we allow the feature vector z; ; to vary with ¢.
Furthermore, during the initial exploration period, the observed features x; ; are drawn i.i.d. from
some distribution Py with Apin(E.~p, [22"]) > 0¢ for some o > 0. In general, The fixed action
setting does not fit this framework as it violates the eigenvalue lower bound assumption, making
previous exploration-phase designs inapplicable. While our algorithmic description focuses on the
fixed feature set setting, it can be readily extended to the time-varying context setting, achieving a
regret of O( VdT + k'’ K ). This holds under the same stochastic context assumption during the
initial exploration phase and allows for an even simpler design in the exploration phase, thanks to the
generality of Theorem [I]

In this section, we extend Algorithm [2|to the setting that the observed context at each round can
be different vectors in Rd, more precisely, at each time ¢, the i-th item is associated with a feature
map T;; € R?. And we impose the following eigenvalue assumption in the exploration phase, as in
[42,[18]:

Assumption 2. For some given to, {T4i}ic|N) te[t,] are generated i.i.d. from some unknown distri-
bution P supported on the d-dimensional unit ball, with Ayin(Explz2 ™)) > 0¢ for some o > 0.

We first present the modified algorithm for time-varying contexts in Algorithm 3] with modifications
highlighted in blue. In the elimination phase, the only change is that item-wise uncertainty levels are
computed over x; ; instead of x; for each 4, which then affects W ¢ and the UCB revenues. Thus the
same analysis as in Section [A.3]can be conducted to derive the same regret bound once the burn-in
condition can be verified.
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The main difference lies in the initial exploration phase, where any K-sized assortment can be
selected for efficient exploration due to Assumption 2]

Algorithm 3 SupLinearMNL with Time-Varying Contexts

1: Input: Time horizon T, exploration length ng,7.
initialize S = log7,,¥; = --- = Vg, 1 = 0.

2: fort=1,....,(S+1)rdo

3:  Select arbitrary assortment in Sk, add ¢ into W,/

4: end for .

5: Wy < (), compute 6y as in ().

6: fort =(S+1)7+1,...,7T do

7 set 4 =Sk, S, =0,4=1

8:  while S, =0 do

9: Compute Wy g, RYGP(5),VS € Agasin (@), @) . with wi ; := 72[|z1il ;1 5,/ 1og(NT)
) ) ’ t,l
10: it W/ g > 27 for some S € A, then
11: select such S € Ay.
12: Uy« VY,U {t}
13: else if Wﬁs < 1/\/T forall S € A, then
14: take the action S; = argmax g 4, Ry5"(S)
15: Uy < Yo U {t}
16: else
17: R+ maxgea, RY®(S)
18: Api1 e {S € A, RYSB(S) > R — 2—4+2}
19: (e t+1
20: end if
21:  end while
22: end for

Now it sufficient to prove the following burn-in condition guarantee:

Lemma 11. With the selection T = Q(og *[dlog T /oo + /dlog(NT) vV K~'/W), it holds that
with probability at least 1 — 2T, the event &1 N Ea, with

~ 1 —~

€t ={5Hue(0%) = Huo(B0) < 2H;2(6%), Ve >7,L¢€[S]},

&= {2 (0}, - 0)| < 723/ l0g(NT )|l 12, @yyy-1» ¥t > 75 € IN) € € ST},
holds.

Proof. We need only show that with probability at least 1 — 1/7, after the exploration phase, it holds
for every / that

Amin (Hy 0(0*)) > 64K +/dlog(NT) V 64V, (28)
From this, we obtain
1

1
" o< N )
Izl wo) S e dlog(NT) = 64vVW

which then allows the result to follow naturally from Theorem|I]and Proposition 5]

Vlzl2 <1,

Now to prove @I), we simply recall the following result in [42] and [38]]:

Proposition 12 (Proposition 1 in [42]& Proposition 1 in [38]]). For any constant B > 0, there exists
some absolute constant c1, cy > 0 so that with the selection

2
1 (clx/a—&-cz\/?logT) 2B
KT > K +

(o) KO’O’

it holds with probability at least 1 — 1/T? that Hy ,(0*) = BI.
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Now selecting 7 as in Proposition |12| with B = 64K +/dlog(NT) V 64/ W then finishes our
proof. O

E.5 Extension of OFU-MNL [44]

In this section, we show that a simple plug-in argument based on the developed perturbation result
Proposition 3| can extend the result in Theorem 3.4 of [44]] for uniform revenue setting to the general
revenue setting:

Theorem 6. The OFU-MNL algorithm (Algorithm 2, [44)]) satisfies the regret
Reg(T) S dVT + v~ 1d?

up to logarithmic factors.

Proof of Theorem[f] Simply noticing that the OFU-MNL algorithm always taking the optimistic
action

Sy := argmaxgeg, R(S|vYB)
for

vpCB = %naé(exp(asm@) Vi € [N],
€

with C; specified as in Lemma[9]

Proposition 3.3 in [44] has shown that vY“® > v, V¢t € [T] with probability at least 1 — O(1/T),
thus then we have under such event, it holds that r; > R(Si|vyB) > R(S*|v). Now denote

Wy 1= UECB V4, we have then

T

T
Reg(T) = Y R(S*|v) — R(Si|v) gz (8*[vICB) — R(S;|v)

ﬁ
Il
-

<

Mﬂ

t

Il
_

R(S;|vP®) — R(Si|v) < \/Z p;(Stv)po(Si|v)w?; + 3Inaxwt2]

JES:

S \/d S pi(Sul)po(Sif0)ss 2, ., + Bdmaxan 2

JES:

where (i) is by statement ii) of Proposition[3] (ii) is by Proposition 3.3 and Lemma[9} Finally, applying
the elliptic potential lemma presented in Lemma [5]leads to the desired result. O

F Experiment Results

In this section, we present additional numerical results to illustrate the effect of the burn-in condition
and to compare Algorithm [T with existing offline assortment optimization benchmarks.

F.1 Sensitivity to Burn-in Condition

To better understand the trade-off between the tightness of our confidence intervals (CIs) and the
burn-in condition, we conduct a set of numerical experiments comparing our bound in Theorem 2 with
that of [44]. Our ClIs are theoretically tighter than those in [44} 135, |3] in that the confidence radius is

smaller by a v/d factor, but requires an additional burn-in condition and a conditional independence
assumption. The following simulation demonstrates how violating the burn-in condition may lead to
the failure of our CI guarantee, while satisfying it yields improved tightness.

F.1.1 Evaluation and Results

We compare the empirical tightness of the two confidence bounds using the following ratio:

. 10; — 07|
CI Ratio := —_—
m?x Clate;
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where the denominator corresponds to the theoretical confidence radius at coordinate e;. A smaller
ClI ratio indicates a tighter alignment between the theoretical CI and the actual estimation error, and
thus a lower likelihood of CI violation.

We evaluate the CI ratio under different burn-in constants, defined as

¢:= pmax N2kl r-1(0%)-

Theoretically, our CI guarantee in Theoremrequires ¢<1/ \/d, whereas the bound in [44] imposes
no such restriction.

Value of ¢ 0.130 0.134 0.141 0.160 0.335
Clratio (Theorem 1) 2.563  2.831 3.147 4.052 5.617
CI ratio ([44]) 3495 3480 3420 3270 2.852

Table 2: Comparison of CI ratios under varying burn-in constants.

We present the result in Table [2] and defer the detailed experiment setup in the next section. As ¢
increases, our CI ratio grows noticeably, reflecting a higher risk of CI violation when the burn-in
condition is not met. In contrast, the ratio for [42] remains stable across (, consistent with its
theory-independent nature. This comparison highlights a fundamental trade-off: our CI achieves
tighter bounds under well-conditioned data but is more sensitive to initialization.

F.1.2 Experimental Setup

We describe below how the feature map, parameter, and assortment sets are constructed to obtain
results in Table[2l

Feature Set and Parameters. For given (d, K) (assuming d even) and a parameter radius W > 0,
we define the item features as follows:

* Type-1 items: For i < d — 1, z; = e; (canonical basis vectors).
* Type-2item: x4 = (1,1,...,1)/Vd.
The true parameter is set as * = (W, W, ..., W)/V/d.
Assortment Sets. We consider two types of assortments:
* Type-1 assortment: Sy = {d}, containing only the Type-2 item.
* Type-2 assortments: Let m = [d/K|. For each 1 < k < m, define
Sp={m-1)K+1,(m—-1)K+2,...,min(mK,d)}.

Observed Data. Given integers n1, ns, we generate n; copies of Sy, ..., .S, and ns copies of Sy,
with choices sampled under the linear MNL model parameterized by (X, 6*) as above.

Relation Between 1V and Burn-in Constant. Under this construction, ¢ increases monotonically
with W. The mapping between W and ¢ used in our experiments is shown below.

Valueof W 05 0841 141 237 4.0
Valueof ¢ 0.130 0.134 0.141 0.160 0.335

Table 3: Mapping between W and burn-in constant (.

All results reported in Tableare based on d = 6, K = 3, and n; = no = 500. This setup allows us
to systematically vary W and thus (, thereby illustrating the relationship between burn-in strength
and confidence interval validity.
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F.2 Results for Offline Assortment Optimization

Since in online setting, Algorithm [2] is computationally inefficient. We focus on Algorithm [I]
in the offline setting. We consider two variants of our approach based on different confidence
intervals: one derived from Theorem [2]and the other from Lemma[9} denoted by LCB-MLE and
LCB-MLE-v2, respectively. These experiments are designed to examine the trade-off between
statistical conservativeness and empirical performance, and to compare our results with the PASTA
algorithm [26]].

We evaluate the empirical performance of our proposed confidence-based algorithms under four
representative settings that differ in coverage and model specification conditions. Settings 1 and 2
examine performance under varying coverage levels in the standard linear MNL model, while
Settings 3 and 4 study robustness under misspecified mixture-MNL environments.

Setting 1: Full Coverage. In this setting, both the item features X and the true parameter 6* are
independently drawn from spherical uniform distributions. The observed assortments are uniformly
sampled from all K -sized subsets of [IV], ensuring that every item is well covered. The experimental
parameters are N = 30, d = K = 10, and W = 1, and results are averaged over 10 repetitions.

n LCB-MLE LCB-MLE-v2 PASTA

100 0.0073 0.0087 0.0077
300 0.0056 0.0088 0.0048
500 0.0051 0.0082 0.0041
1000 0.0051 0.0069 0.0046

Table 4: Comparison of SubOpt Gap (smaller is better) under full coverage, N = 30, d = K = 10,
W =1, over 10 repetitions.

Under full coverage, PASTA slightly outperforms both LCB-MLE variants. Moreover, LCB-MLE-
v2—with its larger lower-confidence penalty—shows higher conservativeness and thus lower empiri-
cal efficiency. This observation aligns with our theoretical insight: when all items are well explored,
excessive conservativeness can lead to under-selection and higher SubOpt gaps.

Setting 2: Partial Coverage. We next consider a setting with partial coverage to examine robustness
when the observation set does not fully span the item space. We use the same setup for (X, 0*), N, K,
and d as in Setting 1, and fix the total number of observations at n = 500. For each n*, assortments
are constructed by including n* items from the optimal set and filling the remaining K — n* items
with randomly sampled non-optimal ones. Increasing n* therefore improves the effective coverage of
the optimal set.

n*perS LCB-MLE LCB-MLE-v2 PASTA
2 0.0050 0.0057 0.0047
4 0.0004 0.0004 0.0021
6 0.0007 0.0000 0.0022
8 0.0003 0.0000 0.0019

Table 5: Comparison of SubOpt Gap (smaller is better) under partial coverage.

Under partial coverage, both LCB-MLE variants consistently outperform PASTA. In particular,
LCB-MLE-v2 achieves the smallest SubOpt Gap, suggesting that stronger conservativeness improves
robustness when data coverage is limited. These results reveal a complementary pattern: LCB-MLE
performs well in well-covered settings, whereas LCB-MLE-v2 is more effective in partially observed
regimes.

Setting 3: Misspecification under mixture of MNL I. In this setting, we consider a mixture

MNL model with two subgroups, where the second subgroup is selected with probability 1, and the
total sample size is fixed at n = 500. The generation of (X, 6*) and parameters (N, K, d) follows
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n LCB-MLE LCB-MLE-v2 PASTA

0.05 0.9312 0.9280 0.9316
0.20 0.9279 0.9248 0.9277
0.50 0.9246 0.9234 0.9246
0.70 0.9263 0.9267 0.9262
0.90 0.9312 0.9312 0.9309

Table 6: Comparison of Expected Revenue (larger is better) under mixed MNL model L.

the same configuration as in Setting 1. Each assortment consists of 5 items sampled from the first
subgroup’s optimal set and 5 from the rest.

Since computing the true optimal assortment under a mixture MNL is intractable, we evaluate
performance using the expected revenue instead of SubOpt Gap. As p approaches 0.5, model
misspecification becomes more severe and the performance of all methods slightly degrades. Overall,
all three algorithms perform comparably, showing that our confidence-based methods remain stable
under mild model mismatch.

6 LCB-MLE LCB-MLE-v2 PASTA

0.1 0.9332 0.9338 0.9326
0.2 0.9328 0.9330 0.9322
0.5 0.9313 0.9316 0.9308
0.7 0.9311 0.9314 0.9307

Table 7: Comparison of Expected Revenue (larger is better) under mixed MNL model II.

Setting 4: Misspecification under mixture of MNL II. This experiment uses the same parameter
setup as in Setting 3, with the mixing probability fixed at u = 0.5. The distance between the two
subgroups’ parameters 6* is controlled by a parameter . As ¢ increases, model misspecification
becomes more pronounced and overall performance declines. In this case, LCB-MLE-v2 slightly out-
performs LCB-MLE and PASTA, indicating that stronger conservativeness may improve robustness
under severe model mismatch.
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