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Abstract

Open-domain generative systems have gained001
significant attention in the field of conversa-002
tional AI (e.g., generative search engines). In003
this paper, we present a comprehensive review004
of the attribution mechanisms employed by005
these systems, particularly with large language006
models. While attribution or citation improves007
factuality and verifiability, issues like ambigu-008
ous knowledge reservoirs, inherent biases, and009
the drawbacks of excessive attribution can hin-010
der the effectiveness of these systems. The011
purpose of this survey is to provide valuable im-012
plications for researchers, helping in the refine-013
ment of attribution methodologies to improve014
the reliability and veracity of responses gener-015
ated by open-domain generative systems. We016
believe that this field is still in its early stages;017
therefore, we maintain a repository to keep018
track of ongoing studies at AnonymousURL.019

1 Introduction020

Since the emergence of open-domain genera-021

tive systems driven by Large Language Models022

(LLMs) (Anil et al., 2023; OpenAI, 2023), ad-023

dressing the coherent generation of potentially024

inaccurate or fabricated content has been a per-025

sistent challenge in Natural Language Process-026

ing (NLP) (Rawte et al., 2023; Ye et al., 2023a;027

Zhang et al., 2023b). These problems are com-028

monly referred to within the community as hal-029

lucination problems in which generated content030

presents distorted or invented facts that lack cred-031

ible sources (Peskoff and Stewart, 2023). This032

becomes particularly obvious in scenarios in-033

volving information-seeking and knowledge-based034

question-answering, where users rely on these sys-035

tems for expert knowledge (Malaviya et al., 2023).036

037

The essence of the hallucination problem038

may stem from the fact that pre-trained mod-039

els are sourced from vast, unfiltered real-world040
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Figure 1: By providing attribution, both developers and
users can view the possible source of an answer and
evaluate factuality and reliability to form their own as-
sessment. Attribution as a more realistic way to reduce
hallucinations bypasses the task of directly determin-
ing the “truthfulness” of statements, a feat difficult to
achieve except for the most basic queries.

texts (Penedo et al., 2023). These human-generated 041

texts inherently contain inconsistencies and false- 042

hoods. The objective of pre-training is merely to 043

predict the next word, without explicitly model- 044

ing the veracity of the generated content. Even 045

after utilizing reinforcement learning from human 046

feedback (Ouyang et al., 2022), models can still 047

exhibit external hallucinations (Bai et al., 2022). 048

To address the issue of external hallucinations, re- 049

searchers have begun to employ measures like ex- 050

ternal references to enhance the authenticity and re- 051

liability of chatbots (Thoppilan et al., 2022; Menick 052

et al., 2022; Nakano et al., 2021). The distinction 053

between explicit attribution and learning from hu- 054

man feedback lies not only in the need for human 055

verification and compliance but also in recognizing 056

that generated content might become outdated or 057

invalid over time. As shown in Figure 1, attribu- 058

tion can leverage real-time information to ensure 059

relevance and accuracy. However, the fundamen- 060

tal challenge of attribution revolves around two 061

essential requirements (Liu et al., 2023): 062

1. Comprehensive Attribution or Citation 063

(High Recall). All claims and statements 064

(except debatable or subjective text, e.g., ab- 065

stained text) made by the model-generated 066
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content should be fully supported by appropri-067

ate references.068

2. Sufficiency Attribution or Citation (High069

Precision). Every reference should directly070

support its associated claim or statement.071

With these requirements in mind, we can break072

down the main ways models handle attribution into073

three types (see examples in Figure 2):074

1. Direct Model-driven Attribution. The LLM075

itself provides the attribution for its answer.076

However, this type often poses a challenge077

as not only might the answers be halluci-078

nated, but the attributions themselves can also079

be (Agrawal et al., 2023). Although ChatGPT080

provides correct or partially correct answers081

about 50.6% of the time, the suggested refer-082

ences were only present 14% of the time (Zuc-083

con et al., 2023).084

2. Post-retrieval Answering. This approach is085

rooted in the idea of explicitly retrieving in-086

formation and then letting the model answer087

based on these retrieved data. But retrieval088

does not inherently equate to attribution (Gao089

et al., 2023b). Issues arise when the bound-090

aries between internal knowledge of the model091

and externally retrieved information become092

blurred, leading to potential knowledge con-093

flicts (Xie et al., 2023). Retrieval can also094

be used as a specialized tool allowing the095

model to trigger it independently, similar to096

the Browse with Bing in ChatGPT. 1097

3. Post-generation Attribution. The system098

first provides an answer and then conducts099

a search using both the question and the an-100

swer for attribution. The answer is then modi-101

fied if necessary and appropriately attributed.102

Modern search engines like Bing Chat 2 have103

already incorporated such attribution. How-104

ever, studies have shown that only 51.5% of105

the content generated from four generative106

search engines was entirely supported by their107

cited references (Liu et al., 2023). This form108

of attribution is particularly lacking in high-109

risk professional fields such as medicine and110

law, with research revealing a significant num-111

ber of incomplete attributions (35% and 31%,112

1https://openai.com/blog/chatgpt-plugins
2https://www.bing.com/new

respectively); furthermore, many attributions 113

were derived from unreliable sources and 51% 114

of them were evaluated as unreliable by ex- 115

perts (Malaviya et al., 2023). 116

Moving beyond general discussions on text hal- 117

lucinations (Zhang et al., 2023b; Ye et al., 2023a; 118

Rawte et al., 2023), our study delves deeper into 119

the attribution of LLMs. As shown in Figure 3, we 120

explore its origins, the technology underpinning 121

it, and the criteria for its assessment. Additionally, 122

we touch upon challenges such as biases and the 123

potential for excessive citations. We believe that by 124

focusing on these attribution issues, we can make 125

the models more trustworthy and easier to under- 126

stand. Our goal with this study is to shed light on 127

attribution in a way that is clearer and encourages 128

deeper thought on the topic. 129

2 Task Definition 130

Attribution refers to the capacity of an entity, such 131

as a language model, to generate and provide evi- 132

dence, often in the form of references or citations, 133

that substantiates the claims or statements it pro- 134

duces. This evidence is derived from identifiable 135

sources, ensuring that the claims can be logically 136

inferred from a foundational corpus, making them 137

comprehensible and verifiable by a general audi- 138

ence. Attribution itself is related to search tasks 139

(Page et al., 1999; Tay et al., 2022) where only sev- 140

eral web pages are returned. However, the primary 141

purposes of attribution include enabling users to 142

validate the claims made by the model, promot- 143

ing the generation of text that closely aligns with 144

the cited sources to enhance accuracy and reduce 145

misinformation or hallucination, and establishing a 146

structured framework for evaluating the complete- 147

ness and relevance of the supporting evidence in 148

relation to the presented claims. 149

The accuracy of attribution centers on whether 150

the produced statement is entirely backed by the ref- 151

erenced source. For example, Rashkin et al. (2021) 152

propose the Attributed to Identified Sources (AIS) 153

evaluation framework to assess whether a partic- 154

ular statement is supported by provided evidence. 155

Bohnet et al. (2022) further propose attributed ques- 156

tion answering, where the model takes a question 157

and produces a paired response of an answer string 158

and its supporting evidence from a specific corpus, 159

such as paragraphs. 160

Formally, consider a query q (or an instruc- 161

tion, a prompt) and a corpus of text passages D. 162
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What type of herbicides are effective against sowthistle?

Several herbicides can be effective against sowthistle, depending on the setting 
and stage of growth[1]. Here's a list of some common herbicides that can be used: ...  

[1] Seber et al. xxx, Journal of Environmental Horticulture" in 2008

What type of herbicides are effective against sowthistle?

Clopyralid and Triclopyr: Selective herbicides containing either clopyralid or 
triclopyr can effectively target sowthistle without harming surrounding plants. Some 

brand examples include Thistlex, Vivendi, Grazon Pro, and Pas-Tor1. 
https://www.wikihow.com/Get-Rid-of-Thistles

What type of herbicides are effective against sowthistle?

Several herbicides can be effective against sowthistle ... 

Several herbicides can be...Velocity Herbicide: Particularly in the early growth stages 
of sowthistle, applying Velocity herbicide post-emergence is a preferred option for 
controlr1. https://www.crop.bayer.com.au/pests/weeds/sowthistle

Figure 2: Three ways to attribute model-generated content. In direct model-driven attribution, the reference
document is derived from model itself and is used to cite generated answer. In post-retrieval answering, model
generates answer with citations based on retrieved documents. In post-generation attribution, an answer is first
generated then then the answer is modified again to add references for attribution.
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Sources (§3)

Pre-training
Data (§3.1)

ORCA (Han and Tsvetkov, 2022), ORCA-ICL (Han et al., 2023),
ROOTS (Piktus et al., 2023), QUIP-Score (Chen et al., 2023b)

Out-of-model
Knowledge (§3.2)

RR (He et al., 2023), Retrieval Augmentation (Shuster et al., 2021),
Retro (Borgeaud et al., 2022), FiD (Izacard and Grave, 2021)

Datasets (§4)
WebGPT (Nakano et al., 2021), WebBrain (Qian et al., 2023), WebCPM (Qin et al., 2023),
CiteBench (Funkquist et al., 2022), ALCE (Gao et al., 2023b), ExpertQA (Malaviya et al., 2023),
HAGRID (Kamalloo et al., 2023), SEMQA (Schuster et al., 2023), BioKaLMA (Li et al., 2023b)

Approaches (§5)

Direct Generated
Attribution (§5.1)

RECITE (Sun et al., 2023), Blueprint Model (Anonymous, 2023),
according-to Prompting (Weller et al., 2023), IFL (Lee et al., 2023),
Attributing Prompting (Zuccon et al., 2023), 1-PAGER (Jain et al., 2023),
Credible Without Credit (Peskoff and Stewart, 2023)

Post-retrieval
Answering (§5.2)

SearChain (Xu et al., 2023), MixAlign (Zhang et al., 2023a),
SmartBook (Reddy et al., 2023), Self-RAG (Asai et al., 2023),
LLatrieval (Li et al., 2023a), AGREE(Ye et al., 2023b)

Post-Generation
Attribution (§5.3)

RARR (Gao et al., 2023a), Chen et al. (2023b),
RSEQGA (Huo et al., 2023)

Attribution Systems
(§6)

LaMDA (Thoppilan et al., 2022), WebGPT (Nakano et al., 2021),
GopherCite (Menick et al., 2022), Sparrow (Glaese et al., 2022),
WebCPM (Qin et al., 2023)

Evaluation (§7)
Side (Petroni et al., 2022), Auto-AIS (Gao et al., 2023a), Bohnet et al. (2022), Liu et al. (2023),
WICE (Kamoi et al., 2023), XOR-AttriQA (Muller et al., 2023), FActScore (Min et al., 2023),
AttrScore (Yue et al., 2023), FacTool (Chern et al., 2023), Du et al. (2023), KaLMA (Li et al., 2023b)

Figure 3: Taxonomy of large language models attribution.

The objective of the system is to produce an out-163

put S, where S is a set of n distinct statements:164

s1, s2, . . . , sn. Each statement si is associated165

with a set of citations Ci. This set Ci is defined166

as Ci = {ci,1, ci,2, . . .}, where each ci,j is a pas-167

sage from the corpus D. For practical applications,168

the output from LLMs can be segmented into indi-169

vidual statements using sentence boundaries. This170

approach is utilized because a single sentence typi-171

cally encapsulates a coherent statement while main- 172

taining brevity, facilitating easy verification. In 173

terms of representation, citations may be enclosed 174

within square brackets, for instance, [1][2]. It 175

should be noted, however, that these citations can 176

also be applied at the phrase level, rather than ex- 177

clusively at the sentence level. It is important to 178

highlight that the task configurations discussed in 179

this paper are distinct from the generation of cita- 180
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tion texts found in scholarly articles or wikipedia,181

where the citing and cited documents are usually182

used as inputs (Fetahu et al., 2016; Xing et al.,183

2020; Wu et al., 2021; Gu and Hahnloser, 2022).184

3 Sources of Attribution185

3.1 Pre-training Data186

LLMs are typically trained on extensive corpora187

collected from various sources, predominantly the188

web. This vast amount of pre-training data forms189

the bedrock on which these models develop their190

understanding and capabilities. However, due to191

the scale of the data involved, manual inspection192

is often unfeasible, leading to potential inaccu-193

racies, biases, and other undesirable artifacts in194

the data (Piktus et al., 2023). Despite these chal-195

lenges, LLMs tend to perform well on a wide array196

of downstream tasks, even with little to no task-197

specific tuning. This performance hints at the abil-198

ity of models to either memorize or reason through199

patterns present in the data. However, the specific200

patterns or the extent to which they are memorized201

or reasoned through, especially in different down-202

stream tasks, remain somewhat elusive.203

The concept of attribution in this context refers204

to tracing back the behavior of the model on a par-205

ticular task to specific portions of the pre-training206

data (Han and Tsvetkov, 2022; Weller et al., 2023).207

By identifying a subset of pre-training data that208

significantly influences the model behavior on a209

downstream task, researchers aim to provide a210

clearer understanding of how the pre-training data211

impacts the model’s performance (Han et al., 2023).212

This kind of attribution is essential for interpret-213

ing the model, providing insights into whether the214

model is capturing task-relevant patterns or merely215

memorizing data. Furthermore, it aids in enhanc-216

ing the trustworthiness of the model by offering a217

clearer picture of how the model operates and what218

sources of data significantly contribute to its perfor-219

mance. Through such attribution methodologies,220

researchers aim to bridge the understanding gap,221

offering a pathway towards better interpretability,222

trustworthiness, and eventually, the improvement223

of LLMs in handling various NLP tasks.224

3.2 Out-of-model Knowledge225

This source reveals methods to leverage out-of-226

model knowledge (e.g., web, knowledge graph)227

for attribution to enhance the capabilities of mod-228

els (Shuster et al., 2021; Li et al., 2023b). Primary229

among these methods is the retrieval-augmented 230

generation technique (Lewis et al., 2020) which 231

uses an encoder-decoder mechanism to encode 232

questions and decode answers, augmented with 233

documents or passages from extensive unstruc- 234

tured datasets. Furthermore, retrieval-enhanced 235

language models are highlighted, which improve 236

performance by fetching k-most similar training 237

contexts or generating search queries to obtain rel- 238

evant documents from external sources (Borgeaud 239

et al., 2022). These methodologies, along with 240

a mentioned post-processing method to utilize re- 241

trieved knowledge without additional training or 242

fine-tuning, represent critical pathways for attribut- 243

ing LLM responses or generated text to external 244

knowledge, aiming to make the outputs of LLMs 245

verifiable external knowledge sources (Izacard and 246

Grave, 2021; He et al., 2023). 247

4 Datasets for Attribution 248

As an information-seeking task, datasets for at- 249

tribution are often built in the form of Question 250

Answering (QA) or summarization (see Table 1). 251

Several benchmarks are proposed based on existing 252

QA datasets by proposing methods to evaluate the 253

performance of attribution, as the golden citation 254

annotation is not a necessity. Nakano et al. (2021) 255

built a long-form QA dataset with web search re- 256

sults. After that Qin et al. (2023) built a similar 257

Chinese dataset for the same purpose. However, 258

these datasets are not directly built for verifying 259

citations, but for factual accuracy. More recently, 260

several works (Qian et al., 2023; Gao et al., 2023b; 261

Kamalloo et al., 2023; Malaviya et al., 2023; Li 262

et al., 2023b) focus on measuring and improving 263

the accuracy of citations in generated text based on 264

a given set of quotes, varying on question domain 265

and citation granularity. 266

Question Domain. Most recent attribution datasets 267

are designed for open-domain. However, Ex- 268

pertQA (Malaviya et al., 2023) choose 32 domain- 269

specific scenarios, some of which are high-stakes 270

fields, and bring domain experts in the loop. 271

BioKaLMA (Li et al., 2023b) focuses on biography 272

domain for its practical application and convenient 273

evaluation. 274

Attribution Granularity. There are two kinds 275

of citation granularity in recent works: entity 276

and sentence. The entity level attribution is 277

more fine-grained, sentence level attribution re- 278

quires citation for every completed sentence. 279
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Among them, SEMQA (Schuster et al., 2023), Ex-280

pertQA (Malaviya et al., 2023) and BioKaLMA (Li281

et al., 2023b) make attribution at entity level,282

whereas other methods make attribution at sentence283

level.284

5 Approaches to Attribution285

5.1 Direct Generated Attribution286

Attribution from parametric knowledge can help287

reduce hallucination and improve the truthfulness288

of generated text. By asking models to do self-289

detection and self-attribution, some works indicate290

that the generated texts are more grounded on facts291

and additionally improve performance on down-292

stream tasks (Sun et al., 2023).293

Recently, researchers found that large language294

models can not provide knowledge sources or ev-295

idence clearly when answering domain-specific296

knowledge-based questions (Peskoff and Stewart,297

2023; Zuccon et al., 2023; Gravel et al., 2023). In298

most cases, models can only provide a knowledge299

source that is loosely related to the keywords in300

questions or irrelevant to current topics. Even if301

the model answered the question correctly, the ev-302

idence it provided is still likely to have mistakes.303

Weller et al. (2023) tries to ground model’s gen-304

erated text to its pre-training data by proposing305

according-to prompting, who finds the method can306

affect model’s groundedness and therefore affect307

performance on information-seeking tasks. Anony-308

mous (2023) introduces an intermediate planning309

module, asking the model to generate a series of310

questions as blueprints to the current question. The311

model first proposes a blueprint and then combines312

the texts which are generated based on the blueprint313

questions as the final answer. The blueprint models314

allow for different forms of attribution during each315

question answering step, which can be expected to316

be more explainable.317

5.2 Post-retrieval Answering318

Numerous studies have delved into the post-319

retrieval answering strategy for attribution (Chen320

et al., 2017; Lee et al., 2019; Khattab and Za-321

haria, 2020). Reddy et al. (2023) introduces the322

SmartBook framework, which aims to generate323

structured situation reports incorporating factual324

evidence through rich links. The framework au-325

tonomously identifies crucial questions for situa-326

tion analysis and extracts pertinent information to327

compose the report. Each question is addressed328

with concise summaries containing tactical details 329

of pertinent claims, supported by reliable and trust- 330

worthy factual evidence. To tackle the issue of mis- 331

alignment between user queries and stored knowl- 332

edge, where LLMs struggle to correlate questions 333

with the appropriate grounding, MixAlign (Zhang 334

et al., 2023a) presents a framework that combines 335

automatic question-knowledge alignment with user 336

clarifications. This approach effectively mitigates 337

language model hallucination. To assess the ad- 338

equacy of document support for an answer, LLa- 339

trieval (Li et al., 2023a) updates the retrieval re- 340

sults until it confirms that the retrieved documents 341

can sufficiently support the answer to the question. 342

This iterative verification process significantly en- 343

hances the accuracy of the attribution by ensur- 344

ing that the generated response is supported by 345

verifiable evidence. Similarly, Self-RAG (Asai 346

et al., 2023) trains an arbitrary language model 347

to generate reflection-specific tokens after knowl- 348

edge retrieval, thereby augmenting the attribution 349

of retrieved passages. Furthermore, Search-in-the- 350

chain (SearChain) (Xu et al., 2023) introduces a 351

method to address the challenges posed by incor- 352

rect knowledge retrieved by information retrieval 353

systems, which can mislead LLMs or disrupt their 354

reasoning chains. It verifies and corrects answers 355

within the global reasoning chain, known as Chain- 356

of-Query (CoQ), while also identifying missing 357

knowledge in CoQ. These operations significantly 358

improve the attribution accuracy of LLMs in com- 359

plex knowledge-intensive tasks, improving their 360

reasoning ability and knowledge utilization. 361

5.3 Post-Generation Attribution 362

In order to facilitate accurate attribution without 363

compromising the robust benefits offered by recent 364

generation models, some research aims at attribu- 365

tion after generation, which employ search engines 366

or document retrieval systems to search the evi- 367

dence base on the input questions and generated 368

answers. This approach allows researchers to as- 369

sess or improve the factuality of answers without 370

needing to access the model’s parameters directly. 371

The post-generation attribution workflow is illus- 372

trated in Figure 4. RARR (Gao et al., 2023a) au- 373

tonomously identifies the attribution of the output 374

of any text generation model. It progressively ver- 375

ifies the factual consistency between the output 376

and its source, and performs post-editing to rectify 377

unsupported content, whilst striving to retain the 378

original output to the greatest extent feasible. In the 379
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Dataset Domain Source Structure Granularity Response Source #Questions
WebGPT (Nakano et al., 2021) Open-domain Web Pages Unstructured Sentence GPT-3 19,578
WebBrain (Qian et al., 2023) Open-domain Wikipedia Unstructured Sentence GPT-3 2.74M
WebCPM (Qin et al., 2023) Open-domain Web Pages Unstructured Sentence Human 5,500

HAGRID (Kamalloo et al., 2023) Open-domain Wikipedia Unstructured Sentence GPT-3.5, Human 1,922
ALCE (Gao et al., 2023b) Open-domain Wikipedia+Sphere Unstructured Sentence Human 2,984

SEMQA (Schuster et al., 2023) Open-domain Wikipedia Unstructured Entity Human 1,376
BioKaLMA (Li et al., 2023b) Biography Wikipedia Structured Entity GPT-3.5,GPT4,LLaMA 1,085

ExpertQA (Malaviya et al., 2023) Specific domains Wikipedia Unstructured Entity GPT-4, Human 2,507

Table 1: Comparsion between different datasets for attribution.

AnswerQuestion

LLM

Material

Retriever

Generation

Attribution

Downstream tasks

Answer Answer

Answer

fact verify post-edit

Figure 4: Workflow of post-generation attribution. Re-
trieval is performed after an answer being generated.
The retrieved documents are used to perform citation
and attribution, subsequently used to do fact verification
and post-editing.

work of Huo et al. (2023), materials are retrieved380

from the corpus based on coarse-grained sentences381

or fine-grained factual statements. These retrieved382

materials are then utilized to prompt the LLM to383

verify the consistency between the generated re-384

sponses and the retrieved material, and to make385

necessary edits to reduce the hallucinations. Chen386

et al. (2023b) introduces a fully automatic pipeline387

designed to verify complex political claims, which388

is achieved by retrieving evidence from the web. It389

breaks down each claim into subquestions and re-390

trieves specific evidence for each, creating focused391

summaries and using them for claim verification.392

During training, the system evaluates its individual393

components based on the comprehensiveness and394

faithfulness.395

6 Other Attribution Systems396

Thoppilan et al. (2022) introduce LaMDA, a397

dialogue-focused language model. While enlarg-398

ing the model improves its quality, it does not399

necessarily enhance safety and accuracy. By fine-400

tuning LaMDA with annotated data and enabling it 401

to access external knowledge, they significantly 402

improve its safety and factual grounding. The 403

grounding challenge of this study aims to gener- 404

ate responses based on credible external sources 405

instead of merely plausible ones. The WebGPT 406

model (Nakano et al., 2021) based on GPT-3 is 407

trained to search and navigate the web and is fine- 408

tuned for answering long-form questions in a web- 409

browsing environment. For human evaluation of 410

its factual accuracy, the model is required to gather 411

references while browsing Microsoft Bing to sup- 412

port its answers. This ensures that the answers 413

provided have a basis or attribution from credible 414

web sources. Similarly, GopherCite (Menick et al., 415

2022) trained with reinforcement learning refer- 416

ences evidence from multiple documents or a sin- 417

gle user-provided document and refrains from an- 418

swering when uncertain. Human evaluations show 419

that GopherCite produces high-quality responses 420

80% at most. Nonetheless, citation alone is not a 421

complete solution for ensuring safety and trustwor- 422

thiness, as evidence-backed claims can still be false. 423

Sparrow (Glaese et al., 2022) is trained to search 424

the internet using Google Search to provide more 425

accurate answers, allowing it to reference the latest 426

information. In the user interface, evidence used 427

by the model is displayed alongside its response, 428

offering raters a means to validate the correctness 429

of answer. To train the model in searching and 430

using evidence, a preference model is used based 431

on human judgments. Through human evaluation, 432

it was found that responses with evidence were 433

deemed plausible and supported 78% of the time. 434

Comparisons between different systems are shown 435

in Table 2. 436

7 Attribution Evaluation 437

Human Evaluation. To detect attribution errors, 438

current attributed LLMs predominantly depend on 439

human evaluation, a process that is both costly 440

and time-intensive (Nakano et al., 2021; Kazemi 441
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System Model Training Evidence Type Citation Type Integration
LaMDA (Thoppilan et al., 2022) Multi-task SFT Snippets URLs Appended
WebGPT (Nakano et al., 2021) SFT + RL Well-curated documents Documents Embedded

GopherCite (Menick et al., 2022) SFT + RL Long documents Documents Embedded
Sparrow (Glaese et al., 2022) RL Well-curated documents Documents Appended

Table 2: Features of different attribution systems. SFT means supervised fine-tuning, while RL means reinforcement
learning optimization.

Evaluation Metrics Evaluation Method Description
Recall, Precision Automatic, Statistics, Model-based binary categorization based on NLI models

EM, BLEU, ROUGE Automatic, Statistics metrics for downstream tasks
QUIP-Score (Weller et al., 2023) Automatic, Statistics character-level n-gram metrics

Liu et al. (2023) Human fluency, perceived utility
AttrScore (Yue et al., 2023) Human attributability, extrapolatory, contradiction

Table 3: Comparison between different evaluation metrics for attribution.

et al., 2023; Chen et al., 2023a). For example, the442

typical cost of annotating a single (query, answer,443

reference) example stands at around $1 (Liu et al.,444

2023). In practical applications of attributed LLMs,445

the responsibility falls on users to be cautious of446

attributions and to undertake manual verification,447

imposing a significant responsibility on them.448

Categorization-Based Evaluation. For the sake of449

clarity, earlier research mainly employed binary cat-450

egorization by repurposing other NLP tasks (e.g.,451

natural language inference) to determine whether452

an answer is supported by a reference or not (at-453

tributable or not) (Rashkin et al., 2021; Bohnet454

et al., 2022; Gao et al., 2023b; Muller et al., 2023).455

Liu et al. (2023) carry out a human assessment456

to evaluate the veracity of responses from gener-457

ative search engines, categorizing the degree of458

reference support into full, partial, or no support.459

Building on this, Yue et al. (2023) introduce a re-460

fined categorization of attribution: 1) attributable–461

where the reference entirely backs the generated462

statement; 2) extrapolatory–where the reference of-463

fers insufficient backing for the statement; and 3)464

contradictory–where the statement directly opposes465

the referenced citation.466

Quantitative Evaluation Metrics. Assessment of467

attribution quality is approached from three distinct468

angles (Li et al., 2023b): 1) Correctness–evaluating469

the alignment of generated text with the provided470

sources; 2) Precision–measuring the percentage of471

generated attributions pertinent to the question at472

hand; and 3) Recall–assessing the scope to which473

generated attributions capture crucial knowledge.474

Moreover, the F1-Score is derived from the Preci-475

sion and Recall metrics. Thoppilan et al. (2022)476

introduces citation accuracy as the frequency with477

which the model refers to web sources for its as- 478

sertions, excluding widely recognized truths. The 479

QUIP-Score (Weller et al., 2023), an n-gram over- 480

lap metric, is founded on swift membership in- 481

quiries and evaluates the extent to which a section 482

is comprised of exact spans within a text corpus. 483

As shown in Table 3, while human evaluations 484

provide in-depth insights, their costly and time- 485

consuming nature emphasizes the growing appeal 486

for automated methods. Future research is expected 487

to refine these methods, ensuring their practicality 488

and reliability in real-world applications. 489

8 Discussion 490

8.1 Attribution Error Analysis 491

Attribution error has several forms. In this study, 492

we systematically categorize these errors into three 493

primary types, as outlined in Table 4, while ac- 494

knowledging the possibility of other error types. 495

• Granularity Error. For ambiguous ques- 496

tions, the answer may involve multiple aspects. 497

In this case, the retrieved multi-document 498

may contain complex and diverse informa- 499

tion. Thus the answer is complex and hybrid, 500

leading to insufficient citation. 501

• Mistaken Synthesis. Models may mix up re- 502

lationships between entities and events when 503

several complex documents are provided. The 504

citation should be faithful to the generated text 505

and cite all the references. 506

• Hallucinated Generation. The reference doc- 507

uments may be irrelevant or not relevant to the 508

question, or the model has conflicts between 509

external documents and parameter knowledge. 510
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The answer will be hallucinated and the cita-511

tion is inaccurate.512

8.2 Limitations of Attributions513

Attribution in LLMs is fraught with inherent diffi-514

culties. One primary challenge is discerning when515

and how to attribute. Differentiating between gen-516

eral knowledge, which may not require citations,517

and specialized knowledge, which should ideally518

be attributed, is a nuanced task. This gray area can519

lead to inconsistencies in attribution (Huang and520

Chang, 2023). And LLMs now do not have ability521

to attribute parameter knowledge of itself (Litschko522

et al., 2023). Another limitation is the potential in-523

accuracy in attributions (Liu et al., 2023). LLMs524

might link content to irrelevant or incorrect sources.525

This misattribution can confuse users, leading them526

wrong and affecting the reliability of the informa-527

tion presented. For example, an LLM in the med-528

ical field could wrongly associate faulty medical529

guidance with a trustworthy reference, which might530

guide users towards detrimental health choices.531

Furthermore, the fluidity of knowledge means that532

while some information remains static, other data533

evolves and changes over time (Min et al., 2023).534

Consequently, some attributions made by LLMs535

may quickly become outdated, especially in rapidly536

advancing domains, such as computer science and537

clinical medicine. Additionally, we recommend538

readers refer to §4.1 in Menick et al. (2022).539

8.3 Challenges for Attributions540

Despite the potential solutions on the horizon, im-541

plementing these improvements for attributions is542

laden with challenges.543

One such challenge is excessive attribution or544

over attribution (Huang and Chang, 2023; Liu et al.,545

2023). If LLMs give credit too often, users might546

get overwhelmed with too much information, con-547

fusing them and making it difficult to tell what is548

important and relevant from what is not.549

At the same time, there is a real chance of LLMs550

accidentally revealing private information. Finding551

a balance between clear attribution and protecting552

private details is a tricky task.553

Bias is another big challenge. LLMs might unin-554

tentionally lean towards some sources or kinds of555

information, pushing certain views while ignoring556

others. To tackle this bias, we need to use varied557

training data and improve the methods used for558

giving credit (Gunasekar et al., 2023).559

Lastly, the shadow of incorrect information is 560

ever-present. Without solid validation measures, 561

LLMs could potentially spread wrong or mislead- 562

ing details, undermining the reliability of the in- 563

formation landscape. Future models should recog- 564

nize ambiguous references and refrain from making 565

statements when the evidence is not clear, instead 566

of presenting unfounded claims. 567

Overall, though LLMs seem to be on a posi- 568

tive path, they face many obstacles and doubts. 569

Proper credit is not just a side aspect; it is vital to 570

the growth, approval, and effectiveness of LLMs. 571

Guaranteeing correct and reliable credits, while 572

promoting new ideas, will definitely influence the 573

future of LLMs. 574

8.4 Future Directions for Attributions 575

Continuous Refreshment of LLMs. A promis- 576

ing direction for upcoming advancements is to cre- 577

ate a system that consistently refreshes the infor- 578

mation of LLMs (Thoppilan et al., 2022; Nakano 579

et al., 2021), akin to how search engines update 580

their databases. This approach not only ensures 581

up-to-date content for attribution but also offers a 582

platform for continuous learning and adaptation. 583

Enhancing the Reliability of LLM Outputs. An- 584

other pivotal direction entails boosting the trustwor- 585

thiness of LLM outputs. This can be achieved by 586

incorporating rigorous systems that assess the cred- 587

ibility and precision of the sources to which they 588

attribute information (Min et al., 2023). Ensuring 589

reliable and consistent sources will instill greater 590

confidence in users about the content generated. 591

As the adoption of LLMs expands across various 592

domains, the reliability of their output becomes 593

critical for informed decision making in various 594

sectors. 595

Balancing Creativity with Proper Credit Attri- 596

bution. LLMs are recognized for their creative 597

content generation. Striking a balance between this 598

inventive ability and proper credit-giving is a deli- 599

cate act that needs investigation. While creativity 600

is one of the significant strengths of LLMs, it is 601

vital to ensure that the generated content remains 602

trustworthy and rooted in factual bases. The aim is 603

to make sure LLMs acknowledge sources without 604

hindering their creative potential. Balancing these 605

two aspects can foster an environment where users 606

both benefit from the model and trust its outputs. 607
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Limitation608

While language models have the capability to cite609

their sources, undeniably enhance their utility, sev-610

eral limitations arise that need careful considera-611

tion (cf. Section 8.2). Our paper, in its current612

form, does not provide a solution to navigate such613

complex territory. It is important to address these614

limitations in future works and to continually ed-615

ucate users about the potential pitfalls of relying616

solely on machine-generated text.617
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A Attribution Before the Era of Large1117

Language Model1118

A.1 Related Natural Language Processing1119

Tasks1120

The relationship between attribution tasks and other1121

Natural Language Processing (NLP) tasks man-1122

ifests in the overarching goal of understanding,1123

evaluating, and leveraging the content retrieved or1124

generated in response to particular stimuli such as1125

questions or claims. Here is an exploration of how1126

attribution tasks are intertwined with other NLP1127

tasks, anchored on the retrieval of related content:1128

Open-domain question answering: Both tasks1129

hinge on retrieving pertinent documents or infor-1130

mation to address a posed question or claim. While1131

open-domain QA zeroes in on the accuracy and1132

relevance of the answer, attribution tasks scrutinize1133

whether the answer or generated text can be accu-1134

rately traced back to the retrieved documents (Chen1135

et al., 2017; Bohnet et al., 2022).1136

Fact-checking & Claim verification (subtask of1137

fact checking): Fact-checking and attribution tasks1138

both necessitate the retrieval of external evidence1139

to validate a claim or generated text. The empha-1140

sis in fact-checking is on verifying the truthfulness1141

of a claim, whereas attribution tasks focus on the1142

correct attribution of generated text to the sourced1143

evidence (Thorne et al., 2018). On the other hand,1144

attribution tasks and claim verification both cen-1145

ter around validating information against reference1146

or sourced material, yet they serve different pur-1147

poses. Attribution ensures that generated text or1148

answers accurately reflect the provided references,1149

while claim verification assesses the truthfulness of1150

a claim based on evidence or source material (Guo1151

et al., 2022). Both tasks necessitate the retrieval1152

of related content for verification (Wang and Shu,1153

2023), making them inherently reliant on the accu-1154

racy and relevance of the retrieved material. claim1155

verification pivotal in fact-checking and misinfor-1156

mation detection, they share the fundamental objec-1157

tive of endorsing the accuracy and trustworthiness1158

of information by juxtaposing it against a reference.1159

Natural Language Inference (NLI): Both tasks1160

engage in evaluating the relationship between two1161

snippets of text; however, NLI concentrates on log-1162

ical entailment, contradiction, or neutrality, while1163

attribution evaluates the substantiation provided1164

by references for generated text (Bowman et al.,1165

2015).1166

Summarization: Summarization and attribution1167

tasks both generate condensed or altered text and 1168

necessitate a check on the fidelity of the generated 1169

text to the original or sourced content. Attribution 1170

in summarization is pivotal to averting hallucina- 1171

tions (generation of false or unsupported informa- 1172

tion) and ensuring the summary accurately mirrors 1173

the input text (Ji et al., 2023). 1174

The commonality among these tasks lies in the 1175

requisite to retrieve, analyze, and validate content 1176

against some form of reference material, be it ex- 1177

ternal evidence, retrieved documents, or a different 1178

segment of text. The capacity to retrieve related 1179

content forms a cornerstone for these tasks, en- 1180

abling the necessary comparisons and evaluations 1181

to ascertain accuracy, relevance, and correct attri- 1182

bution. 1183

A.2 Interpretability of NLP Models 1184

Interpretability (e.g., feature attribution) dives into 1185

understanding which parts of the input (e.g., words 1186

or phrases) are crucial for a model’s decision or out- 1187

put (Liu and Avci, 2019; Li et al., 2022). It helps 1188

in identifying the importance of different features 1189

in the input data concerning the model’s perfor- 1190

mance. Compared to feature attribution, explicit 1191

attribution for LLMs serves as a conduit to trace 1192

the sources of the information they generate, which 1193

is pivotal for accountability, especially in critical 1194

domains like healthcare or finance. It enables veri- 1195

fiability, allowing users or other systems to check 1196

the accuracy and reliability of the information pro- 1197

vided. Trustworthiness is also fostered through 1198

explicit attribution, as users are more likely to trust 1199

the model if they know where the information is 1200

coming from. Additionally, it plays a role in in- 1201

terpretability, aiding users in understanding how 1202

the model arrives at certain conclusions by reveal- 1203

ing the sources of information.‘ This alignment 1204

with interpretability objectives helps in making the 1205

model’s decision-making process more transparent 1206

and comprehensible. 1207

Attribution and interpretability, though intercon- 1208

nected, serve distinct purposes. Attribution specifi- 1209

cally refers to the process of tracing back the gen- 1210

erated information or decisions of a model to its 1211

source material or input features, providing a clear 1212

reference or basis for the output. On the other hand, 1213

interpretability is a broader concept encompassing 1214

the understanding of how a model processes input 1215

data to arrive at a particular output (Lakkaraju et al., 1216

2022), making the inner workings of the model 1217

transparent and comprehensible to users. While 1218

14



attribution can be seen as a component or a spe-1219

cific form of interpretability, aiding in understand-1220

ing and trusting the model’s outputs by providing1221

source references, interpretability dives deeper into1222

elucidating the model’s behavior, decision-making1223

process, and the significance of different input fea-1224

tures in those decisions, thus fostering a compre-1225

hensive understanding and trust in the model. Note1226

that the evaluation of attribution focuses on the ver-1227

ifiability of the answer based on the reference, sim-1228

ilar to faithfulness evaluation of explanations (Ja-1229

covi and Goldberg, 2020). It does not measure the1230

relevance about whether the answer correctly re-1231

sponds to the query, similar to plausibility in Jacovi1232

and Goldberg (2020).1233
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Granularity Error

Question: Where was the biggest gold nugget ever found?
References: [doc1] The largest gold nugget ever found in California was found in August 1869
in Sierra Buttes by five partners. [doc2] Considered by most authorities to be the biggest gold
nugget ever found, the Welcome Stranger was found at Moliagul, Victoria, Australia in 1869.
[doc3] Pepita Canaã, was found on September 13, 1983 by miners at the Serra Pelada Mine in
the State of Para, Brazil.
Answer: Most authorities consider the Welcome Stranger to be the biggest gold nugget ever
found, found in 1869 in Moliagul, Victoria, Australia[2]. The biggest gold nugget found in
Brazil was found in the State of Para and in United States was found in Sierra Buttes [3].
Explanation: The second sentence in generated answer has two facets( the biggest nugget in
Barzil, and the biggest nugget in United States). However, only document 3 is cited.

Mistaken Synthesis

Question: What’s the difference in the portrayal of Ares in Roman mythology and Greek
mythology?
References: [doc1] In Roman mythology, he is called Mars. The Latin name for Mars derives
from his Roman name; "Tuesday" comes from the corresponding deity Tyr in Norse mythol-
ogy...[doc2] Ares is the god of war in ancient Greek mythology, one of the twelve Olympian
gods. He is the son of Zeus and Hera, or alternatively, he was born after Juno (Hera’s Roman
name) swallowed a violent-eyed giant snake...
Answer: In Roman mythology, Ares is called Mars, one of the twelve main gods of Rome,
representing the symbols of power and war[1]. In Greek mythology, Ares is also one of the
twelve Roman gods, representing the symbols of power and war[2].
Explanation: The answer mistakenly mixes up Olympian gods and Roman mythology thus both
document 1 and document 2 should be treat as referenced documents.

Hallucinated Generation

Question: How many times have the lakers won the finals?
References: [doc1] ... won six times in the 1960s, three times in the 1980s, in 2008, and in
2010... [doc2] ...and Lakers met in the Finals for the first time since 1987, with the Celtics
winning the series 4-2. They faced off once again in the 2010 NBA Finals, which the Lakers
won in 7 games...
Answer: The Los Angeles Lakers have won the NBA Finals five times, in 1980, 1982, 1985,
1987, and 2010[1].
Explanation: The answer is incorrect as the generation is not grounded on reference documents.
Hallucination may happen because of the conflict between reference documents and parameter
knowledge, thus the citation will result in failure.

Table 4: List of different attribution errors types and example instance.
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