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ABSTRACT

Many optimization problems require balancing multiple conflicting objectives.
As gradient descent is limited to single-objective optimization, we introduce its
direct generalization: Jacobian descent (JD). This algorithm iteratively updates
parameters using the Jacobian matrix of a vector-valued objective function, in
which each row is the gradient of an individual objective. While several methods
to combine gradients already exist in the literature, they are generally hindered
when the objectives conflict. In contrast, we propose projecting gradients to fully
avoid conflict while ensuring that they preserve an influence proportional to their
norm. We prove significantly stronger convergence guarantees with this approach,
supported by our empirical results. Our method also enables instance-wise risk
minimization IWRM), a novel learning paradigm in which the loss of each training
example is considered a separate objective. Applied to simple image classification
tasks, IWRM exhibits promising results compared to the direct minimization of the
average loss. Additionally, we outline an efficient implementation of JD using the
Gramian of the Jacobian matrix to reduce time and memory requirements.

1 INTRODUCTION

The field of multi-objective optimization studies minimization of vector-valued objective func-
tions (Sawaragi et al., 1985; Ehrgott, 2005; Branke, 2008; Deb et al., 2016). In deep learning, a
widespread approach to train a model with multiple objectives is to combine those into a scalar
loss function minimized by stochastic gradient descent. While this method is simple, it comes at
the expense of potentially degrading some individual objectives. Without prior knowledge of their
relative importance, this is undesirable. In opposition, multi-objective optimization methods typically
attempt to optimize all objectives simultaneously, without making arbitrary compromises: the goal is
to find points for which no improvement can be made on some objectives without degrading others.

Early works have attempted to extend gradient descent (GD) to consider several objectives simultane-
ously, and thus several gradients (Fliege & Svaiter, 2000; Désidéri, 2012). Essentially, they propose
a heuristic to prevent the degradation of any individual objective. Several other works have built
upon this method, analyzing its convergence properties or extending it to a stochastic setting (Fliege
et al., 2019; Poirion et al., 2017; Mercier et al., 2018). Later, this has been applied to multi-task
learning to tackle conflict between tasks, illustrated by contradicting gradient directions (Sener &
Koltun, 2018). Many studies have followed, proposing various other algorithms for the training of
multi-task models (Yu et al., 2020; Liu et al., 2021a;b; Lin et al., 2021; Navon et al., 2022; Senushkin
et al., 2023; Chen et al., 2020). They commonly rely on an aggregator that maps a collection of
task-specific gradients (a Jacobian matrix) to a shared parameter update.

We propose to unify all such methods under the Jacobian descent (JD) algorithm, specified by an
aggregator.! This algorithm aims to minimize a differentiable vector-valued function f : R® — R™
iteratively without relying on a scalarization of the objective. Under this formulation, the existing
methods are simply distinguished by their aggregator. Consequently, studying its properties is
essential for understanding the behavior and convergence of JD. Under significant conflict, existing
aggregators often fail to provide strong convergence guarantees. To address this, we propose AupGrads
specifically designed to resolve conflicts while naturally preserving the relative influence of individual
gradients.

'Our library enabling JD with PyTorch is available at https:/github.com/###/##
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Furthermore, we introduce a novel stochastic variant of JD that enables the training of neural networks
with a large number of objectives. This unlocks a particularly interesting perspective: considering the
minimization of instance-wise loss vectors rather than the usual minimization of the average training
loss. As this paradigm is a direct generalization of the well-known empirical risk minimization
(ERM) (Vapnik, 1995), we name it instance-wise risk minimization (IWRM).

Our contributions are organized as follows: In Section 2, we formalize the JD algorithm and its
stochastic variants. We then introduce three important aggregator properties and define Auypgrag to
satisfy them. In the smooth convex case, we show convergence of JD with Aypgraq to the Pareto front.
We present applications for JD and aggregators in Section 3, emphasizing the IWRM paradigm. We
then discuss existing aggregators and analyze their properties in Section 4. In Section 5, we report
experiments with IWRM optimized with stochastic JD with various aggregators. Lastly, we address
computational efficiency in Section 6, giving a path towards an efficient implementation.

2 THEORETICAL FOUNDATION

A suitable partial order between vectors must be considered to enable multi-objective optimization.
Throughout this paper, < denotes the relation defined for any pair of vectors u,v € R™ asu < v
whenever u; < wv; for all coordinates ¢. Similarly, < is the relation defined by u < v whenever
u; < v; for all coordinates 7. Furthermore, u < v indicates that both u < v and uw # v hold. The
Euclidean vector norm and the Frobenius matrix norm are denoted by || - || and || - ||g, respectively.
Finally, for any m € N, the symbol [m] represents the range {i € N: 1 < i < m}.

2.1 JACOBIAN DESCENT

In the following, we introduce Jacobian descent, a natural extension of gradient descent supporting
the optimization of vector-valued functions.

Suppose that f : R” — R™ is continuously differentiable. Let Jf(x) € R™*" be the Jacobian
matrix of f at x, i.e.

Vi) %fl(w) %fl(w) agnfl(:w
gty = || e Rkl gk m
Vin@ | [ fu@) ful@) - o fn@)
Given x,y € R", Taylor’s theorem yields
flz+y) = f(@)+ Tf(x) y+ollyll), )
where o([[y||) indicates that lim o ZEFW=LB=ITEY — o The term f(@) + Jf(x) - y is

the first-order Taylor approximation of f(x + y). Via this approximation, we aim to select a small
update y that reduces f(x + y), ideally achieving f(x +y) < f(x). As the approximation depends
on y only through Jf(x) - y, selecting the update based on the Jacobian is natural. A mapping
A R™*" — R™ reducing such a matrix into a vector is called an aggregator. For any J € R™*",
A(J) is called the aggregation of J by A.

To minimize f, consider the update y = —n.A(Jf (x)), where 7 is an appropriate step size, and A
is an appropriate aggregator. Jacobian descent simply consists in applying this update iteratively,
as shown in Algorithm 1. To put it into perspective, we also provide a minimal version of GD in
Algorithm 2. Remarkably, when m = 1, the Jacobian has a single row, so GD is a special case of JD
where the aggregator is the identity.

Algorithm 1: Jacobian descent with aggregator A Algorithm 2: Gradient descent
Imput: x e R",0<n, T € N, A: R™*™" —» R" Imput: x e R",0<n, T €N
fort < 1toT do fort < 1to T do

z — x — nA(Jf () |z x—nVf(z)
Output: = Qutput: «
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Note that other gradient-based optimization algorithms, e.g. Adam (Kingma & Ba, 2014), can
similarly be extended to the multi-objective case.

In some settings, the exact computation of the update can be prohibitively slow or even intractable.
When dealing with a single objective, stochastic gradient descent (SGD) replaces the gradient V f ()
with some estimation. More generally, stochastic Jacobian descent (SJD) relies on estimates of the
aggregation of the Jacobian. One approach, that we call stochastically estimated Jacobian descent
(SEJD), is to compute and aggregate an estimation of the Jacobian. Alternatively, when the number
of objectives is very large, we propose to aggregate a matrix whose rows are a random subset of the
rows of the true Jacobian. We call this approach stochastic sub-Jacobian descent (SSJD).

2.2 DESIRABLE PROPERTIES FOR AGGREGATORS

An inherent challenge of multi-objective optimization is to manage conflicting objectives (Sener &
Koltun, 2018; Yu et al., 2020; Liu et al., 2021a). Substituting the update y = —n.A(Jf (z)) into the
first-order Taylor approximation f(x) + Jf () -y yields f(x) —nJf (z)- A(Jf (x)). In particular,
if 0 < Jf(x) - A(Jf()), then no coordinate of the approximation of f will increase. A pair of
vectors ¢,y € R™ is said to conflict if x "y < 0. Hence, for a sufficiently small 7, if any row of
Jf () conflicts with A(Jf (x)), the corresponding coordinate of f will increase. When minimizing
f, avoiding conflict between the aggregation and any gradient is thus desirable, motivating the first
property.

Definition 1 (Non-conflicting). Let A : R™*™ — R™ be an aggregator. If for all J € R™*",
0 < J- A(J), then A is said to be non-conflicting.

For any collection of vectors C' C R", the dual cone of C'is {x € R" : Vy € 0,0 < ="y} (Boyd &
Vandenberghe, 2004). Notice that an aggregator .A is non-conflicting if and only if for any J, A(J)
is in the dual cone of the rows of J.

In a step of GD, the update scales proportionally to the gradient norm. Small gradients thus lead to
small updates, and conversely, large gradients lead to large updates. To maintain coherence with GD,
it would be natural that the rows of the Jacobian also contribute to the aggregation proportionally to
their norm. Scaling each row of Jf (x) by the corresponding element of some vector ¢ € R™ yields
diag(c) - Jf (x). This insight can then be formalized as the following property.

Definition 2 (Linear under scaling). Let A : R™*"™ — R"™ be an aggregator. If for all J € R"™*",
the mapping from any 0 < ¢ € R™ to A( diag(c) - J) is linear in ¢, then A is said to be linear under
scaling.

Finally, as ||y|| decreases asymptotically to 0, the precision of the first-order Taylor approximation
f(x) + Jf (x) - y improves, as highlighted in (2). The projection y’ of any candidate update y onto
the span of the rows of Jf (x) satisfies Jf (x) - y' = Jf(x) - y and ||y’|| < ||y||, so this projection
decreases the norm of the update while preserving the value of the approximation. Without additional
information about f, it is thus reasonable to select y directly in the row span of Jf (), i.e. to have a
vector of weights w € R™ satisfying y = Jf(x)" - w. This yields the last desirable property.

Definition 3 (Weighted). Let A : R™*™ — R"™ be an aggregator. If for all J € R"*", there exists
w € R™ satisfying A(J) = J ' - w, then A is said to be weighted.

2.3 UNCONFLICTING PROJECTION OF GRADIENTS

We now define the unconflicting projection of gradients aggregator Aypgad, specifically designed to
be non-conflicting, linear under scaling, and weighted. In essence, it projects each gradient onto the
dual cone of the rows of the Jacobian and averages the results, as illustrated in Figure la.

For any J € R"™*™ and « € R", the projection of x onto the dual cone of the rows of J is

7y(x) = argmin |y — x| 3)
yeR™: 0<Jy

Denoting by e; € R™ the ith standard basis vector, J Te, is the ith row of J. Aypgrad is defined as

1
Aupcraa(J) = po- Z 77(J"e;). )

i1€[m]
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(a) AUPGrad (J) (ours) (b) -AMcan (J), -AMGDA (J) and ADualProj (J)

Figure 1: Aggregation of J = [g; g2]" € R?*2 by four different aggregators. The dual cone of
{91, 92} is represented in green.

(a) Aupcrad projects g1 and go onto the dual cone and averages the results.

(b) The mean Apjean(J) = %(91 + g2) conflicts with g1. Apuyaiprej projects this mean onto the dual
cone, so it lies on its boundary. Awmgpa(J) is almost orthogonal to gs because of its larger norm.

Since the dual cone is convex, it is closed under positive combinations of its elements. For any J,
AupGrad (J) is thus always in the dual cone of the rows of .J, so Aypgrd is non-conflicting. Note that
if no pair of gradients conflicts, Aypg.a Simply averages the rows of the Jacobian.

Since 7 is a projection onto a closed convex cone, if € € R" and 0 < a € R, then 7;(a - ) =
a-7j(x). By (4), Aupcrad is thus linear under scaling.

When n is large, the projection in (3) is prohibitively expensive to compute. An alternative but
equivalent approach is to use its dual formulation, which is independent of n.

Proposition 1. Let J € R™*" Forany u € R™, m;(J"u) = J"w with

w € argmin v JJ . (®)]
vER™: u<w

Proof. See Appendix A.2.

The problem defined in (5) can be solved efficiently using a quadratic programming solver, such as
those bundled in gpsolvers (Caron et al., 2024). For any i € [m], let w; be given by (5) when
substituting w with e;. Then, by Proposition 1,

1
_ 7T § )
AUPGrad(J) =J m w; | - (6)

i€[m)]

This provides an efficient implementation of Aypgra and proves that it is weighted. Aypgraa can also
be easily extended to incorporate a vector of preferences by replacing the average in (4) and (6) by a
weighted sum with positive weights. This extension remains non-conflicting, linear under scaling,
and weighted.

2.4 CONVERGENCE TO THE PARETO FRONT

We now provide theoretical convergence guarantees of JD with Aypgr,g When minimizing some
f : R* — R™ satisfying standard assumptions. If for a given x € R", there exists no y € R”
satisfying f(y) < f(x), then « is said to be Pareto optimal. The set X* C R™ of Pareto optimal
points is called the Pareto set, and its image f(X™*) is called the Pareto front.

Whenever f(Az + (1 — A)y) < Af(z) + (1 — A)f(y) holds for any pair of vectors x,y € R"
and any A € [0,1], f is said to be <-convex. Moreover, f is said to be S-smooth whenever
|7f (x) — Tf (y)||z < Bll& — y| holds for any pair of vectors =,y € R™.

4
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Theorem 1. Let f : R” — R™ be a S-smooth and <-convex function. Suppose that the Pareto
front f(X*) is bounded and that for any & € R™, there is z* € X * satisfying f(z*) < f(x).> Let

@y € R", andforall t > 1, @411 = @ — nAupcraa (Tf (¢)), with n = ﬁ Let w, be the weights

defining Aupcraa (Jf (2¢)) as per (6), i.e. Avpgraa (Tf (®:)) = Tf (@) " - wy. If wy is bounded, then
f(z¢) converges to f(x*) for some x* € X*. In other words, f(x;) converges to the Pareto front.

Proof. See Appendix A.3.

Empirically, w; appears to converge to some w* € R™ satisfying both 0 < w* and Jf (*) Tw* =
0. This suggests that the boundedness of w, could be relaxed or even removed from the set of
assumptions of Theorem 1.

Another commonly studied type of convergence for multi-objective optimization is convergence
to a stationary point. If for a given & € R", there exists 0 < w satisfying Jf(x) w = 0 then
x is said to be Pareto stationary. Even though every Pareto optimal point is Pareto stationary, the
converse does not hold, even in the convex case. The function [z y]T — [:UQ y2] " illustrates
this discrepancy. Its Pareto set only contains the origin, but its set of Pareto stationary points is the
union of the two axes. Despite being necessary, convergence to a Pareto stationary point is thus not a
sufficient condition for optimality and, hence, constitutes a rather weak guarantee. To the best of our
knowledge, Aupcrad is the first non-conflicting aggregator that provably converges to the Pareto front
in the smooth convex case.

In addition to the asymptotic convergence guarantees of Theorem 1, Appendix A.3 provides the
following rate of convergence for any number of iterations 7' € N:
1 . vm
T Zth(f(iBt)—f(w ) ST(

te[T]

| £ (1) — f(2")]| + §||m1 - :c*||2> ,

Although this result does not directly provide a convergence rate for f, the bound 1 < wy, suggests a
convergence rate of O (%), offering valuable insight into the algorithm’s asymptotic behavior.

3 APPLICATIONS

Instance-wise risk minimization. In machine learning, we generally have access to a training
set consisting of m examples. The goal of empirical risk minimization (ERM) (Vapnik, 1995) is
simply to minimize the average loss over the whole training set. More generally, instance-wise risk
minimization (IWRM) considers the loss associated with each training example as a distinct objective.
Formally, if x € R"™ are the parameters of the model and f;(x) is the loss associated to the ith
example, the respective objective functions of ERM and IWRM are:

(Empirical risk) f(x) = % Z fi(x) 7
i€[m]
(Instance-wise risk) flx)=1[filz) folz) --- fm(l‘)]T 8)

Naively using GD for ERM is inefficient in most practical cases, so a prevalent alternative is to use
SGD or one of its variants. Similarly, using JD for IWRM is typically intractable. Indeed, it would
require computing a Jacobian matrix with one row per training example at each iteration. In contrast,
we can use the Jacobian of a random batch of training example losses. Since it consists of a subset of
the rows of the full Jacobian, this approach is a form of stochastic sub-Jacobian descent, as introduced
in Section 2.1. IWRM can also be extended to cases where each f; is a vector-valued function. The
objective would then be the concatenation of the losses of all examples.

Multi-task learning. In multi-task learning, a single model is trained to perform several related
tasks simultaneously, leveraging shared representations to improve overall performance (Ruder,
2017). At its core, multi-task learning is a multi-objective optimization problem (Sener & Koltun,

>This condition is a generalization to the case mm > 1 of the existence of a minimizer * € R" when m = 1.
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2018), making it a straightforward application for Jacobian descent. Yet, the conflict between
tasks is often too limited to justify the overhead of computing all task-specific gradients, i.e. the
whole Jacobian (Kurin et al., 2022; Xin et al., 2022). In such cases, a practical approach is to
minimize some linear scalarization of the objectives using an SGD-based method. Nevertheless,
we believe that a setting with inherent conflict between tasks naturally prescribes Jacobian descent
with a non-conflicting aggregator. We analyze several related works applied to multi-task learning in
Section 4.

Adversarial training. In adversarial domain adaptation, the feature extractor of a model is trained
with two conflicting objectives: The features should be helpful for the main task and should be
unable to discriminate the domain of the input (Ganin et al., 2016). Likewise, in adversarial fairness,
the feature extractor is trained to both minimize the predictability of sensitive attributes, such as
race or gender, and maximize the performance on the main task (Adel et al., 2019). Combining
the corresponding gradients with a non-conflicting aggregator could enhance the optimization of
such methods. We believe that the training of generative adversarial networks (Goodfellow et al.,
2014) could be similarly formulated as a multi-objective optimization problem. The generator and
discriminator could then be jointly optimized with JD.

Momentum-based optimization. In gradient-based single-objective optimization, several methods
use some form of gradient momentum to improve their convergence speed (Polyak, 1964). Essentially,
their updates consider an exponential moving average of past gradients rather than just the last one. An
appealing idea is to modify those algorithms to make them combine the gradient and the momentum
with some aggregator, such as Aypgrad, instead of summing them. This would apply to many popular
optimizers, like SGD with Nesterov momentum (Nesterov, 1983), Adam (Kingma & Ba, 2014),
AdamW (Loshchilov & Hutter, 2019) and NAdam (Dozat, 2016).

Distributed optimization. In a distributed data-parallel setting with multiple machines or multiple
GPUs, model updates are computed in parallel. This can be viewed as multi-objective optimization
with one objective per data share. Rather than the typical averaging, a specialized aggregator, such as
AupGrads could thus combine the model updates. This consideration can even be extended to federated
learning, in which multiple entities participate in the training of a common model from their own
private data by sharing model updates (Kairouz et al., 2021). In this setting, as security is one of the
main challenges, the non-conflicting property of the aggregator could be key.

4 EXISTING AGGREGATORS

In the context of multi-task learning, several works have proposed iterative optimization algorithms
based on the combination of task-specific gradients (Sener & Koltun, 2018; Yu et al., 2020; Liu
et al., 2021b;a; Lin et al., 2021; Navon et al., 2022; Senushkin et al., 2023). These methods can be
formulated as variants of JD parameterized by different aggregators. More specifically, since the
gradients are stochastically estimated from batches of data, these are cases of what we call SEJD.
In the following, we briefly present the most prominent aggregators and summarize their properties
in Table 1. As a baseline, we also consider Ape,,, which simply averages the rows of the Jacobian.
Their formal definitions are provided in Appendix B. Some of them are also illustrated in Figure 1b.

Arcw aggregates the matrix using a random vector of weights (Lin et al., 2021). Aygpa gives the
aggregation that maximizes the smallest improvement (Désidéri, 2012; Sener & Koltun, 2018; Fliege
& Svaiter, 2000). Acacrag maximizes the smallest improvement in a ball around the average gradient
whose radius is parameterized by ¢ € [0, 1[ (Liu et al., 2021a). Apccraa projects each gradient onto
the orthogonal hyperplane of other gradients in case of conflict, iteratively and in a random order (Yu
et al., 2020). It is, however, only non-conflicting when m < 2, in which case Apcgrag = M - AUPGrad-
IMTL-G is a method to balance some gradients with impartiality (Liu et al., 2021b). It is only defined
for linearly independent gradients, but we generalize it as a formal aggregator, denoted AL G,
in Appendix B.6. Aligned-MTL orthonormalizes the Jacobian and weights its rows according to
some preferences (Senushkin et al., 2023). We denote by Aajignea-mrr this method with uniform
preferences. Anash-mrL aggregates Jacobians by finding the Nash equilibrium between task-specific
gradients (Navon et al., 2022). Lastly, the GradDrop layer (Chen et al., 2020) defines a custom
backward pass that combines gradients with respect to some internal activation. The corresponding
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aggregator, denoted Agradprop, randomly drops out some gradient coordinates based on their sign and
sums the remaining ones.

In the context of continual learning, to limit forgetting, an idea is to project the gradient onto the
dual cone of gradients computed with past examples (Lopez-Paz & Ranzato, 2017). This idea can be
translated into an aggregator that projects the mean gradient onto the dual cone of the rows of the
Jacobian. We name this Apuatpro;-

Several other works consider the gradients to be noisy when making their theoretical analysis (Liu
& Vicente, 2021; Zhou et al., 2022; Fernando et al., 2022; Chen et al., 2024; Xiao et al., 2024).
Their solutions for combining gradients are typically stateful. Although this could enhance practical
convergence rates, we have restricted our focus to the analysis of stateless aggregators. Exploring
and analyzing a generalized Jacobian descent algorithm, that would preserve some state over the
iterations, is a promising future direction.

In the federated learning setting, several aggregators have been proposed to combine the model
updates while being robust to adversaries (Blanchard et al., 2017; Guerraoui et al., 2018; Chen et al.,
2017; Yin et al., 2018). We do not study them here as they mainly focus on security aspects.

Table 1: Properties satisfied for any number of objectives. Proofs are provided in Appendix B.

Ref. Aggregator corll\ili(i)gt-ing Lmsiirlilll:;der Weighted
— AMean X '/ '/
Désidéri (2012) Awmcpa v X v
Lopez-Paz & Ranzato (2017)  Apuaiproj 4 X v
Yu et al. (2020) ApCGrad X v v
Chen et al. (2020) AGraddrop X X X
Liu et al. (2021b) At 6 X X v
Liu et al. (2021a) ACAGrad X X 4
Lin et al. (2021) Arcw X v v
Navon et al. (2022) ANash-MTL v X 4
Senushkin et al. (2023) AAligned MTL X X 4
(ours) AupGrad 4 v v

5 EXPERIMENTS

In the following, we present empirical results for instance-wise risk minimization on some simple
image classification datasets. IWRM is performed by stochastic sub-Jacobian descent, as described
in Section 3. A key consideration is that when the aggregator is Apean, this approach becomes
equivalent to empirical risk minimization with SGD. It is thus used as a baseline for comparison.

We train convolutional neural networks on subsets of SVHN (Netzer et al., 2011), CIFAR-
10 (Krizhevsky et al., 2009), EuroSAT (Helber et al., 2019), MNIST (LeCun et al., 1998), Fashion-
MNIST (Xiao et al., 2017) and Kuzushiji-MNIST (Clanuwat et al., 2018). To make the comparisons
as fair as possible, we have tuned the learning rate very precisely for each aggregator, as explained
in detail in Appendix C.1. We have also run the same experiments several times independently to
gain confidence in our results. Since this leads to a total of 43776 training runs across all of our
experiments, we have limited the size of each training dataset to 1024 images, greatly reducing
computational costs. Note that this is strictly an optimization problem: we are not studying the
generalization of the model, which would be captured by some performance metric on a test set.
Other experimental settings, such as the network architectures and the total computational budget
used to run our experiments, are given in Appendix C. Figure 2 reports the main results on SVHN
and CIFAR-10, two of the datasets exhibiting the most substantial performance gap. Results on the
other datasets and aggregators are reported in Appendix D.1. They also demonstrate a significant
performance gap.
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(a) SVHN: training loss (b) SVHN: update similarity to the SGD update
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Figure 2: Optimization metrics obtained with IWRM with 1024 training examples and a batch size
of 32, averaged over 8 independent runs. The shaded area around each curve shows the estimated
standard error of the mean over the 8 runs. Curves are smoothed for readability. Best viewed in color.

Here, we compare the aggregators in terms of their average loss over the training set: the goal of ERM.
For this reason, it is rather surprising that .Apean, which directly optimizes this objective, exhibits a
slower convergence rate than some other aggregators. In particular, Aypgrd, and to a lesser extent
Apuaiproj, provide improvements on all datasets.

Figures 2b and 2d show the similarity between the update of each aggregator and the update given
by Amean- For Aupgrad, @ low similarity indicates that there are some conflicting gradients with
imbalanced norms (a setting illustrated in Figure 1). Our interpretation is thus that Aypgq prevents
gradients of hard examples from being dominated by those of easier examples early into the training.
Since fitting those is more complex and time-consuming, it is beneficial to consider them earlier. We
believe the similarity increases later on because the gradients become more balanced. This further
suggests a greater stability of Aypgrag compared to Apiean, which may allow it to perform effectively
at a higher learning rate and, consequently, accelerate its convergence.

The sub-optimal performance of Anmcpa in this setting can be attributed to its sensitivity to small
gradients. If any row of the Jacobian approaches zero, the aggregation by Awmgpa Will also approach
zero. This observation illustrates the discrepancy between stationarity and optimality, as discussed
in Section 2.4. A notable advantage of linearity under scaling is to explicitly prevent this from
happening.

Overall, these experiments demonstrate a high potential for the IWRM paradigm and confirm the
relevance of JD, and more specifically of SSID, as multi-objective optimization algorithms. Besides,
the superiority of Aypgra in such a simple setting supports our theoretical results.
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While increasing the batch size in SGD reduces variance, the effect of doing so in SSJD combined
with Aypgrad 18 non-trivial, as it also tightens the dual cone. Additional results obtained when varying
the batch size or updating the parameters with the Adam optimizer are available in Appendices D.2
and D.3, respectively.

While an iteration of SSJD is more expensive than an iteration of SGD, its runtime is influenced by
several factors, including the choice of aggregator, the parallelization capabilities of the hardware
used for Jacobian computation, and the implementation. Appendix E provides memory usage and
computation time considerations for our methods. Additionally, we propose a path towards a more
efficient implementation in the next section.

6 GRAMIAN-BASED JACOBIAN DESCENT

When the number of objectives is dominated by the number of parameters of the model, the main
overhead of JD comes from the usage of a Jacobian matrix rather than a single gradient. In the
following, we motivate an alternative implementation of JD that only uses the inner products between
each pair of gradients.

For any J € R™*", the matrix G = J.J | is called the Gramian of .J and is positive semi-definite.
Let M, € R™*™ be the set of positive semi-definite matrices. The Gramian of the Jacobian,
denoted Gf (z) = Jf (z) - Tf(x)' € M.y, captures the relations — including conflicts — between
all pairs of gradients. Whenever A is a weighted aggregator, the update of ID is y = —nJf(z) "w
for some vector of weights w € R™. Substituting this into the Taylor approximation of (2) gives

fl@+y) = f@) —ngf@) w+o (nm) | )

This expression only depends on the Jacobian through its Gramian. It is thus sensible to focus
on aggregators whose weights are only a function of the Gramian. Denoting this function as
W : M,, — R™, those aggregators satisfy A(J) = J " - W(G). Remarkably, all weighted aggre-
gators of Table 1 can be expressed in this form. In the case of Aypgrad, this is clearly demonstrated in
Proposition 1, which shows that the weights depend on G. For such aggregators, substitution and
linearity of differentiation® then yield

A(TF (@) = V(W(GF (@) f) (@), (10)

After computing W(Q f (w)) , a step of JD would thus only require the backpropagation of a scalar
function. The computational cost of applying VW depends on the aggregator and is often dominated
by the cost of computing the Gramian.

We now outline a method to compute the Gramian of the Jacobian without ever having to store the
full Jacobian in memory. Similarly to the backpropagation algorithm, we can leverage the chain rule.
Letg:R™ — R¥ and f : R¥ — R™, then for any & € R™, the chain rule for Gramians is

T

G(f o 9)(x) = Tf (9(x)) - Gg(x) - Tf (g(z)) (11
Moreover, when the function has multiple inputs, the Gramian can be computed as a sum of individual
Gramians. Let f : R" % 5 R™Mandz = [2] - a:ﬂT We can write Jf(x) as the

concatenation of Jacobians [T, f(x) -+ Tz, f(x)], where Ty, f () is the Jacobian of f with
respect to x; evaluated at x. For any i € [k], let Gz, f(€) = Tz, f(€) - Tu, f(x) . Then

Gf(@1,....@x) = Y G, f(@1,...,mp). (12)
i€ (k]

When a function is made of compositions and concatenations of elementary functions, the Gramian
of the Jacobian can thus be expressed with sums and products of partial Jacobians.

‘We now provide an example algorithm to compute the Gramian of a sequence of layers. For 0 < i < &,
let f; : R™ x R% — R™+1 be a layer parameterized by p; € R%. Given ¢y € R™, for 0 < i < k,

*Forany ¢ € R™ and any w € R™, Jf(z) 'w =V (w' f) (x)
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the activations are recursively defined as ;1 = f;(x;, p;). Algorithm 3 illustrates how (11) and
(12) can be combined to compute the Gramian of the network with respect to its parameters.

Algorithm 3: Gramian reverse accumulation for a sequence of layers

Je I # Identity matrix of size ni X ng

G + 0 # Zero matrix of size ng X ng

fori < k—1to0do
Jp — TIp, fi(xi,p;) - J» # Jacobian of xp w.r.t. p;
Jo — Tz, fi(xi,pi) - Jp # Jacobian of xp w.r.t. x;
G« G+ J,J,

Output: G

Generalizing Algorithm 3 to any computational graph and implementing it efficiently remains an
open challenge extending beyond the scope of this work.

7 CONCLUSION

In this paper, we introduced Jacobian descent (JD), a multi-objective optimization algorithm defined
by some aggregator that maps the Jacobian to an update direction. We identified desirable properties
for aggregators and proposed .Aupcrad, addressing the limitations of existing methods while providing
stronger convergence guarantees. We also highlighted potential applications of JD and proposed
IWRM, a novel learning paradigm considering the loss of each training example as a distinct
objective. Given its promising empirical results, we believe this paradigm deserves further attention.
Additionally, we see potential for Aypgrag beyond ID, as a linear algebra tool for combining conflicting
vectors in broader contexts. As speed is the primary limitation of JD, we have outlined an algorithm
for efficiently computing the Gramian of the Jacobian, which could unlock JD’s full potential.
We hope this work serves as a foundation for future research in multi-objective optimization and
encourages a broader adoption of these methods.

Limitations and future directions. Our experimentation has some limitations. First, we only
evaluate JD on IWRM, a setting with moderately conflicting objectives. It would be essential
to develop proper benchmarks to compare aggregators on a wide variety of problems. Ideally,
such problems should involve substantially conflicting objectives, e.g. multi-task learning with
inherently competing or even adversarial tasks. Then, we have limited our scope to the comparison
of optimization speeds, disregarding generalization. While this simplifies the experiments and makes
the comparison rigorous, optimization and generalization are sometimes intertwined. We thus believe
that future works should focus on both aspects.
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A PROOFS

A.1 SUPPLEMENTARY THEORETICAL RESULTS

Recall that a function f : R™ — R™ is <-convex if for all ¢,y € R™ and any A € [0, 1],

FOz+ (1= Ny) <Af(z) + (1 - N f(y)
Lemma 1. If f : R — R™ is a continuously differentiable <-convex function, then for any pair of
vectors ¢,y € R, Jf () (y — z) < f(y) — f(=x).

Proof.
jf(w)(y - $) = )\li)I(r)lJr f(m i )\(y ;\ x)) — f(m> (differentiatinn)
o T@ A W)~ f@) ~ f@) i
A—0+ A
which concludes the proof. O

Lemma 2. Let J € R™*™ letu € R™ and let x € R™, then

u' Ja < |ull - |||l ||
Proof. Let J; be the ith row of J, then
2 -Schwartz
(u”Jz)" < [lul* - || Je|? (st
2
=[ul®- Y (4 )
i€[m]
< Jul? S A ) (i)
i€[m]
= Jull?- IR - =2,
which concludes the proof. U
Recall that a function f : R™ — R™ is S-smooth if for all x,y € R",
|7f (@) = Tf ()|, < Bll= -yl (13)
Lemma 3. Let f : R® — R™ be [3-smooth, then for any w € R" and any =,y € R",
B
w' (F(@) — F(y) - T W)@ —v)) < Slwl - |z - y)? (14)
Proof.
w' (f(x) - f(y) - Tf(y)(x —v))
1
. T . . . . fundan;g[l:fal
=w ( /0 Jf(y+tx—y))(@z—y)dt—Tf(y)(z y)) (o?‘c%?culus)
1
= / w' (Jf(y +i(z—y)) - Jf(y)> (x —y)dt
0
1
< [l |7+ te - ) - TFw)]| -2 - vl de (Lenma2)
0
1
< / ”w” - Bt - ||£l! - y||2 dt (B—smoothness 13)
0
B
= Slwl-llz -yl
which concludes the proof. U
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A.2  PROPOSITION 1
Proposition 1. Let J € R™*" Forany u € R™, m;(J"u) = J"w with

w € argmin v JJ . (®)]
veER™: u<wv

Proof. This is a direct consequence of Lemma 4. ]

Lemmad4. Let J € R™*", G = JJT, u € R™. Forany w € R™ satisfying

u <w (15a)
0 < Gw (15b)
uw' Gw=w'Gw (15¢)

we have m;(J"u) = JTw. Such a w is the solution to

w € argminv ' Go.
u=<v

Proof. The projection

1
77(J T u) = argmin = ||z — J " ul?
xER™: 2

o<Jz

is a convex program. Consequently, the KKT conditions are both necessary and sufficient. The
Lagragian is given by £(z,v) = %||@ — J"u|?> — v Jz. The KKT conditions are then given by

VzLl(z,v)=0
0<wv

0<Jzx
0=v"Jx
x=J"(u+v)
0<wv
0<G(u+w)
0=v"G(u+wv)
x=J"(u+v)
u=<u-+v
0<Gu+v)
u' Gu+v)=(u+v)"G(u+v)

The simple change of variable w = u + v finishes the proof of the first part.

Since = J " (u + v), the Wolfe dual program of 7;(.J " u) gives

weu+ argmax L(J (u+v),v)
veER™: 0<v

=u+ argmax 1 HJTvH2 —v ' JJ " (u+v)
vERm:0$v2

1
=u+ argmax ——v Gv—v' Gu
veER™: 0<v

1
=u+ argmin —(u+v) Gu+v)

veER™: u<xu+wv

. 1
= argmin —v' GV,
v/ ER™: u<v’

which concludes the proof. U
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A.3 THEOREM 1

Theorem 1. Let f : R® — R™ be a 8-smooth and <-convex function. Suppose that the Pareto
front f(X*) is bounded and that for any « € R", there is * € X* satisfying f(x*) < f(«). Let

x1 € R", andforallt € N, 411 = @t — N AUPGrad (jf(:ct)), withn = ﬁ Let w; be the weights

defining AypGrad (jf(a:t)) as per (6), i.e. AupGrad (jf(a:t)) = Jf(x;) " -wy. If wy is bounded, then
f(z¢) converges to f(x*) for some x* € X*. In other words, f(x;) converges to the Pareto front.

To prove the theorem we will need Lemmas 5, 6 and 7 below.
Lemma 5. Let J € R™* " and w = L >, w; be the weights defining Aupgraa (J) as per (6). Let,

m
as usual, G = JJ T, then,

w!' Gw <17 Gw.

Proof. Observe that if, for any u,v € R™, (u,v) = u' Gv, then (-, -) is an inner product. In this
Hilbert space, the Cauchy-Schwartz inequality reads as

(u" Gv)? = (u,v)?
<u’ U’> ' <’U, ’U>

u' Gu-v'Gv.

IA

Therefore
w' Gw
1 T
0,J
1 . )
T . T ) Cauchy-Schwartz
= W Z \/wz Gw; - \/wj Gw] ( inequality )
,J
1 2
p m
1 2
< Z E (1 /fu];r Gwl) (Jensen’s inequality)
7
1 T
= — w.: Gw; G positive semi-definite
LYo ( )
1 T
= E Zei Gw; (Lemma4,(15c))
K3
1 T L 4, (15b
< — Y 17Gw; (Lemma 4, (150))
m =
K3
= 1" Gw,
which concludes the proof. (]

Lemma 6. Under the assumptions of Theorem 1, for any w € R™ and any ¢ € N,

T gy ol (1w N
W (f(e) = £@) = 570 (57~ ) G

16
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Proof. Forallt € N,letJ; = Jf(x;), Gy = JiJ,| . Then 1 = @t —nAupcraa(Ji) = Ti—nJ, wy.
Therefore

w' (f(@1) — f(20))

e T T 7T &772 T 112
< nw JtJt we + 5 H’lU” . ”Jt wt|| (LemmaS)
1 1
= — TﬁwTGtwt + —2Bm||w|| w] Gyw, (=50=)
1 1
- mwTGtwt + %”wH . lTGtwt (LemmaS)
T
el (L e G,
pym \2ym  |w]| ’
which concludes the proof. ]

Lemma 7. Under the assumptions of Theorem 1, if £* € X* satisfies 17 f(x*) < 1T f(z;) for all
t € N, then

T 3wl (flw) - @) = 5 (17 (Flen) - @) +

m *
ﬁé |2, — ||2>. (16)
Proof. We first bound, forany t € N, 17 (f(441) — f(w)) as follows

17 (f(zeg1) — f(zr))
1

T

T 28ym 1 Gw, (wiihioy)
1

— W . w;rGtwt. (LemmaS)

Summing this over ¢ € [T yields

1
Z th Gt'wt
]

25\/7” te[T
< Z 17 (f(@e) — f(2i41))
te[T]
=17 (f(ml) _ f(wT+1)> (Telescoping sum )
< 17 (f@) ~ ") (s r ) (1)

Since 0 < wy,

w/ (f(z:) — fz"))

< w/ Jy(x, — ) (Lemma 1)
1
= H(mt - -’15t+1)T(-’13t - w*) (mt+1:mt,thth)
1 § )
= % (th - mt+1”2 + ”mt — & ”2 - ||-Tt+1 — X ||2) (Para]llzi;)gram)
1 Bv/m . )
= 2/@\/mwt—rGt’UJt + T(Hwt —x H2 _ Hwt+1 —x HQ) (n:B\}m)
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Summing this over ¢ € [T yields

7w (f(z) - f(z7))

te[T]
1
W Z 'thGt'wt + @(le _ CL'*HQ — H;LrTJrl — 33*||2) (Telescopingsum)
te[T]
1 T \/> * (12
Z w,; Girw; + Bl
26/m o 2
m *
= 1 (f@) - £@) + D - (3v110)
Scaling down this inequality by 7" yields
T 3wl ()~ $@) = 5 (17 (Flen) ~ @)+ 257 o~ 07| ).
te (T]
which concludes the proof. O

We are now ready to prove Theorem 1.

Proof. Forallt € N, let Jt = jf((l?t), Gt = JtJtT Then

i1 = T — N AUPGrad (J1)

T
=z —nJ, wy.

. . _ . 1
Substituting w = 1 in the term 5—= — i ”w” of Lemma 6 yields
1 w o 1
2m Twl - 2vm
< 0.
Therefore there exists some ¢ > 0 such that any w € R with |1 — w|| < ¢ satisfies \F < Tl
Denote by B:(1) = {w € R™ : |1 — w|| < &}, i.e. for all w € B.(1), 27\/5 < Twy- By the

non-conflicting property of Aypgrag, 0 < Grw; and therefore for all w € B.(1),

w' (f(@1) — f(z0))

ol (1w
= Bm (wm - ||w|> G (Lemmna )

0.

IA

Since w " f(x;) is bounded and non-increasing, it converges. Since B.(1) contains a basis of R™,
f(x:) converges to some f* € R™. By assumption on f, there exists * in the Pareto set satisfying

flz*) < f*.
We now prove that f(x*) = f*. Since f(x*) < f*, itis sufficient to show that 17 (f*— f(x*)) < 0.
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First, the additional assumption of Lemma 7 applies since 1T f(x;) decreases to 1T £* which is
larger than 1T f(z*). Therefore

1T (f* - f(z"))

T
» X fxm)<f"
< Z wy | (- f(=")) ( 1S )
te (7]
= T W (£ - f@) + @) - f(a))
te[T
= 2| X w (F @) + 3w/ (F@) - f(@))
te[T] te(T)
= P S w5 fe) 17 () - fat) + D ] (e
te[T]
(18)
Taking the limit as T — oo, we get
1 (f ~ f(=")
< Jim 7wl (5 fw)
te[T]
< Jim 23wl |15~ S0 (ot
te[T]
=0 (7o)
which concludes the proof. ]

The proof of Theorem 1 provides some additional insights about the convergence rate as well as some
notion of convergence in the non-convex case.

Convergence rate. Combining the equality f* = f(a*) and (18), we have
* 1 T * * (|2
=3 w (Fla)  fl@) < 41T (Flwn) — f@) + D o~ 2

fe[T

>

Furthermore, the Cauchy-Schwartz inequality yields 17 (f(z1) — f(z*)) < vm-|| f(z1) — f(x*)
S0

3wl (e - 1) < P (f@) - 1@ + Sler o) a9

te[T

This hints a convergence rate of order O (%), whose constant depends on the initial point x;.

Non-convex setting. The proof of (17) does not require the convexity of the objective function.
This bound can be equivalently formulated as

*ZHJT I Qﬁf 17 (f(z1) — f(z*)) (20)

This shows the convergence of the updates in the non-convex setting, under the smoothness condition
of Theorem 1. Note that this does not prove the convergence of x;, which is in line with the current
limitations of gradient descent in the single-objective setting.
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B PROPERTIES OF EXISTING AGGREGATORS

In the following, we prove the properties of the aggregators from Table 1. Some aggregators, e.g.
Arcw, AGradDmp and Apcgrad, are non-deterministic and are thus not technically functions but rather
random variables whose distribution depends on the matrix J € R™*™ to aggregate. Still, the
properties of Section 2.2 can be easily adapted to a random setting. If A is a random aggregator, then
for any J, A(J) is a random vector in R™. The aggregator is non-conflicting if .A(J) is in the dual
cone of the rows of J with probability 1. It is linear under scaling if for all J € R™*", there is a —
possibly random — matrix J € R™" such that for all 0 < ¢ € R™, A(diag(c)-J) = J' - c. Finally,
A is weighted if for any J € R"*" there is a — possibly random — weighting w € R satisfying
AJ)=JT - w.

B.1 MEAN

Amean Simply averages the rows of the input matrix, i.e. for all J € R™*",

Antean(J) = %JT -1 1)

X Non-conflicting. Apean ({42}) = [1], which conflicts with [—2], s0 Apean is not non-

conflicting.

v/ Linear under scaling. For any ¢ € R™, Ay (diag(c) - J) = LJ 7 - ¢, which is linear in c.

Abean is therefore linear under scaling.
v Weighted. By (21), Amean is weighted with constant weighting equal to %1.

B.2 MGDA

The optimization algorithm presented in Désidéri (2012), called MGDA, is tied to a particular method
for aggregating the gradients. We thus refer to this aggregator as Aygpa- The dual problem of this
method was also introduced independently in Fliege & Svaiter (2000). We show the equivalence
between the two solutions to make the analysis of Apgpa easier.

For all J € R™*", the aggregation described in Désidéri (2012) is defined as

Ancpa(J) = J - w (22)
with w € argmin HJT’UH2 (23)
0<w:
1Tv=1

In Equation (3) of Fliege & Svaiter (2000), the following problem is studied:

1
min o+ =|z|? (24)
a€ER,zeR™: 2

Jr<al

We show that the problems in (23) and (24) are dual to each other. Furthermore, the duality
gap is null since this is a convex problem. The Lagrangian of the problem in (24) is given by
L(o,,p) = a+ 3|lx||* — p' (ol — Jx). Differentiating w.r.t. o and @ gives respectively 1 — 1" 1
and & + J " p. The dual problem is obtained by setting those two to 0 and then maximizing the
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Lagrangian on 0 < p and o, i.e.

arg max o + 1 ||JT/1,H2 —p' (el +JJ p)
a,0<p: 2
1T p=1

1
arg max o + — ||JT/,LH2 —ap 1 —p"JI T
o,0<p: 2
1T p=1
S ST S
= argmin — HJ u”
o=<p: 2
1T p=1
Therefore, (23) and (24) are equivalent, with x = —J Tw.
v/ Non-conflicting. Observe that since in (24), « = 0 and & = 0 is feasible, the objective is

non-positive and therefore a < 0. Substitutingz = —J "win J -z < al < 0yields 0 < JJ "w,
ie. 0 < J - Amcpa(J), so Amcpa is non-conflicting.

2 0
X Linear under scaling. With J = [0 2] ,if0 < a <1, Avcpa(J) = [2} . However, ifa > 1,
a a

Amacpa(J) = B] . This is not affine in a, so Apgpa is not linear under scaling. In particular, if any

row of J is 0, Amgpa(J) = 0. This implies that the optimization will stop whenever one objective
has converged.

v Weighted. By (22), Ancpa is weighted.

B.3 DUALPROJ

The projection of a gradient of interest onto a dual cone was first described in Lopez-Paz & Ranzato
(2017). When this gradient is the average of the rows of the Jacobian, we call this aggregator Apuyaipro;-
Formally,

1
Abwareroj(J) = — - 75 (JT-1) (25)

where 7 is the projection operator defined in (3).

v Non-conflicting. By the constraint in (3), Apyaiproj is non-conflicting.

2 0

X Linear under scaling. With J = [_2(1 2,

}, if a > 1, Apyaiproj(J) = {2] However, if

1—

a .. . . . .
0.5 <a < 1, Apuapro(J) = [ ] . This is not affine in a, s0 Apuaiproj is ot linear under scaling.

v/ Weighted. By Proposition 1, Apyaiproj(J) = %JT -w, with w € argmin, _, v JJTv.
Abpualproj 18 thus weighted.

B.4 PCGRAD

Apcara 18 described in Yu et al. (2020). It projects each gradient onto the orthogonal hyperplane of
other gradients in case of conflict with them, iteratively and in random order. When m < 2, ApcGrad
is deterministic and satisfies Apcgraa = ™ - Aupcrad- Therefore, in this case, it satisfies all three
properties. When m > 2, Apcgraq is non-deterministic, so Apcgrag(J) is a random vector.

For any index i € [m], letg; = J - e; and let p(i) be a random vector distributed uniformly on
the set of permutations of the elements in [m] \ {¢}. For instance, if m = 3, p(2) = [1 3]T with

probability 0.5 and p(2) = [3 1]T with probability 0.5. For notation convenience, whenever i
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is clear from context, we denote j, = p(i)x. The iterative projection of Apcgrag is then defined
recursively as:

gi1 = i (26)
PC
9ir 95
gfﬁc-&-l = gik Il{gz k" Gk < O} Hg ||2k 9jy. (27)
Ik

We noticed that an equivalent formulation to the conditional projection of (27) is the projection onto
the dual cone of {g;, }:

ki1 = Tg1 (91%) (28)
Finally, the aggregation is given by
Apccrad(J) =Y ghen. (29)
1 0
X Non-conflicting. If J = 0 1 |, the only non-conflicting direction is 0. However,
-05 -1

Apccraa(J) is uniform over the set { {8;} , [82] , {_0042} , {_0082] }, i.e. Apcgraa(J) is in the dual
cone of the rows of .J with probability 0. Apcgrag is thus not non-conflicting. Here, IE[Apcgrad(J)] =
[0.6 O]T, 80 Apcarag 18 neither non-conflicting in expectation.

v Linear under scaling. To show that Apcgyaq is linear under scaling, let O < ceR™, gl = ¢g;,

g, ﬁc =g.and g} II;CH = TgiT (g’ PC) We show by induction that g’fl;c = clgz %

The base case is given by g/ i€ = g = c;g; = cig}§.

Then, assuming the induction hypothesis g} = ¢;g}'}., we show g/} | = cigi%

g l;c(;i-l = Te;9] (CigiP;S) (Induction hypothesis )
g; ll)cc+1 = CiTlg] (gZ k) (0<ci and 0<ejy, )
g l1)~cC+1 ngz 1 (By 28))

Therefore Apcgrad ( diag(c)-J) = 31" ¢ g; € » S0 it can be written as Apccrad (diag(c)-J) = J T

o T o .
withJ = [g15, -+ @gic,.] . Therefore, Apcgrad is linear under scaling.

v Weighted. For all i, g;<,, is always a random linear combination of rows of .J. Apcgraa is thus
weighted.

B.5 GRADDROP

The aggregator used by the GradDrop layer, which we denote Agrdprop, is described in Chen
et al. (2020). It is non-deterministic, S0 Agradprop(-/) is @ random vector. Given J € R™*7 et

|J| € R™*"™ be the element-wise absolute value of J. Let P = (1 + ‘J‘T 1) € R”, where the

division is element-wise. Each coordinate i € [n] is independently assigned to the set 7, with
probability P; and to the set Z_ otherwise. The aggregation at coordinate ¢ € Z is given by the
sum of all positive Jj;, for j € [m]. The aggregation at coordinate ¢ € Z_ is given by the sum of all
negative Jj;, for j € [m]. Formally,

Acraarop(J) = | D e Z T |+ e Z Jji (30)

€Ly jE[m €L j€[m]
JJL>0 JJL<0
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—2
1
P [Agraaprop(J) = [1]] = 1/3, i.e. AGradprop(J) is in the dual cone of the rows of .J with probability

. .. T .
0. Therefore, Agradprop is not non-conflicting. Here, IE[AGmdDmP(J )] = [~1] , 50 AGradprop is
neither non-conflicting in expectation.

X Non-conflicting. If J = , then P = [1/3]. Therefore, P[Agraaprop(/) = [~2] | = 2/3 and

X Linear under scaling. If J = [_11 _11} ,then P = % - 1 and the aggregation is one of the four
-1 1

and P = [2 /3 1/3] ", which cannot lead to a uniform distribution over four elements. Therefore,
Agraddrop 18 not linear under scaling.

vectors [£1 :I:l}T with equal probability. Scaling the first line of J by 2 yields J = { 2 2]
]T

1 -1
-1 1
Therefore, AgGradprop is not weighted.

X Weighted. With J = }, the span of J does not include [1 1]—r nor [—1 —1]T.

B.6 IMTL-G

In Liu et al. (2021b), the authors describe a method to impartially balance gradients by weight-

ing them. Let g; be the ¢’th row of J and let u; = ”g—"“. They want to find a combina-

tion g = 27;1 a,;g; such that g"Tu; is equal for all . Let U = [ug —u2 ... uj — um]T,
D=[gi—gs .. g1—gm] .Ifamm=][os ... am] ,then ooy, = (UDT)_lU - g1 and
ar = 1— 3", «a;. Notice that this is defined only when the gradients are linearly independent.
Thus, this is not strictly speaking an aggregator since it can only be computed on matrices of rank
m. We thus propose a generalization defined for matrices of any rank that is equivalent when the
matrix has rank m. In the original formulation, requiring g " u; to be equal to some ¢ € R for all
i, is equivalent to requiring that for all i, g ' g; is equal to ¢ ||g;||. Writing g = J '« and letting
d € R™ be the vector of norms of the rows of .J, the objective is thus to find « satisfying JJ " o< d.
Besides, to match the original formulation, the elements of o should sum to 1.

Letting (J.J T)T be the Moore-Penrose pseudo inverse of J.J |, we define

A[MTL_G(J) = JT - w (31)
. %, if1Tv#0

with w= { 0, otherwise (32)

and  v=(JJ")"a (33)

1 -1 -1
X Non-conflicting. If J = [I —1 —1] ,thend =[1 1 1), JJT = [—1 11 ]
1

1 1
and thus v = é[fl 1 1] . Therefore, w = [-1 1 I}T, Amvrc(J) = [—3}T and J -

Amvmc(J) =[-3 3 S]T. AmvrL-g is thus not non-conflicting.

]T

It should be noted that when J has rank m, AL seems to be non-conflicting. Thus, it would be
possible to make a different non-conflicting generalization, for instance, by deciding 0 when J is not
full rank.

2
X Linear under scaling. With J = [8 ﬂ and a > 0, we have v = {1/0(1 ﬂ . ﬁ] = {1{@]

and Ari(J) = [g ﬂ . {1{(1} . 13—1 = l}&-l . [ﬂ This is not affine in a, so AprL.g is not

a

linear under scaling.

v Weighted. By (31), AL is weighted.

23



Under review as a conference paper at ICLR 2025

B.7 CAGRAD

AcaGrad is described in Liu et al. (2021a). It is parameterized by ¢ € [0, 1[. If ¢ = 0, this is equivalent
to Amean- Therefore, we restrict our analysis to the case ¢ > 0. For any J € R™*"™ let g be the
average gradient %J T.1,and let e; " J denote the i’th row of .J. The aggregation is then defined as

Acacraa(J) € argmax min e, Jd (34)
deRrR™:  i€[m]
ld—gll<cligl|
X Non-conflicting. Let J = [_2(12_ 9 g], with a satisfying —a + Va2 +1 < 0. We have

g=I[-a 1]T and ||g]| = va? + 1. Observe that any d € R" satisfying the constraint ||d — g|| <

c|[g|| has first coordinate at most —a + ¢va? + 1. Because —a + ¢va®? +1 < 0, any feasible
d has a negative first coordinate, making d conflict with the first row of J. For any ¢ € [0, 1],

—a + ¢va? + 1 < 0 is equivalent to 4/ % < a. Thus, this provides a counter-example to the

non-conflicting property for any ¢ € [0, 1], i.e. Acacrada is not non-conflicting.

If we generalize to the case ¢ > 1, as suggested in the original paper, then d = 0 becomes feasible,
which yields min;e(, e; ' Jd = 0. Therefore the optimal d satisfies 0 < miN;e ) e; ' Jd, ie.
0 < Jd. With ¢ > 1, Acagrag Would thus be non-conflicting.

2 0 _ T _
0 2a}’ theng = [1 a] and|g| =

V1 4 a2. One can show that the constraint ||d — g|| < c||g|| needs to be satisfied with equality since,
otherwise, we can scale d to make the objective larger. Substituting J in min;e |, e; ' Jd yields

2min(dy, ads). For any a satisfying ¢v/1 + a2 + 1 < a?, it can be shown that the optimal d satisfies
dy < ady. In that case the inner minimum over 4 is 2d; and, to satisfy ||d — g|| = c||g||, the KKT

c-llgll+1
a

X Linear under scaling (sketch of proof). Let J = [

conditions over the Lagrangian yieldd — g « Vgd; =[1 O]T. This yields d = {
[c\/ 1+a+1
a

] . This is not affine in a; therefore, Acagrag is not linear under scaling.

v Weighted. In Liu et al. (2021a), Acacraa is formulated via its dual: Acacraa(J) =
LT (1 + C”‘]Tluw), with w € arg min,,e A () 17 JJTw+c-||JT1-||J Tw]|, where is A(m)

77 w]]

the probability simplex of dimension m. Therefore, Acagraq is weighted.

B.8 RGW

Agrgw is defined in Lin et al. (2021) as the weighted sum of the rows of the input matrix, with a
random weighting. The weighting is obtained by sampling m i.i.d. normally distributed random
variables and applying a softmax. Formally,
Arcw(J) = J T - softmax(w) (35)
with  w ~ N(0,1) (36)

X Non-conflicting. When J = the only non-conflicting solution is 0. However,

1
—21°
P[Argw(J) = 0] = 0, i.e. Argw(J) is in the dual cone of the rows of J with probability 0.
Argw is thus not non-conflicting. Here,

eVt — 2e%?
E =E|—— By (35
[Arcw ()] {ewl T } (By 3%))
e™t
=k Lw+ew] (wN(0.D)
<0 (0<e“’)

s0 Agrgw is neither non-conflicting in expectation.
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v/ Linear under scaling. Argw (diag(c) - J) = (diag(c) - J )T -softmax(w) = J T - diag(c) -
softmax(w) = J' - diag (softmax(w)) - ¢. We thus have Aggw (diag(c) - J) = J' - ¢ with
JT =J7 - diag (softmax(w)). Therefore, Aggw is linear under scaling.

v Weighted. By (35), Argw is weighted.

B.9 NASH-MTL

Nash-MTL is described in Navon et al. (2022). Unfortunately, we were not able to verify the proof of
Claim 3.1, and we believe that the official implementation of Nash-MTL may mismatch the desired
objective by which it is defined. Therefore, we only analyze the initial objective even though our
experiments for this aggregator are conducted with the official implementation.

Let J € R™ ™ and e > 0. Letalso B. = {d € R" : ||d|| <¢,0 < Jd}. With e; ' J denoting the
7’th row of J, Anash-mtr 18 then defined as

Anashomtr (J) = arg max > log (ei " Jd) (37)
€Be 1€[m]

v Non-conflicting. By the constraint, AnashmtL i non-conflicting.

X Linear under scaling. If an aggregator A is linear under scaling, it should be the case that
A(aJ) = aA(J) for any scalar a > 0 and any J € R™*". However, log(ae; ' Jd) = log(e; " Jd) +
log(a). This means that scaling by a scalar does not impact aggregation. Since this is not the trivial 0
aggregator, Anusn-mrL 1S not linear under scaling.

v Weighted. Suppose towards contradiction that d is both optimal for (37) and not in the span of
JT. Let d’ be the projection of d onto the span of J . Since ||d’|| < ||d|| < ¢ and Jd = Jd', we

have Jd < J (I‘\lj"ll\ d’), contradicting the optimality of d. Therefore, AnashmtL 1S Weighted.

B.10 ALIGNED-MTL

The Aligned-MTL method for balancing the Jacobian is described in Senushkin et al. (2023). For
simplicity, we fix the vector of preferences to i 1, but the proofs can be adapted for any non-trivial

vector. Given J € R™*" let VX2V T be the eigen-decomposition of J.J ', let T be the diagonal
matrix whose non-zero elements are the inverse of corresponding non-zero diagonal elements of X
and let oin = Min;cpm), 5,40 2. Lhe aggregation is then defined as

1
Aniignea-mtL(J) = EJT cw (38)
with w=omn- VIV .1 (39)
X Non-conflicting. If the SVD of J is VEUT, then JTw = omnUPVT1 with P = %X a

diagonal projection matrix with 1s corresponding to non zero elements of 3 and Os everywhere else.

Further, J - AAligned-MTL(J) = a:‘;“ 'VEVT]_. IfV = % |:\_/i; \}§:| and ¥ = |:(1) 8:|, we have

T Aniigneanm () = 3-VEVT1 =1 [3- /3 1— /3] which is not non-negative. Asigneamrr
is thus not non-conflicting.

1 0

X Linear under scaling. If J = {0 a}’ thenU =V =1,Y=J. ForO<a <1, opn=a,

therefore Aajignea-mtL(J) = § - 1. For 1 < a, omin = 1 and therefore Apiignea-mr(J) = % -1, which
makes Aajignea-mMTL DOt linear under scaling.

v Weighted. By (38), AAligned—MTL is weighted.
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C EXPERIMENTAL SETTINGS

For all of our experiments, we used PyTorch (Paszke et al., 2019). We have developed an open-
source library* on top of it to enable Jacobian descent easily. This library is designed to be reusable for
many other use cases than the experiments presented in our work. To separate them from the library,
the experiments have been conducted with a different code repository® mainly using PyTorch and
our library.

C.1 LEARNING RATE SELECTION

The learning rate has a very important impact on the speed of optimization. To make the comparisons
as fair as possible, we always show the results corresponding to the best learning rate. We have
selected the area under the loss curve as the criterion to compare the learning rates. This choice is
arbitrary but seems to work well in practice: a lower area under the loss curve means the optimization
is fast (quick loss decrease) and stable (few bumps in the loss curve). Concretely, for each random
rerun and each aggregator, we first try 22 learning rates from 10~° to 102, increasing by a factor 103
every time. The two best learning rates from this range then define a refined range of plausible good
learning rates, going from the smallest of those two multiplied by 1073 to the largest of those two
multiplied by 105. This margin makes it unlikely for the best learning rate to lie out of the refined
range. After this, 50 learning rates from the refined range are tried. These learning rates are evenly
spaced in the exponent domain. The one with the best area under the loss curve is then selected and
presented in the plots. For simplicity, we have always used a constant learning rate, i.e. no learning
rate scheduler was used.

This approach has the advantage of being simple and precise, thus giving trustworthy results. However,
it requires 72 trainings for each aggregator, random rerun, and dataset, i.e. a total of 43776 trainings
for all of our experiments. For this reason, we have opted to work on small subsets of the original
datasets.

C.2 RANDOM RERUNS AND STANDARD ERROR OF THE MEAN

To get an idea of confidence in our results, every experiment is performed 8 times on a different seed
and a different subset, of size 1024, of the training dataset. The seed used for run i € [8] is always
simply set to ¢. Because each random rerun includes the full learning rate selection method described
in Appendix C.1, it is sensible to consider the 8 sets of results as i.i.d. For each point of both the loss
curves and the cosine similarity curves, we thus compute the estimated standard error of the mean

; i—)? . .
with the usual formula % W, where v; is the value of a point of the curve for random

rerun ¢, and v is the average value of this point over the 8 runs.

C.3 MODEL ARCHITECTURES

In all experiments, the models are simple convolutional neural networks. All convolutions always
have a stride of 1x 1, a kernel size of 3 x3, a learnable bias, and no padding. All linear layers always
have a learnable bias. The activation function is the exponential linear unit (Clevert et al., 2015).
The full architectures are given in Tables 2, 3, 4 and 5. Note that these architectures have been fixed
arbitrarily, i.e. they were not optimized through some hyper-parameter selection. The weights of the
model have been initialized with the default initialization scheme of PyTorch.

C.4 OPTIMIZER

For all experiments except those described in Appendix D.3, we always use the basic SGD optimizer
of PyTorch, without any regularization or momentum. Here, SGD refers to the PyTorch optimizer
that updates the parameters of the model in the opposite direction of the gradient, which, in our case,
is replaced by the aggregation of the Jacobian matrix. In the rest of this paper, SGD refers to the

4 Available at https:/github.com/# /%
3 Available at https://github.com/###/##
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Table 2: Architecture used for SVHN

Conv2d (3 input channels, 16 output channels, 1 group), ELU
Conv2d (16 input channels, 32 output channels, 16 groups)
MaxPool2d (stride of 2x2, kernel size of 2x2), ELU

Conv2d (32 input channels, 32 output channels, 32 groups)
MaxPool2d (stride of 3x3, kernel size of 3x3), ELU, Flatten
Linear (512 input features, 64 output features), ELU

Linear (64 input features, 10 outputs)

Table 3: Architecture used for CIFAR-10

Conv2d (3 input channels, 32 output channels, 1 group), ELU
Conv2d (32 input channels, 64 output channels, 32 groups)
MaxPool2d (stride of 2x2, kernel size of 2x 2), ELU

Conv2d (64 input channels, 64 output channels, 64 groups)
MaxPool2d (stride of 3x3, kernel size of 3x3), ELU, Flatten
Linear (1024 input features, 128 output features), ELU
Linear (128 input features, 10 outputs)

Table 4: Architecture used for EuroSAT

Conv2d (3 input channels, 32 output channels, 1 group)
MaxPool2d (stride of 2x2, kernel size of 2x2), ELU

Conv2d (32 input channels, 64 output channels, 32 groups)
MaxPool2d (stride of 2x2, kernel size of 2x2), ELU

Conv2d (64 input channels, 64 output channels, 64 groups)
MaxPool2d (stride of 3x3, kernel size of 3x3), ELU, Flatten
Linear (1024 input features, 128 output features), ELU
Linear (128 input features, 10 outputs)

Table 5: Architecture used for MNIST, Fashion-MNIST and Kuzushiji-MNIST

Conv2d (1 input channel, 32 output channels, 1 group), ELU
Conv2d (32 input channels, 64 output channels, 1 group)
MaxPool2d (stride of 2x2, kernel size of 2x2), ELU

Conv2d (64 input channels, 64 output channels, 1 group)
MaxPool2d (stride of 3x3, kernel size of 3x3), ELU, Flatten
Linear (576 input features, 128 output features), ELU

Linear (128 input features, 10 outputs)
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whole stochastic gradient descent algorithm. In the experiments of Appendix D.3, we instead use
Adam to study its interactions with JD.

C.5 LOSS FUNCTION

The loss function is always the usual cross-entropy, with the default parameters of PyTorch.

C.6 PREPROCESSING

The inputs are always normalized per channel based on the mean and standard deviation computed
on the entire training split of the dataset.

C.7 ITERATIONS AND COMPUTATIONAL BUDGET

The numbers of epochs and the corresponding numbers of iterations for all datasets are provided in
Table 6, along with the required number of NVIDIA L4 GPU-hours, to run all 72 learning rates for
the 11 aggregators on a single seed. The total computational budget to run the main experiments on 8
seeds was thus around 760 GPU-hours. Additionally, we used a total of about 100 GPU hours for the
experiments varying the batch size and using Adam, and about 200 more GPU hours were used for
early investigations.

Table 6: Numbers of epochs, iterations, and GPU-hours for each dataset

Dataset Epochs Iterations GPU-Hours
SVHN 25 800 17
CIFAR-10 20 640 15
EuroSAT 30 960 32
MNIST 8 256 6
Fashion-MNIST 25 800 17
Kuzushiji-MNIST 10 320 8
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D ADDITIONAL EXPERIMENTAL RESULTS
In this appendix, we provide additional experimental results about IWRM.

D.1 ALL DATASETS AND ALL AGGREGATORS

Figures 3, 4, 5, 6, 7 and 8 show the full results of the experiments described in Section 5 on SVHN,
CIFAR-10, EuroSAT, MNIST, Fashion-MNIST and Kuzushiji-MNIST, respectively. For readability,
the results are displayed on three different plots for each dataset. We always show Aypgrad and Anean
for reference. The exact experimental settings are described in Appendix C.

It should be noted that some of these aggregators were not developed as general-purpose aggregators,
but mainly for the use case of multi-task learning, with one gradient per task. Our experiments present
a more challenging setting than multi-task learning optimization because conflict between rows of
the Jacobian is typically higher. Besides, for some aggregators, €.g. AgGrdprop and Ammrr-g, it was
advised to make the aggregation of gradients w.r.t. an internal activation (such as the last shared
representation), rather than w.r.t. the parameters of the model (Chen et al., 2020; Liu et al., 2021b).
To enable comparison, we instead always aggregated the Jacobian w.r.t. all parameters.

We can see that Aypga provides a significant improvement over Ajpse,, on all datasets. Moreover, the
performance gaps seem to be linked to the difficulty of the dataset, which suggests that experimenting
with harder tasks is a promising future direction. The intrinsic randomness of Argw and Agradprop
reduces the train set performance, but it could positively impact the generalization, which we do not
study here. We suspect the disappointing results of Anash.mtL to be caused by issues in the official
implementation that we used, leading to instability.

D.2 VARYING THE BATCH SIZE

Figure 9 shows the results on CIFAR-10 with Aypgnq When varying the batch size from 4 to 64.
Concretely, because we are using SSJD, this makes the number of rows of the sub-Jacobian aggregated
at each step vary from 4 to 64. Recall that IWRM with SSJD and Apea, is equivalent to ERM with
SGD. We observe that with a small batch size, Auypgr.g becomes very similar to Apgean. This is not
surprising since both would be equivalent with a batch size of 1. Conversely, a larger batch size
increases the gap between Auypgrag and Apean. Since the projections of Aypgrag are onto the dual cone
of more rows, each step becomes non-conflicting with respect to more of the original 1024 objectives,
pushing even further the benefits of the non-conflicting property. In other words, increasing the batch
size refines the dual cone, thereby improving the quality of the projections. It would be interesting to
theoretically analyze the impact of the batch size in this setting.

D.3 COMPATIBILITY WITH ADAM

Figure 10 gives the results on CIFAR-10 and SVHN when using Adam rather than the SGD optimizer.
Concretely, this corresponds to the Adam algorithm in which the gradient is replaced by the aggre-
gation of the Jacobian. The learning rate is still tuned as described in Appendix C.1, but the other
hyperparameters of Adam are fixed to the default values of PyTorch, i.e. 81 = 0.9, f2 = 0.999 and
e = 1078. Because optimization with Adam is faster, the number of epochs for SVHN and CIFAR-10
is reduced to 20 and 15, respectively. While the performance gap is smaller with this optimizer, it is
still significant and suggests that our methods are beneficial with other optimizers than the simple
SGD. Note that this analysis is fairly superficial. The thorough investigation of the interplay between
aggregators and momentum-based optimizers is a compelling future research direction.
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Figure 3: SVHN results.
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Figure 4: CIFAR-10 results.
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Figure 5: EuroSAT results.
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Figure 6: MNIST results.
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Figure 7: Fashion-MNIST results.
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Figure 8: Kuzushiji-MNIST results.
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Figure 9: CIFAR-10 results with different batch sizes (BS). The number of epochs is always 20, so
the number of iterations varies.
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Figure 10: Results with the Adam optimizer.

37



Under review as a conference paper at ICLR 2025

(C) ACAGrad

6

4 4

Figure 11: Optimization trajectories in the parameter space for various aggregators when optimizing

T . L .
[z y]T — [m2 y2] with JD. Black dots represent initial parameter values, the black star is
the Pareto set, the trajectories start in red and evolve towards yellow. The dashed lines are contour
lines of the mean objective.

D.4 OPTIMIZATION TRAJECTORIES

Figure 11 illustrates the optimization trajectories of various aggregators from Table 1 for the function

T T . T .
f:lz y] — [#* y?] . with several initializations. Notably, the Pareto set only contains the
origin, while the set of Pareto stationary points is the union of the two axes. The Jacobian of f at

T. |2 O . 4. . . . . . .
[z y] is [ (SE Zy] , indicating that the rows do not conflict, which makes this function relatively
simple to optimize. Nevertheless, several aggregators, including Angpa, AcaGrads ANash-MTL and
Aligned-mTL, fail to converge to the Pareto front for some initializations.
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E COMPUTATION TIME AND MEMORY USAGE

E.1 MEMORY CONSIDERATIONS OF SSJD FOR IWRM

The main overhead of SSID on the IWRM objective comes from having to store the full Jacobian
in memory. Remarkably, when we use SGD with ERM, every activation is a tensor whose first
dimension is the batch size. Automatic differentiation engines thus have to compute the Jacobian
anyway. Since the gradients can be averaged at each layer as soon as they are obtained, the full
Jacobian does not have to be stored. In the naive implementation of SSJD, however, storing the
full Jacobian costs memory, which given the high parallelization ability of GPUs, increases the
computational time. With the Gramian-based method proposed in Section 6, only the Gramian, which
is typically small, has to be stored: the memory requirement would then be similar to that of SGD.

E.2 TIME COMPLEXITY OF THE UNCONFLICTING PROJECTION OF GRADIENTS

Let J € R™*™ be the matrix to aggregate. Apart from computing the Gramian .J.J ", applying
Aupcrad to J requires solving m instances of the quadratic program (5) of Proposition 1. Solvers for
such problems of dimension m typically have a computational complexity upper bounded by O(m*)
or less in recent implementations (e.g. O(m3-57 log m)). This induces a O(m?>) time complexity for
extracting the weights of Aypgag. Note that solving these m problems in parallel would reduce this
complexity to O(m?).

E.3 EMPIRICAL COMPUTATIONAL TIMES

In Table 7, we compare the computation time of SGD with that of SSJD for all the aggregators
that we experimented with. Since we used the same architecture for MNIST, Fashion-MNIST and
Kuzushiji-MNIST, we only report the results for one of them. Several factors affect this computation
time. First, the batch size affects the number of rows in the Jacobian to aggregate. Increasing the batch
size thus requires more GPU memory and the aggregation of a taller matrix. Then, some aggregators,
e.g. Anash-mtL and Amgpa, seem to greatly increase the run time. When the aggregation is the
bottleneck, a faster implementation will be necessary to make them usable in practice. Lastly, the
current implementation of JD in our library is still fairly inefficient in terms of memory management,
which in turn limits how well the GPU can parallelize. Also, our implementation of Aypgraq does not
solve the m quadratic programs in parallel. Therefore, these results just give a rough indication of the
current computation times.

Table 7: Time required in seconds for one epoch of training on the ERM objective with SGD and on
the IWRM objective with SSJD and different aggregators, on an NVIDIA L4 GPU. The batch size is
always 32.

Objective  Method SVHN CIFAR-10 EuroSAT MNIST
ERM SGD 0.79 0.50 0.81 0.47
IWRM SSID-Ayean 1.41 1.76 2.93 1.64
IWRM SSID-Anmcpa 5.50 5.22 691 5.22
IWRM SSID-Apuaiproj 1.51 1.88 3.02 1.76
IWRM SSID-ApcGrad 2.78 3.13 4.18 3.01
IWRM SSID-AGradbrop 1.57 1.90 3.06 1.78
IWRM SSID-AmrL-G 1.48 1.79 2.94 1.69
IWRM SSID-AcaGrad 1.93 2.26 3.42 2.17
IWRM SSID-Argw 1.42 1.76 2.89 1.73
IWRM SSID—ANash-MTL 7.88 8.12 9.33 7.91
IWRM SSID-Aligned-MTL 1.53 1.98 2.97 1.71
IWRM SSID-AupGrad 1.80 2.01 3.21 1.90
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