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Abstract

LLaVA-style Vision-Language Models (VLMs) have demon-
strated impressive capabilities, but struggle with factual re-
call tasks compared to their underlying language model
(LM). While previous work attributes this to insufficient
computational depth after visual processing, we provide
an alternative explanation: the distributed representations
of visual information across visual tokens in early layers
bypasses the factual recall mechanism that resides in the
early-layer MLPs of the LM backbone. The performance
gap therefore stems from the architectural design of VLMs,
rather than insufficient computational capacity. Using lin-
ear probes, we show that dedicated linear representations
of visual information only emerge in the middle-to-late lay-
ers of VLMs. As a result, factual recall in VLMs becomes
a “two-hop” challenge, where factual recall precedes vi-
sual processing, but the visual processing finishes too late in
the model. Through comparative analysis, we demonstrate
that successful factual recall depends on the speed of the
first processing “hop.” To further support our hypothesis,
we patch early-layer MLP outputs from the LM backbone
into the corresponding VLM layers, significantly improving
factual recall performance. This suggests that the absence
of properly aligned token embeddings in early layers is a
key factor in factual recall degradation. Finally, we intro-
duce a benchmark to systematically evaluate factual recall
accuracy and knowledge hallucination in multimodal set-
tings. Our findings highlight a fundamental architectural
limitation in current VLMs and pave the way for designing
models that better integrate visual and linguistic informa-
tion for reliable factual reasoning.

1. Introduction

Vision-Language Models (VLMs) achieve strong multi-
modal reasoning by integrating vision transformers (ViTs)
with large language models (LLMs) via adapter mecha-
nisms [6, 10–12, 18, 19]. These adapters project visual

representations into the LLM’s token embedding space, en-
abling text-based reasoning over visual inputs. However,
recent work has found that these visual projections are mis-
aligned with the pretrained token embeddings of the LLM
[14], while separate studies have identified significant fac-
tual recall degradation in VLMs [7]. These two issues,
however, have not yet been directly connected. We hy-
pothesize that adapter misalignment is the root cause of
factual recall degradation in VLMs. Specifically, we ar-
gue that misaligned visual projections prevent early LLM
layers—where factual recall mechanisms are known to re-
side [5, 8, 15]—from engaging effectively. This creates a
two-hop problem, where the model must first resolve vi-
sual inputs into structured entity representations before re-
trieving associated knowledge. Prior research shows that
LLMs already struggle with such two-hop reasoning tasks
in purely text-based settings [23], underscoring the chal-
lenge in VLMs. To investigate, we perform linear prob-
ing and patching experiments. We show that visual entity
representations emerge too late in the LLM forward pass,
bypassing early-layer factual recall mechanisms. By patch-
ing early-layer MLP outputs from the unimodal LLM into
VLM layers, we significantly recover factual recall, pro-
viding strong causal evidence for our hypothesis. Further-
more, to validate our findings at scale, we introduce a large-
scale benchmark designed to systematically measure fac-
tual recall in VLMs versus the base version of their lan-
guage model backbone. Using this benchmark, we eval-
uate multiple VLMs—including LLaVA-1.5-7B, LLaVA-
1.5-13B [12], LLaVA-MORE [6], GPT-4o, and Claude
Opus, confirming that factual recall degradation is a con-
sistent and widespread issue. Our findings highlight a fun-
damental architectural limitation in VLMs and underscore
the need for improved adapter alignment to enhance factual
reasoning.

2. The Token Space Misalignment

To investigate the alignment between projected visual em-
beddings and pretrained textual token embeddings in Vision



Language Models (VLMs), we conduct an empirical anal-
ysis of visual projector outputs. Prior work suggests that
effective factual recall in LLMs relies on structured token
embeddings in early layers [5, 8, 15]. If visual embed-
dings are systematically misaligned with these pretrained
token representations, they may fail to activate the LLM’s
factual recall mechanisms, contributing to degraded multi-
modal knowledge retrieval.

Experimental Setup: We evaluate three
VLMs—LLaVA-1.5-7B, LLaVA-1.5-13B, and LLaVA-
MORE, by extracting visual projector outputs from 1,000
randomly selected ImageNet images. Each image pro-
duces 575 visual token activations, yielding a total of
575,000 activations per model. To assess alignment, we
randomly sample 10,000 visual token embeddings per
model and compute their cosine similarity with textual
token embeddings from the LLM backbone.

Results and Analysis: Figure 1 presents the distribution
of cosine similarity scores between visual projector outputs
and textual embeddings. The results indicate a pronounced
misalignment across all evaluated models, with cosine sim-
ilarity scores tightly concentrated near zero. This suggests
that visual tokens predominantly occupy an embedding sub-
space orthogonal to pretrained textual representations.

These findings provide direct empirical support for our
hypothesis that visual embeddings fail to integrate naturally
into the LLM backbone’s structured token space. As a re-
sult, early-layer factual recall mechanisms remain disen-
gaged when processing visual inputs, reinforcing the idea
that factual recall degradation in VLMs stems from funda-
mental adapter misalignment rather than insufficient com-
putational depth alone.

3. Benchmarking Factual Recall in Vision-
Language Models

To systematically evaluate factual recall degradation in
Vision-Language Models (VLMs), we introduce a bench-
mark that directly compares their performance against
their corresponding language-only backbone models. This
benchmark isolates the impact of factual recall capabilities
by ensuring that equivalent input information is accessible
to both the VLM and the language model backbone.

3.1. Benchmark Design
Our benchmark consists of 1,000 factual recall questions
designed to assess multimodal knowledge retrieval. We
sample images fom the ImageNet dataset and use GPT-
4o to generate entity-specific factual questions (e.g., “Who
invented the entity shown in the image?”). GPT-4o was
selected as it performed best on the WildHallucinations
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Figure 1. Distribution of absolute cosine similarity between vi-
sual projector outputs and text embeddings for LLaVA-1.5-7B,
LLaVA-1.5-13B, and LLaVA-MORE. All models exhibit simi-
lar distributions, with means ranging from approximately 0.06 to
0.08. The distributions are characterized by their sharp, concen-
trated profiles with high density around their respective means.
This concentrated distribution pattern strongly indicates that vi-
sual token embeddings consistently occupy subspaces nearly or-
thogonal to the pretrained text token embedding space across all
evaluated models.

benchmark, which rigorously evaluates factual accuracy in
language models [25].

During evaluation, each VLM is first prompted to iden-
tify the main entity depicted in each image. Samples where
the entity is misidentified are excluded to prevent com-
pounding factual retrieval with recognition errors. For cor-
rectly identified entities, we assess factual recall accuracy
by comparing the VLM’s answer to that of its language-
only backbone, ensuring a controlled comparison.

3.2. Benchmark Results

We evaluate a range of VLMs, including LLaVA-1.5-7B
(Llama-2-7B-it), LLaVA-1.5-13B (Llama-2-13B-it), and
LLaVA-MORE (Llama-3.1-8B-it), alongside frontier mod-
els such as GPT-4o and Claude Opus. As shown in Figure 2,
all VLMs exhibit significant factual recall degradation rel-
ative to their unimodal counterparts. This result strongly
supports our hypothesis that misaligned visual embeddings
disrupt access to pretrained factual knowledge in early lay-
ers, leading to reduced factual retrieval performance.

These findings highlight a fundamental limitation in cur-
rent VLM architectures and underscore the need for im-
proved adapter alignment to better integrate visual repre-
sentations into the language model’s factual reasoning pro-
cesses.
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Figure 2. Comparison of factual recall accuracy between multimodal Vision-Language Models (VLMs) and the base-version of their
LLM backbones. All tested models show substantial performance degradation in the multimodal setting compared to their unimodal
counterparts. State-of-the-art frontier models (GPT-4o and Claude Opus) demonstrate a somewhat reduced but still significant performance
gap compared to open-source models (LLaVA variants), suggesting this phenomenon transcends specific architectures and exists even in the
most advanced models. This consistent pattern provides compelling evidence that the factual recall degradation represents a fundamental
challenge in multimodal language processing rather than an implementation-specific limitation.

4. Closing Performance Gap through Activa-
tion Patching

To further investigate the role of embedding misalignment
in factual recall degradation, we identify the specific MLPs
in the language model backbone that are responsible for
producing enriched factual token representations and test
whether restoring these representations in VLMs can re-
cover factual recall performance. Our approach consists of
two complementary stages: (i) attributing factual recall to
specific MLP layers in the unimodal LLM backbone, and
(ii) performing cross-model patching by injecting enriched
early-layer outputs from the unimodal model into corre-
sponding layers of the VLM.

4.1. Attribution Patching in the Language Model
Backbone

To determine which MLPs in the language model contribute
most to factual recall, we employ an attribution patching
methodology inspired by Nanda and Meng et al.. First we
sample 100 examples from the benchmark dataset for each
language model backbone, which were answered correctly
by model. Then we use the following steps to compute the
attriution scores:

1. Corrupting Entity Representations: We first generate
a corrupted input where the entity token embeddings he

are replaced with the mean token embedding hmean com-

puted across the whole attribution datasets, which de-
graded the model’s ability to recognize and recall facts
about the entity:

hcorrupt
e = hmean.

2. Computing KL Divergence Gradients: We run the
model on the corrupted input and compute the KL di-
vergence DKL(Pcorrupt∥Pclean) between the corrupted and
clean output distributions, where the clean distribution
is obtained from running the non-corrupted example
through the language model. The gradient of this di-
vergence with respect to the MLP outputs provides an
estimate of the causal importance of each layer.

3. Caching Clean and Corrupted MLP Activations: We
store the MLP outputs hclean

ℓ from the clean run and
hcorrupt
ℓ from the corrupted run for each layer ℓ.

4. Computing Attribution Scores: The absolute change
in KL divergence when restoring clean MLP outputs de-
fines the attribution score:

Aℓ =
∣∣∣(hclean

ℓ − hcorrupt
ℓ ) · ∇hcorrupt

ℓ
DKL

∣∣∣ .
Layers with the highest attribution scores are identified
as the primary contributors to enriched factual recall rep-
resentations.

Figure 3 shows the attribution scores averaged over the 100
correct factual recall examples from the benchmark dataset,
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Figure 3. Attribution scores of each MLP layer in the Llama-3.1-8B-it, Llama-2-13B, and Llama-2-7B language model backbones, quan-
tifying their contributions to enriched entity representation during factual recall tasks. Token positions for the entity, question, last token,
and intermediate tokens are aggregated into the averaged score for readability. Higher values indicate greater causal relevance. The fig-
ure reveals a pronounced concentration of entity token relevance in the early layers across all three models. This consistent early-layer
specialization across different model scales provides a mechanistic explanation for why visual token misalignment at these stages could
significantly impair factual recall capabilities in multimodal contexts.

aggregated across different token positions (entity, question,
and last token positions), averaged into a single position for
readability. We find that the MLP outputs at the entity to-
ken positions are causally most relevant (besides trivially
the last token/layer position).

Cross-Model Patching Having identified the critical
MLP layers responsible for factual recall, we conduct a
cross-model patching intervention to restore enriched rep-
resentations in VLMs. Specifically, we inject MLP out-
puts from the layers 0-5 at the entity token positions of
the language model backbone into corresponding layers of
the VLM during factual recall tasks. Since VLMs lack
explicit token positions for visual entities, we employ a
greedy matching strategy to select token positions for patch-
ing based that yield minimal KL divergence between the
patched VLMs predictive distribution, and the language
model backbone’s one. We apply this intervention to all
evaluation examples where the VLM initially failed fac-
tual recall despite correctly recognizing the entity visually,
while the language model succeeded.

4.2. Patching Results

Figure 4 illustrates the impact of patching early-layer repre-
sentations from the unimodal backbone into the VLM. This
intervention recovers almost 40% of the factual recall ac-
curacy difference between the VLM and its language-only
counterpart. Given that enriched subject representations are
just one part of the factual recall mechanism described by
Chughtai et al., an almost 40% performance recovery sup-
port our hypothesis that factual recall degradation in mul-
timodal models is primarily due to the absence of properly
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Figure 4. Factual recall performance recovery for LLaVA-1.5-
7B, LLaVA-1.5-13B, and LLaVA-MORE models when enriched
entity representations from corresponding language model back-
bones are patched into early layers. Each model’s performance is
represented in a stratified visualization showing the baseline VLM
accuracy (blue), the performance recovery achieved through early-
layer patching (green), and the target LLM backbone performance
(orange). The significant recovery observed across all tested ar-
chitectures (almost 40% of the original performance gap) provides
compelling evidence that the misalignment of visual embeddings
in early layers directly contributes to factual recall degradation in
multimodal contexts.

aligned and enriched entity representations in early LLM
layers.

Overall, this experiment provides strong causal evidence
that embedding misalignment in early layers is a fundamen-
tal driver of factual recall degradation in VLMs, reinforcing
the need for better-aligned adapter mechanisms to improve



multimodal factual reasoning.

5. Probing for the Emergence of Visual Entity
Representations

While previous experiments demonstrated a clear misalign-
ment between visual projector outputs and textual embed-
dings, an alternative explanation could suggest that multi-
modal models quickly infer a linear representation of visual
entities in early layers, potentially mitigating the adverse
effects of embedding misalignment. In this section, we em-
pirically investigate at which network layers visual entities
become linearly represented in VLMs and how this relates
to factual recall performance.

5.1. Linear Probing for Visual Entity Representa-
tions

To systematically assess when visual entity representations
emerge within the language backbone of VLMs, we employ
a probing methodology. Specifically, we train layer-wise
linear classifiers (probes) on the residual stream outputs of
each transformer layer to predict visual entities depicted in
input images.

Experimental Setup: We use CIFAR-100 as our evalua-
tion dataset due to its controlled set of 100 classes and mul-
tiple images per entity, ensuring reliable estimation of repre-
sentational capacity. We randomly select 5,000 CIFAR-100
images and construct diverse natural language prompts in-
structing the model to describe the image (e.g., “Identify the
object shown,” “What do you see in this image?”). At each
transformer layer, we train an independent linear probe on
the extracted and averaged residual-stream representations
at the text token positions, to predict the correct entity label.
We use a 20%/80% train-test split to evaluate the probes.

Results and Analysis: Figure 5 depicts the accuracy of
the linear probes across layers for LLaVA-1.5-7B, LLaVA-
1.5-13B and LLaVA-MORE. The results reveal a clear
trend: linear representations capable of reliably encoding
visual entity information do not emerge until the middle-
to-late layers. Prior to these middle layers, probe accuracy
remains poor, indicating that early layers do not encode ro-
bust entity representations. These findings directly refute
the notion that multimodal models infer linear visual repre-
sentations in early layers, instead supporting the hypothesis
that VLMs spend a substantial portion of their time pro-
cessing visual inputs before reaching a stage where factual
recall can be engaged. This aligns with our two-hop hy-
pothesis: the model must first form a structured entity rep-
resentation (first hop) before retrieving factual knowledge
(second hop). However, since entity representations only
emerge in deeper layers, they bypass the early-layer factual

recall mechanisms, contributing to factual recall degrada-
tion.
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Figure 5. Accuracy of linear probes trained on residual-stream rep-
resentations at each transformer layer of LLaVA-1.5-7B, LLaVA-
1.5-13B and LLaVA-MORE measured on CIFAR-100 entity pre-
diction. All three models exhibit a consistent pattern: probe ac-
curacy remains poor in early layers and rises sharply between
middle-to-late layers. This pronounced inflection point reveals the
delayed emergence of linearly probeable visual entity represen-
tations, occurring well after the critical early-layer factual recall
mechanisms identified in our attribution analysis.

5.2. Comparing Successful vs. Unsuccessful Factual
Recall Cases

To further investigate the role of early-layer entity repre-
sentations in factual recall, we compare cases where fac-
tual recall succeeds versus fails, hypothesizing that earlier
emergence of entity representations correlates with higher
factual recall accuracy, aligning with our two-hop hypothe-
ses.

Experimental Setup: We generate a multimodal fac-
tual recall dataset using CIFAR-100 images, following the
methodology in Section 3. For each image, we construct
factual queries requiring both entity recognition and fac-
tual knowledge retrieval. We then separate the model’s re-
sponses into two groups:
• Successful factual recall: Cases where the VLM cor-

rectly answers the factual query.
• Unsuccessful factual recall: Cases where the VLM fails

to answer correctly despite recognizing the entity.
Each VLM answers around 1000 examples correctly. Given
the smaller training set size, we do a 50%/50% test-train
split, to ensure we have sufficient evaluation examples. For
each group, we train linear probes similar to the previous
probing setup in 5.1 and record the evaluation accuracy and
the training loss.

Results and Analysis: Figure 6 shows a clear divergence
in probe accuracy and training loss between the two groups
in earlier layers, before converging onto the same accuracy
and loss in later layers. These findings strongly support
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Figure 6. Comparison of probe accuracy and training loss across layers for correct versus incorrect factual recall examples in LLaVA-
1.5-7B, LLaVA-1.5-13B and LLaVA-MORE. Probes trained on successful factual recall cases show higher accuracy in early layers and
lower loss compared to unsuccessful cases, highlighting the importance of timely entity representation formation. This distinctive pattern
demonstrates that when factual recall succeeds, visual entity information becomes identifiable through linear probing significantly earlier
in the processing pipeline, while this emergence is delayed in unsuccessful cases. As processing progresses through deeper layers, the
accuracy gap diminishes, suggesting that all examples eventually form adequate entity representations, but the early-layer advantage
appears to be a key determinant of successful factual recall.

our two-hop hypothesis: factual recall success is highly de-
pendent on the timely formation of entity representations.
When entity information is encoded earlier, it can more
effectively engage with the factual recall mechanisms that
predominantly operate in the early layers of the language
model backbone. The late emergence of visual entity repre-
sentations in unsuccessful cases leads to misalignment with
these mechanisms, resulting in factual recall failures and be-
ing crucially unrelated to remaining computational capacity.

Conclusion: This analysis provides strong empirical ev-
idence that the temporal alignment between entity recog-
nition and factual recall mechanisms is a key determinant
of factual recall success in VLMs. The late emergence of
visual entity representations prevents effective engagement
with early-layer recall mechanisms, reinforcing embedding
misalignment as a fundamental bottleneck in multimodal
factual reasoning.

6. Related Work
In this section, we review prior research on Vision-
Language Models (VLMs) and their integration of visual

and textual representations. We first discuss approaches
to aligning visual tokens with language model embeddings
and their impact on multimodal reasoning. We then exam-
ine studies on factual recall in both unimodal and multi-
modal models, highlighting recent findings on factual recall
degradation in VLMs. Finally, we contrast our work with
existing research, emphasizing how our probing and patch-
ing experiments provide new insights into the mechanisms
underlying multimodal factual retrieval.

6.1. Vision Language Models (VLMs)
Vision Language Models operate by projecting visual and
textual information into an embedding space before pro-
cessing the resulting tokens through an LLM, pretrained
on text [11]. A critical factor for VLMs performance is
properly mapping visual features into token space while
preserving essential visual information (e.g., entity recog-
nition) [14]. In the simplest architectural configuration,
cross-modal interaction is achieved through image encoders
coupled with a projector (typically implemented as a mul-
tilayer perceptron, MLP), which maps visual data into the
embedding space of text tokens—specifically, into the text
embedding manifold that the LLM was pre-trained to pro-



cess [4, 11, 13]. However, this approach does not always
guarantee actual alignment between textual and visual to-
ken embeddings, potentially degrading VLM performance
[10, 14]. To improve the alignement, researchers have pro-
posed alternative methods to map in the embedding (see
[1, 9, 20, 21]) Alternative methods enhance cross-modal in-
teraction at deeper network layers, rather than relying on
perfect vision-text token alignment, by incorporating cross-
attention and feed-forward layers throughout the LLM ar-
chitecture [2, 24]. While effective, these approaches signif-
icantly increase computational requirements and parameter
counts.

6.2. Factual Recall in LLMs and VLMs
Large Language Models effectively process text sequences,
generate coherent outputs, and respond to factual queries
(e.g., ”Who invented transistors?”). Recent studies have
established that early network layers predominantly han-
dle factual recall processes [5, 8, 15]. This localization of
factual processing offers a potential explanation for LLMs’
performance degradation when confronted with multi-hop
reasoning tasks [3, 17, 22], requiring sequential question
resolution. For instance, answering ”Who is the mother of
the inventor or transistors” necessitates first resolving ”Who
is the inventor of transistors?” before addressing the pri-
mary question, creating challenges for models with factual
processing concentrated in early architectural layers. To ad-
dress this challenge, [3] proposes that early network layers
focus on resolving the ”bridge entity” (e.g., the ”inventor
or transistors”), while the secondary reasoning step must be
processed by later layers that may have diminished factual
recall capabilities [5].

Factual recall degradation in VLMs: Recent work [7]
is the first to report factual recall degradation in VLMs (in
LLaVA 1.5), revealing through patching experiments that
visual representations cease to be leveraged for entity recog-
nition beyond certain layers (middle layers). They postu-
late that layers prior to this threshold are primarily occupied
with visual token processing. Our work extends this under-
standing through complementary probing experiments that
provide a more direct measurement of when visual repre-
sentations become linearly recognizable within the LLM
architecture. This approach differs from the entity patch-
ing experiments in [7], which serve as a proxy measurement
for visual token utilization rather than offering direct insight
into visual information processing. Furthermore, while [7]
attributes factual recall challenges to insufficient remaining
layers for factual processing after visual processing com-
pletes, our findings reveal a different mechanism: factual
recall predominantly occurs in early layers, but visual repre-
sentations aren’t processed until later layers, causing these
critical factual recall mechanisms to be bypassed entirely.

Although [7] provides valuable initial insights, our experi-
ments shed new light on the underlying mechanisms of this
phenomenon.

7. Discussion and Conclusion
This work systematically investigates the root causes
of factual recall degradation in Vision-Language Models
(VLMs), identifying the misalignment between adapter out-
puts and language model embeddings as a key factor. Our
findings reveal that visual adapter outputs remain systemat-
ically misaligned with the pretrained token embeddings of
the language model backbone, preventing effective engage-
ment with early-layer factual recall mechanisms. Using at-
tribution patching, we demonstrate that factual recall pri-
marily relies on early-layer MLPs in the LLM, and restoring
their outputs in VLMs significantly improves recall perfor-
mance. Furthermore, probing experiments show that visual
entity representations emerge too late in the network, only
after the middle-to-late layers, bypassing the critical early-
layer recall mechanisms. Comparing successful and unsuc-
cessful recall cases further confirms that earlier formation
of entity representations strongly correlates with higher re-
call accuracy, supporting our two-hop hypothesis: VLMs
must first resolve visual entities (first hop) before retrieving
factual knowledge (second hop), but misalignment disrupts
the first step at a crucial stage.

These findings highlight fundamental architectural limi-
tations in current VLMs and suggest several avenues for im-
provement. First, adapter mechanisms require better align-
ment techniques to integrate visual tokens meaningfully
into the LLM’s embedding space. Second, architectural
modifications should encourage earlier formation of visual
entity representations, ensuring they can effectively engage
factual recall mechanisms. Finally, hybrid approaches that
dynamically route visual information into early factual re-
call layers may help mitigate these issues.

While our study focuses on LLaVA-style models, fu-
ture work should investigate whether these limitations per-
sist across different architectures. Additionally, evaluat-
ing larger-scale VLMs may provide insights into whether
model size mitigates or exacerbates these issues. Further
research into alternative probing techniques and controlled
interventions could refine our understanding of multimodal
representation alignment.

Overall, this study provides strong empirical evidence
that embedding misalignment fundamentally limits factual
recall in VLMs. Addressing this issue is crucial for improv-
ing multimodal factual reasoning and reducing hallucina-
tions in vision-language tasks. Future research should pri-
oritize developing alignment-aware architectures to bridge
the gap between vision and language in large-scale multi-
modal models.
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