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Abstract

Recent successful generative models are trained
by fitting a neural network to an a-priori defined
tractable probability density path taking noise to
training examples. In this paper we investigate
the space of Gaussian probability paths, which
includes diffusion paths as an instance, and look
for an optimal member in some useful sense. In
particular, minimizing the Kinetic Energy (KE)
of a path is known to make particles’ trajecto-
ries simple, hence easier to sample, and empiri-
cally improve performance in terms of likelihood
of unseen data and sample generation quality.
We investigate Kinetic Optimal (KO) Gaussian
paths and offer the following observations: (i)
We show the KE takes a simplified form on the
space of Gaussian paths, where the data is incor-
porated only through a single, one dimensional
scalar function, called the data separation func-
tion. (ii) We characterize the KO solutions with
a one dimensional ODE. (iii) We approximate
data-dependent KO paths by approximating the
data separation function and minimizing the KE.
(iv) We prove that the data separation function
converges to 1 in the general case of arbitrary
normalized dataset consisting of n samples in d
dimension as n/

√
d → 0. A consequence of

this result is that the Conditional Optimal Trans-
port (Cond-OT) path becomes kinetic optimal as
n/

√
d → 0. We further support this theory with

empirical experiments on ImageNet.

1. Introduction
In recent years, deep generative models have become very
powerful both in terms of sample quality and density es-
timation (Rombach et al., 2021; Gafni et al., 2022). The
recent revolution is mainly led by a class of time-dependent
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generative models which make use of predefined probability
paths pt, constituting a process interpolating between the
target (data) distribution q and the prior (noise) distribution
p. The training procedure of these models can be generally
described as a regression task of a neural network, vt(x; θ),
to some vector quantity, ut, that allows sampling from the
interpolation process:

L(θ) = Ept(x)ℓ(vt(x; θ), ut(x)), (1)

where ℓ(v, u) is some cost function, and L is the total loss
objective that is stochastically estimated and optimized dur-
ing training. A notable family of algorithms that fits into
this framework are diffusion models (Ho et al., 2020; Song
et al., 2020) as well as the recent Flow-Matching models,
(Lipman et al., 2022; Albergo & Vanden-Eijnden, 2022; Liu
et al., 2022; Neklyudov et al., 2022) generalizing the prin-
ciples used in diffusion models training and apply them to
simulation-free continuous normalizing flows (CNFs, (Chen
et al., 2018)) training. In particular, (Song et al., 2020; Lip-
man et al., 2022) show that diffusion models also fall into
the simulation-free CNF framework. CNFs parameterize the
generation process via a flow vector field ut, which defines
the probability path pt.

In order to make the loss in equation 1 tractable, all these
methods are confined to a family of Gaussian probability
paths

P =

{
pt

∣∣∣∣∣ pt(x) =
∫

pt(x|x1)q(x1)dx1

}
(2)

defined by the conditional Gaussian probabilities
pt(x|x1) = N (x|atx1,m

2
t I), on specific training examples

x1 ∼ q. The space P allows scalable unbiased approxima-
tions of the loss in equation 1 and therefore it is of particular
interest. Within this space, diffusion models construct pt
as a diffusion markov process and (Lipman et al., 2022;
Liu et al., 2022) draw inspiration from optimal transport to
define the conditional probabilities. The different choices
of previously explored paths are based on known processes,
empirical heuristics (Karras et al., 2022) or learned paths
(Nichol & Dhariwal, 2021; Kingma et al., 2021b), but there
is no theoretical result analyzing the optimality of those
paths.
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The goal of this paper is to investigate the space of prob-
ability paths, P , and single out an optimal one in some
well defined useful sense. We consider the Kinetic Energy
(KE) as the measure of path optimality. The Kinetic en-
ergy is directly tied to Optimal Transport solutions in the
dynamic formulation (Benamou & Brenier, 2000; Villani,
2009) where the optimal probability path pt minimizes the
KE. Therefore, reducing the KE simplifies the trajectories
of individual particles, allowing faster sampling and empiri-
cally improved performance. Our key observation is that the
KE over P takes a simplified form, where its dependence
on the data distribution q is summarized in a single, one
dimensional, scalar function λ : [0,∞) → [0, 1]. Intuitively,
λ measures the separation of the data samples at different
scales, and therefore we call it the data separation function.
We then characterize the minimizers of KE over P . These
observations allow us to approximate Kinetic Optimal (KO)
probability paths for different datasets q. Note that P is
optimized over the Gaussian paths and therefore the KO
path is usually not the Optimal Transport path.

Surprisingly, for high dimensional data we are able to char-
acterize Kinetic Optimal solutions. We prove that for arbi-
trary normalized datasets consisting of n data points in Rd

the probability path defined by the Conditional Optimal-
Transport (Cond-OT) path suggested by (Lipman et al.,
2022) becomes kinetic optimal as

n√
d
→ 0. (3)

Empirically, we show evidence that in practice Cond-OT is
KO even for lower dimensions than predicted by the above
asymptotics, and show that KO paths provides improve-
ment in the KE of trained models over Cond-OT paths in
low dimensions and that this improvement is diminished as
dimension increases, as predicted by the theory.

2. Preliminaries
We consider Rd as our data domain with data points x ∈ Rd.
Probability densities over Rd will be denoted by p, q. With
a slight abuse of notations, but as is usually done, random
variables will also be denoted as x, x0, x1, where a random
variable x distributed according to p is denoted x ∼ p(x).
A time-dependent vector field (VF) is a smooth function
u : [0, 1] × Rd → Rd. A VF defines a flow, which is a
diffeomorphism Φ : Rd → Rd, defined via a solution ϕt(x)
to the ordinary differential equation (ODE):

d

dt
ϕt(x) = ut(ϕt(x)) (4)

ϕ0(x) = x (5)

and setting Φ(x) = ϕ1(x). A probability density path is a
time dependent probability density pt, t ∈ [0, 1], smooth

in t. Given a probability density path pt, it is said to be
generated by ut from p if

pt = (ϕt)#p (6)

where the # is the push-forward operation of probability
densities. Continuous Normalizing Flows (CNFs) (Chen
et al., 2018) is a general methodology for learning generative
models Φ : Rd → Rd by modeling ut as a neural network.
All the generative models considered in this paper can be
seen as instances of CNFs, trained with different losses and
probability path supervision.

3. Optimal probability paths
Recent generative models learn continuous normalizing
flows by regressing a vector field defining some fixed prob-
ability density path pt that is known to take a simple prior
normal distribution (noise) p = N (0, I) to a more complex
distribution q (data); equation 1 describes a general loss
objective for these models. In practice, the distribution q is
constructed (e.g., as a sum of delta distributions or a Gaus-
sian mixture model) from a training set, which is sampled
from some unknown distribution. Without limiting the fol-
lowing discussion, we will assume the target distribution q
is normalized, i.e.,

Eq(x1)x1 = 0 (7)
1

d
Eq(x1) ∥x1∥2 = 1 (8)

The second condition can be understood as setting the aver-
age variance (across coordinates of data samples x1 ∈ Rd)
to be 1.

Probability paths with affine conditionals. The proba-
bility density path pt is defined by marginalizing conditional
probabilities pt(x|x1),

pt(x) =

∫
pt(x|x1)q(x1)dx1. (9)

Our goal in this paper is to analyze a popular class of such
probability paths (or paths, in short), referred here as Gaus-
sian paths, defined by the affine conditional probabilities

pt(x|x1) = N (x|atx1,m
2
t I), (10)

where (at,mt) ∈ A, and

A =

{
(at,mt)

∣∣∣∣∣at,mt:[0,1]→[0,∞]
a0=0=m1
a1=1=m0

}
, (11)

where we assume all functions in A are continuous in [0, 1]
and smooth in (0, 1).
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Note that any choice of (at,mt) ∈ A will make p0 = p
and p1 = q (in the limit t → 1)1. The reason we call
such conditionals affine is that they can be seen as affine
maps of a standard Gaussian: if x0 ∼ p = N (0, I) then
x = atx1 + mtx0 ∼ pt(x|x1). Affine conditionals have
been used in most previous methods, as described next.

Diffusion models use affine conditionals of the form (Ho
et al., 2020):

mt =
√
1− ξ21−t, at = ξ1−t, (12)

where ξt = e−
1
2

∫ t
0
β(s)ds, and β is the noise scale func-

tion. Stochastic Interpolants (Albergo & Vanden-Eijnden,
2022) are suggesting conditionals that are parameterized
with trigonometric coefficients, similar also to the so-called
cosine scheduling used in Diffusion (Salimans & Ho, 2022)

mt = cos
π

2
t, at = sin

π

2
t. (13)

Flow Matching (Lipman et al., 2022; Liu et al., 2022) sug-
gests linear coefficients (in t) called Conditional Optimal
Transport (Cond-OT),

mt = 1− t, at = t. (14)

The different choices of affine conditionals in the probability
path were justified mostly heuristically without any princi-
pled method for studying optimality under some sensible
criterion. In this work we will study optimality of affine
conditionals from the point of view of Kinetic Energy. To
define the Kinetic Energy we must attach to the probabil-
ity path a generating vector field (speed) in the sense of
equation 6.

Generating vector field of paths. A natural choice for
defining a generating vector field ut(x) for the path pt in
the sense of equation 6 works as follows (see Lipman et al.
(2022) for proofs of the following facts): first, the (condi-
tional) vector field ut(x|x1) that generates the affine condi-
tional pt(x|x1) from p(x) is

ut(x|x1) = αtx+ βtx1 (15)

where
αt =

ṁt

mt
, βt = ȧt − at

ṁt

mt
(16)

where ȧt =
d
dtat denotes the time derivative. Further note

that ut(x|x1) is an affine function in variable x, and there-
fore a gradient in x of some potential making this choice of
conditional vector field ut(x|x1) unique (Neklyudov et al.,

1Note that we use a forward time convention, where t = 0 cor-
responds to noise and t = 1 to data, differently from the standard
convention in Diffusion models that use reverse timing.

2022). Secondly, the marginal vector field ut(x) that gener-
ates pt(x) from p(x) is provided via the following formula
that aggregates these conditional vector fields

ut(x) =

∫
ut(x|x1)

pt(x|x1)q(x1)

pt(x)
dx1. (17)

In the next section we define the Kinetic Energy that uses
both the marginal probability path pt(x) and its generating
VF ut(x).

3.1. Kinetic energy of affine paths

Our goal is to study optimal choice of affine conditionals
that lead to probability paths with minimal Kinetic Energy.
The Kinetic Energy (KE) is defined for a pair (pt, ut) of
a probability path and its generating VF (in the sense of
equation 6):

E(at,mt) =
1

d
Et,pt(x) ∥ut(x)∥2 , (18)

where pt, ut are defined in equations 9 and 17, respectively.
The Kinetic Energy measures the action of the path, by ag-
gregating the Kinetic Energy of individual particles’ paths.
The main motivation for studying the Kinetic Energy is that
reducing the Kinetic Energy simplifies the overall particles’
path. Namely, favors paths that are straight lines with con-
stant speed parameterization. Such paths are in fact globally
minimizing the Kinetic Energy and in turn lead to Optimal
Transport (OT) interpolants, where the minimal KE value
realizes the Wasserstein distance of the source and target
probabilities, T2(p, q) (McCann, 1997; Villani, 2021). In
the context of generative models, simplifying the paths im-
proves sampling efficiency of the model (ideally, OT can
be sampled with a single function evaluation), and is em-
pirically shown to improve performance and training speed
(Lipman et al., 2022; Albergo & Vanden-Eijnden, 2022; Liu
et al., 2022). Note however, that OT paths are generally
outside the class of probability paths with affine condition-
als. Nevertheless, since affine conditionals are of particular
interest due to the fact that they are amenable to large scale
training, we investigate the kinetic optimal path within this
class of paths.

A proxy energy that will be used to investigate the Kinetic
Energy is the Conditional Kinetic Energy (CKE), that is
simply the aggregate kinetic energies of the conditional
vector fields,

Ec(at,mt) =
1

d
Et,q(x1),pt(x|x1) ∥ut(x|x1)∥2 (19)

The CKE, for affine conditionals can be expressed as

Ec(at,mt) =

∫ 1

0

(
ṁ2

t + ȧ2t
)
dt. (20)
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Next, the KE takes the form

E(at,mt) = Ec(at,mt)−
∫ 1

0

β2
t

(
1−λ

(
at
mt

))
dt, (21)

where λ = λq : [0,∞] → [0, 1] is a univariate scalar func-
tion defined solely in terms of the target distribution q, and
bounded by 1, i.e., λ(s) ≤ 1. Computations supporting
these derivations can be found in Appendix A.1. The λ
function measures the separation in the data distribution q
and therefore we call it the data separation function. Before
providing an explicit expression for the data separation func-
tion, we note that having access to this function, one can
optimize equation 21 to find optimal conditional marginals
(at,mt) ∈ A. In the next section we discuss the data sepa-
ration function λ = λq , followed by characterizing optimal
solutions of Ec. Lastly, note that λ(s) ≤ 1 implies that
Ec ≥ E .

The data separation function. The data separation func-
tion λ = λq summarizes the contribution of the data q to the
Kinetic Energy (equation 21) in a single, univariate, scalar
[0,∞] → [0, 1] function. It therefore provides a significant
reduction in complexity that is due to the affine conditional
probabilities.

To write λ = λq explicitly, we first denote by

ρs(x) =

∫
ρs(x|x1)q(x1)dx1 (22)

the result of adding Gaussian noise, ρs(x|µ) =
N (x|µ, s−2I), of scale s−1, to the data q. Now with Bayes’
rule we compute the probability of data point x1 given a
noisy data point x,

ρs(x1|x) =
ρs(x|x1)q(x1)

ρs(x)
.

Then the data separation function is

λ(s) =
1

d
Eρs(x)

∥∥Eρs(x1|x)x1

∥∥2 . (23)

See Appendix A.1 for detailed derivation of the λ function.

To understand the data separation function intuitively, con-
sider discrete data q which consists of data points xi, i ∈ [n]:
if this data is well separated at scale s−1, then a noisy sam-
ple x = xi + ϵ ∼ ρs(x) will be closer to the data point
xi than any other data point xj . Hence, the softmax term
ρs(x1|x) ≈ δxi

(x), where δxi
(x) is the delta distribution

centered at xi. Therefore in this case

λ(s) ≈ 1

d
Eρs(x|x1),q(x1) ∥x1∥2 =

1

d
Eq(x1) ∥x1∥2 = 1,

where in the last equality we used our data assumption in
equation 8. So, the closer to 1 the function value λ(s) is,

s ∈ [0,∞], the more separated q at scale s−1. Note however
that for data with average variance of 1 (see equation 8
again), λ is globally bounded by 1. Indeed using Jensen’s
inequality we have

λ(s) ≤ 1

d
E ρs(x)
ρs(x1|x)

∥x1∥2 =
1

d
Eq(x1) ∥x1∥2 = 1. (24)

3.2. Kinetic optimal solutions

In this section we characterize kinetic optimal paths within
the space of Gaussian paths. These solution will be depend-
ing on the data separation function λ.

To facilitate the variational analysis of the KE functional in
equation 21 we perform a change of variables and represent
the conditional probability parameters (at,mt) ∈ A via[

at
mt

]
= rt

[
sin(θt)
cos(θt)

]
, (25)

where now our optimization space of affine conditionals
becomes

B =

{
(rt, θt)

∣∣∣∣∣
rt:[0,1]→[0,∞)
θt:[0,1]→[0,π2 ]

r0=1=r1
θ0=0,θ1=

π
2

}
. (26)

Plugging these coordinates in equation 21 leads to the fol-
lowing form of the KE:

E(rt, θt) =
∫ 1

0

ṙ2t + r2t θ̇
2
t

γ(θt)︷ ︸︸ ︷[
1− 1− λ (tan(θt))

cos2(θt)

]
dt. (27)

The stationary solutions of equation 27 obey the Euler-
Lagrange equations, which is a set of two ordinary differ-
ential equations (ODEs) with two unknown functions rt, θt.
Surprisingly, it turns out that under the mild extra condi-
tion, i.e., γ(θt) > 0, this system of equations is separable
and reduces to two rather simple ODEs, with rt solvable
analytically up to a single unknown parameter, and θt is
characterized with a first order ODE:

Theorem 3.1. The minimizer of the Kinetic Energy (equa-
tion 27) over all conditional probabilities (rt, θt) ∈ B
(equation 26) such that γ(θt) > 0 for t > 0 satisfy

rt =
√
1− bt+ bt2, (28)

θ̇t =
1

1− bt+ bt2

√
b− 1

4b
2

γ(θt)
(29)

where b ∈ [0, 4] is determined by the boundary condition
on θt.

The proof of this theorem is provided in Appendix A.3. To
better grasp the meaning of the condition γ(θt) > 0 we

4



On Kinetic Optimal Probability Paths for Generative Models

show in Appendix A.2 that it is equivalent to

λ(s) ≥ s2

1 + s2
, s ∈ [0,∞]. (30)

This implies a condition on the target data distribution
q for which our optimality result holds. To get a better
sense of this condition in Appendix A.2 we also prove
that if q(x) = N (0, I), namely a standard Gaussian, then
λ(s) = s2

1+s2 . Hence, the condition in equation 30 requires
the separation of q to be at-least that of a standard Gaus-
sian. All the empirical data q we tested in this paper has
at-least the separation of a standard Gaussian, namely satisfy
equation 30.

Conditional kinetic optimal solutions. One case where
the optimal solution is known analytically is when γ(θt) ≡
1, which happens when λ(s) ≡ 1. In this case, equation 21
shows that the Kinetic Energy and the Conditional Kinetic
Energy are equal, that is E = Ec. Consequently solving
the Euler-Lagrange equations can be done directly for equa-
tion 20 and the solutions are the Cond-OT conditionals in
equation 14. Alternatively, Theorem 3.1 can be used and
equation 29 can be solved to get θt as well as the parameter
b leading to the solution

rt =
√
(1− t)2 + t2 θt = arctan

(
t

1− t

)
and using equation 25 to solve for at,mt we get again the
Cond-OT conditionals in equation 14.

Non-analytic solutions. When an analytic solution of
equation 29 cannot be achieved one can approximate the
data separation function λ numerically, and then optimize
the Kinetic Energy E directly for rt, θt, where for rt it is
convenient to use the one parameter solution family in equa-
tion 28. We come back to this procedure in the experiments
section.

4. Kinetic optimal paths in high dimensions
Finding kinetic optimal conditional paths (at,mt) in closed
form for arbitrary data q is usually hard. However, interest-
ingly, as the dimension of the data increases compared to
the number of data samples, a kinetic optimal path can be
characterized, at least asymptotically, to be paths defined
with the Cond-OT conditional (equation 14). To facilitate
this discussion consider again equation 21 that provides

Ec(at,mt)− E(at,mt) =

∫ 1

0

β2
t

(
1−λ

(
at
mt

))
dt. (31)

As discussed above and can be seen from this equation
when the data separation function achieves its upper bound,
λ(s) ≡ 1, the KE coincides with the CKE, and in this case

the optimal path is defined by the Cond-OT conditional
(equation 14). However, it is not a-priori clear if λ actually
approaches 1 for any data q, and whether closeness of λ to
1 implies Cond-OT is asymptotically kinetic optimal. In
this section we show that for arbitrary finite normalized
dataset consisting of n samples in Rd, indeed λ → 1 (in
L1 sense) as n/

√
d → 0, that can be used to show that

the KE of the path defined by the Cond-OT conditional is
asymptotically optimal. In the experiments section we also
verify this property empirically for real-world dataset in
high dimensions (i.e., ImageNet).

Normalized finite data and main results. We consider an
arbitrary normalized finite data distribution q. That is, q is
distributing equal mass (i.e., n−1) among n points xi ∈ Rd,
i ∈ [n], and is satisfying equations 7 and 8, which in the
discrete case means

1

n

n∑
i=1

xi = 0, (32)

1

dn

n∑
i=1

∥xi∥2 = 1. (33)

Our first result considers such data distribution q and shows
convergence of λ to the constant function 1 as n/

√
d → 0:

Theorem 4.1. Let q be an arbitrary normalized finite data
distribution. Then,∫ ∞

0

|1− λ(s)| ds ≤ 3n√
d
. (34)

This theorem shows that essentially data separation is in-
evitable in high dimensions and that we can expect λ to
approach 1 for finite data in sufficiently high dimension.
Using Theorem 4.1 in equation 31 we prove the following
theorem, under some mild extra assumption over the family
A of affine conditional probabilities (equation 11):

Theorem 4.2. Let q be an arbitrary normalized finite data
distribution. Assume all (at,mt) ∈ A in equation 11 satisfy:
(i) at

mt
is strictly monotonically increasing; and (ii) at,mt

have uniform bounded Sobolev W 1,∞([0, 1]) norm2, i.e.,
∥at∥1,∞ , ∥mt∥1,∞ ≤ M . Then, for all (at,mt) ∈ A

Ec(at,mt)− 6M2 n√
d
≤ E(at,mt) ≤ Ec(at,mt). (35)

This shows that the KE of any path defined by a conditional
(at,mt) ∈ A will converge to the CKE as n/

√
d → 0.

Since a probability path defined by Cond-OT is minimizing
the CKE, we see that Cond-OT is asymptotically kinetic
optimal as n/

√
d → 0. We summarize:

2The Sobolev W 1,∞([0, 1]) norm is defined as ∥f∥1,∞ =

max
{
maxt∈[0,1] |f(t)|,maxt∈[0,1] |ḟ(t)|

}
5
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Figure 1. (Left) Estimation of the data separation function λ̂ for ImageNet-8/16/32/64; note the convergence to 1 as data dimension
increases, as anticipated by Theorem 4.1. (Middle) depicts the optimal at; and (right) the optimal mt for ImageNet-8/16/32/64; note
convergence to the linear solution (Cond-OT).

Corollary 4.3. The Gaussian probability path defined by
the conditional Cond-OT (equation 14) is asymptotically
kinetic optimal as n/

√
d → 0.

A comment regrading the first assumption on A: note that
this assumption is equivalent to monotonicity of the signal-
to-noise-ratio (SNR), a2t/m

2
t , which is a natural assumption

on conditional paths (Kingma et al., 2021a).

Proof idea. The complete proofs for Theorems 4.1 and
4.2 are provided in Appendix A.5; here we provide the proof
idea for Theorem 4.1. We first formulate λ (equation 23)
for the finite data case. That is

λ(s) =
1

dn

n∑
j=1

Eρs(x|xj)

∥∥∥∥∥
n∑

i=1

xiρs(xi|x)

∥∥∥∥∥
2

, (36)

where using Bayes’ rule we have

ρs(xi|x) =
ρs(x|xi)q(xi)∑n
l=1 q(xl)ρs(x|xl)

=
e−

s2

2 ∥xi−x∥2∑n
l=1 e

− s2

2 ∥xl−x∥2
.

That is, ρs(xi|x) is the i-th entry of a weighted Softmax
(with s2 weight) of the squared Euclidean distances between
a point x and all data points xi. The key observation is that
for x ∼ ρs(x|xj), a noisy sample of xj , the probability
ρs(xi|x) is bounded above in expectation by a function
that depends only on the pairwise distances, i.e., ∥xi − xj∥.
Furthermore, this function is decaying exponentially with
these distances. That is, if the data is “separated” in the sense
that ∥xi − xj∥ is large then the data separation function λ
will be closer to its maximal value of 1.

Lemma 4.4. Let q be an arbitrary normalized finite data
distribution. Then for every s > 0,

Eρs(x|xj)ρs(xi|x) ≤ η (s ∥xi − xj∥) , (37)

where η(t) is integrable in [0,∞) and∫ ∞

0

η(t) ≤ 3. (38)

This lemma is proved in Appendix A.5 as-well. Let us
use it to prove our theorem. Using the Cauchy–Schwarz
inequality in equation 36 we can show that

1− λ(s)≤ 1

dn

n∑
i=1

∥xi∥
n∑

j=1
j ̸=i

(
∥xj − xi∥Eρs(x|xi)ρs(xj |x)

)
.

Now, the integral w.r.t. s of the term in the parenthesis can
be bounded after a change of coordinates r = s ∥xi − xj∥
using Lemma 4.4 by 3. Lastly, using Jensen and equation 33
we have that

∑
i ∥xi∥ ≤ n

√
d, which provides equation 34.

5. Related work
Continuous Normalizing Flows (CNFs) train a flow modeled
by learnable vector field vt(x) (Chen et al., 2018), where
traditionally vt(x) was optimized to reduce the likelihod of
the train data. Other CNF methods, have tried to train CNFs
by combining the Kinetic Energy as a regularization term
alongside a likelihood term to push the resulting path toward
kinetic optimal solutions (Finlay et al., 2020; Onken et al.,
2021); however, these still require log probabilities during
training and the combination of the losses does not guaran-
tee to produce a globally kinetic optimal solution, which
is the Optimal Transport (Villani, 2009). Computing the
log probabilities and their derivatives during training placed
a roadblock on scaling CNFs to high dimensions (Grath-
wohl et al., 2018). Diffusion models (Sohl-Dickstein et al.,
2015; Ho et al., 2020; Song et al., 2020) can be seen as an
alternative way to train CNFs with a loss that sidesteps log
probabilities and regresses the score of an a-priori defined
probability density path pt ∈ P (see equation 2). Recently,
(Lipman et al., 2022; Albergo & Vanden-Eijnden, 2022; Liu
et al., 2022; Neklyudov et al., 2022) suggest to train a CNF
by directly regressing the generating vector field of a proba-
bility density paths pt ∈ P . The probability paths utilized
in these methods belong to the family of paths considered
in this paper, namely the probability paths that marginalize
affine conditional per-sample probabilities, and from which
we characterize the kinetic optimal paths. Lastly, (Albergo
& Vanden-Eijnden, 2022) suggested optimizing the kinetic
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SI
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/C
O

T

Flow Matching w/ Cond-OT

FM
w

/K
O

Flow Matching w/ KO NFE=2 NFE=6 NFE=10 NFE=16

Figure 2. Left: Trajectories of trained CNF models with Stochastic Interpolants, Cond-OT, and Kinetic Optimal paths trained with 2D
checkerboard data. Right: Results of the same models when sampling with limited number of function evaluations (NFE). This is a case
of low dimensional data (i.e., d = 2) where Cond-OT is not kinetic optimal.

energy simultaneously to training the CNF, resulting in a
challenging high dimensional min-max problem; we con-
sider finding the kinetic optimal path used as supervision in
the CNF training in separation.

6. Experiments
In this section we: (i) approximate the data separation func-
tion λ numerically for different real-world datasets, and
approximate the corresponding Kinetic Optimal (KO) paths
for these datasets. (ii) We validate our theory of the conver-
gence of λ → 1 in high dimensions for real-world data. (iii)
We empirically test our KO paths compared to paths defined
by the conditional probabilities of Cond-OT (Lipman et al.,
2022), IS (Albergo & Vanden-Eijnden, 2022), and DDPM
(Ho et al., 2020). In terms of datasets, we have been experi-
menting with a 2D dataset (checkerboard), and the image
datasets CIFAR10, ImageNet-32, and Imagenet-64.

6.1. Approximation of data separation function

A simple approach to approximate λ in equation 23 for
a given dataset xi ∈ Rd, i ∈ [n], is to consider normal-
ized finite data q (see Section 4), i.e., giving each xi the
probability n−1, normalized in the sense of equation 7
and equation 8. In this case λ takes the form of equa-
tion 36, and we use Monte-Carlo estimation of the expecta-
tion w.r.t. x ∼ ρs(x|xj), j ∈ [n], where we can express x as
x = xj+s−1z, and z ∼ N (0, I). We sample zl ∼ N (0, I),
l ∈ [k] i.i.d. and our estimator becomes

λ̂(s) =
1

nd

k∑
l=1

n∑
j=1

∥∥∥∥∥
n∑

i=1

xiρs(xi|xj + s−1zl)

∥∥∥∥∥
2

. (39)

Unfortunately, computing this sum requires the pairwise dis-
tances ∥xi − xj∥2 and therefore direct computation scales
quadratically in n. To visualize λ̂ : [0,∞) → [0, 1] com-
pactly we instead show λ̂ ◦ tan : [0, π/2] → [0, 1], so the

x-axis is annotated with θ. Figure 4 (left) shows the differ-
ence in the estimated lambda (computed with equation 39)
for ImageNet-32 using an increasing number of samples
from q starting at n = 10K to n = 100K while keeping
the number of samples from N (0, I) constant at k = 10K.
As can be inspected in this figure, beyond 50K the dif-
ferences are rather small. Note that we display the range
θ ∈ [0, 0.3] since beyond that all λ̂ approximations practi-
cally reach 1, which is also the upper bound for λ. Similarly,
in Figure 4 (right), we keep the number of samples from
q constant at n = 50K and vary the number of samples k
from N (0, I), k ∈ [0.3K, 10K], again noticing that the dif-
ferences between the estimators are negligible. We approx-
imate λ̂(tan(θ)) on equispaced grid points θi = 0.01π

2 i,
i ∈ [0, 100] and fit a cubic-spline to this data to be used for
estimating λ̂(tan θ) at arbitrary θ ∈ [0, π

2 ].

Optimizing for kinetic optimal paths. Given an estima-
tor of λ̂, we minimize the KE energy in equation 27 as a
functional of (rt, θt). We model rt with the derived one-
parameter solutions family in Theorem 3.1. For θt, we use
a 10 parameters neural network, and optimize the KE with
general purpose gradient descent, see details in Appendix B.
Lastly, we apply the coordinate change in equation 25 and
transform the optimal rt, θt back to at,mt that is used for
training. Figure 3 shows the kinetic optimal paths computed
for all datasets considered in the paper. It is already obvious
in this figure that as the dimension of the data increases
the kinetic optimal paths get closer to the Cond-OT path,
anticipated in Theorem 4.2. We discuss this next.

6.2. Kinetic optimal paths in high dimensions

The high dimensional phenomenon presented in Theorem
4.1, namely that λ → 1 for discrete data in high dimen-
sions, does in fact manifests in real-world high dimen-
sional datasets such as ImageNet, even though the ratio
n√
d

is not small for the relevant dimensions. Figure 1 (left)

7



On Kinetic Optimal Probability Paths for Generative Models
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Figure 3. The kinetic optimal paths (KO, blue), computed with our algorithm for all datasets considered in the paper, are shown alongside
the SI path (green) and Cond-OT path (orange). The KO paths get closer to Cond-OT at high dimensions; for ImageNet-64 the KO and
Cond-OT almost coincide.

CIFAR-10 ImageNet 32×32

Model NLL↓ KE↓ FID20↓ FID50↓ FID100↓ FIDAdpt↓ NFEAdpt↓ NLL↓ KE↓ FID20↓ FID50↓ FID100↓ FIDAdpt↓ NFEAdpt↓
Ablations

DDPM 3.11 2.30 38.5± 0.2 18.0± 0.0 12.5± 0.1 7.4± 0.1 344± 0 3.61 2.22 66.1± 1.2 15.7± 0.3 8.6± 0.3 5.1± 0.1 333± 2
SI 3.00 1.30 10.4± 0.1 7.4± 0.1 7.4± 0.1 7.5± 0.0 165± 0 3.58 1.27 23.4± 0.4 9.0± 0.3 6.7± 0.2 5.3± 0.2 158± 2

FM w/ OT path 2.97 1.09 9.9± 0.0 6.8± 0.0 6.8± 0.0 6.9± 0.0 146± 0 3.60 1.08 9.7± 0.1 6.5± 0.1 5.6± 0.0 5.0± 0.1 145± 0
FM w/ KO path 2.97 1.08 9.1± 0.0 6.2± 0.1 6.2± 0.1 6.1± 0.0 147± 0 3.57 1.07 9.8± 0.3 6.6± 0.4 5.8± 0.3 5.1± 0.3 129± 1

Table 1. For the datasets of CIFAR-10 and ImageNet-32 we log: Negative log likelihoods in BPD units; Kinetic Energy (KE); quality of
generated samples in FID computed with Euler method for 20,50,100 steps and the adaptive method DOPRI5; and Number of Function
Evaluation (NFE) with the adaptive solver. The KE, FID and NFE are averaged over three checkpoints (epochs 1990, 1995, 2000 for
CIFAR-10; and epochs 390, 395, 400 for ImageNet-32).

0 0.310

1

(ta
n

)

ImageNet 32, n: 10k
ImageNet 32, n: 20k
ImageNet 32, n: 50k
ImageNet 32, n: 100k

0 0.310

1

(ta
n

)

ImageNet 32, k: 313
ImageNet 32, k: 626
ImageNet 32, k: 2504
ImageNet 32, k: 10016

Figure 4. Evaluation of data separation estimation: (Left) shows
λ̂ for Imagenet-32 with n = 10K, 20K, 50K, 100K data sam-
ples, and k = 10K samples from N (0, I). (Right) shows
λ̂ for Imagenet-32 with n = 50k data samples and k =
0.3K, 0.6K, 2.5K, 10K samples from N (0, I). Note the x-axis
is limited to [0, 0.31] to zoom in on the relevant part.

shows λ̂ for ImageNet-8/16/32/64, which have dimensions
192/768/3072/12,228 (resp.) computed with n = 50K and
k = 10K. We provide a detailed run-times discussion
in Appendix D. As can be seen in this figure, as the im-
age dimension increases indeed λ → 1. In particular, for
ImageNet-64, λ̂ converged to 1 for every θ ∈ [0.08, π

2 ].
(Middle),(Right) Show the corresponding kinetic optimal
paths at, mt (resp.); the convergence of the KO paths to
Cond-OT as data dimension increases is suggested by theo-
rem 4.2 and the fact that Cond-OT is the minimizer of the
CKE. In particular, the KO optimal path for ImageNet-64 is
practically identical to the Cond-OT linear path.

6.3. Flow Matching with kinetic optimal paths

We also experimented with kinetic optimal (KO) paths for
training a continuous normalizing flows. We use the Flow

Matching (FM) approach (Lipman et al., 2022) where (in
the notations of equation 1),

L(θ) = Et,pt(x) ∥vt(x; θ)− ut(x)∥2 , (40)

where vt is a neural network with learnable parameters θ,
pt(x), ut(x) are as defined in equations 9, 17 (resp.) and t
is uniform in [0, 1]. The actual training objective is

L(θ) = Et,pt(x|x1),q(x1) ∥vt(x; θ)− ut(x|x1)∥2 , (41)

where pt(x|x1) is as defined in equation 10 and ut(x|x1)
as defined in 15, which is shown in (Lipman et al., 2022)
to have equivalent gradients to the loss in equation 40. For
at,mt we use the optimal solutions of the approximated
kinetic energy (see Section 6.1); see Figure 3 for visualiza-
tions of these KO paths.

2D data. We tested FM-KO first on 2D data of a checker-
board distribution, often used for low dimensional test-bed
for CNF models. Figure 2 compares FM-KO, with FM-
Cond-OT, and IS: On the left we show the time sequence,
t ∈ [0, 1], of the generated probabilities starting from the
standard noise p0 = p. Note that KO is distributed more
evenly in time. On the right we show sampling with limited
number of function evaluations (NFE) using the Euler solver.
Note that KO outperforms the baselines for low NFE counts.
In this case the data dimension is low (d = 2) and the dataset
contains many (more then 1M) data points, which is outside
the scope of our Theory that is effective as n/

√
d is smaller.

Indeed, in this case Cond-OT is not kinetic optimal and is
being outperformed in terms of NFE counts.
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NFE: 6 8 12 20 100 NFE: 6 8 12 20 100 NFE: 6 8 12 20 100
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Stochastic Interpolants

Flow Matching w/ Cond-OT

Flow Matching w/ KO

Figure 5. Generated images of CNF models trained with DDPM, SI, Cond-OT and Kinetic Optimal paths on face-blurred ImageNet-32
data. Generation is done with the Euler method, where in each column all images are generated from the same noise but with a different
number of steps (equivalent to NFE for Euler solver) as indicated; 6, 8, 12, 20 and 100 steps.
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Figure 6. FID versus NFE for models trained on the CIFAR-10
(left) and ImageNet-32 (right) datasets. Samples for FID computa-
tion are generated with Euler solver.

Image datasets. Lastly, we tested KO optimal paths on
CIFAR and ImageNet-32 (for ImageNet-64 KO paths prac-
tically coincides with Cond-OT). For ImageNet we use the
official face-blurred ImageNet and downsample to 32× 32
using an open source preprocessing script (Chrabaszcz
et al., 2017). Quantitative results are summarizes in Ta-
ble 1 while qualitative results are depicted in Figure 5; for
each method we evaluated Negative Log Likelihoods in
Bit-Per-Dimension (BPD); kinetic energy; and FID com-
puted for samples generated by Euler method with 20, 50,
100 steps and the adaptive solver DOPRI5. For FID and
NFE (adaptive) we averaged 3 different epochs at the fi-
nal stage of training. For these datasets, we find that KO
and Cond-OT paths already produce similar KE, better than
the other baselines considered. Figure 6 depicts curves of
generated image quality (FID) as a function of number of
function evaluation (NFE) for CIFAR10 ImageNet-32. We
provide example of generated images from the KO model
in Appendix E.

7. Conclusions
In this paper we investigated the space of tractable proba-
bility paths, which are used to supervise generative models’
training, and searched for an optimal path that minimizes
the Kinetic Energy. We started with identifying a more
tractable form for the kinetic energy that incorporates the
training data using a simple, one dimensional data separa-
tion function λ. We then characterized the kinetic optimal
solutions and suggested a method to compute them using
a numerical estimation to λ. The kinetic optimal paths im-
proved performance of the respectively trained generative
models mostly in low to medium data dimensions. Lastly,
we demonstrated through a theoretical analysis accompa-
nied with empirical experiments that as the dimension of
the data increases, the simple Cond-OT probability paths
are becoming kinetic optimal. That is, the kinetic energy of
paths defined with the Cond-OT conditional is converging
to the optimal kinetic energy in a family of probability paths.
This result has several implications for future research: First,
further searching the class Gaussian paths defined by affine
conditionals (equations 9, 10 and 11) for useful probability
path might be futile. In fact, in high dimensions, Cond-OT
might be a close to optimal choice within this class, for most
datasets. Finding probability path with even lower Kinetic
Energy would entail abandoning the affine conditional prob-
abilities and searching within a broader class. For example,
replacing the affine model (equation 10) with a model that
has more complex dependency on x1 might allow further
improvement of the kinetic energy and consequently the
trained generative model.
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A. Auxiliary computations and proofs
A.1. Kinetic energy and λ

Proof of equation 20. We compute the Conditional Kinetic Energy (CKE) Ec(at,mt). By definition, it is

Ec(at,mt) =
1

d
Et,q(x1),pt(x|x1) ∥ut(x|x1)∥2 , (42)

where ut(x|x1) is as defined in equation 15. That is

ut(x|x1) = αtx+ βtx1 (43)

and
αt =

ṁt

mt
, βt = ȧt − at

ṁt

mt
. (44)

We remind that pt(x|x1) = N (x|atx1,m
2
t I) and p(x) = N (x|0, I). Hence, for x ∼ p(x), mtx+ atx1 ∼ pt(x|x1). We

can now compute the expectation w.r.t. pt(x|x1) and q(x1). That is,

1

d
Et,q(x1),pt(x|x1) ∥ut(x|x1)∥2 =

1

d
Et,q(x1),pt(x) ∥ut(mtx+ atx1|x1)∥2 (45)

=
1

d
Et,q(x1),pt(x) ∥ṁtx+ ȧtx1∥2 (46)

=
1

d
Et,q(x1),pt(x)

(
ṁ2

t ∥x∥
2
+ 2ṁtȧtx · x1 + ȧ2t ∥x1∥2

)
(47)

=
1

d
Et,q(x1)

(
ṁ2

td+ ȧ2t ∥x1∥2
)

(48)

=
1

d
Et

(
ṁ2

td+ ȧ2td
)

(49)

=

∫ 1

0

(ṁt
2 + ȧt

2)dt, (50)

where before the last equality we used equation 8 to compute the expectation on q(x1).

Proof of equations 21 and 23. We compute the Kinetic Energy (KE) E(at,mt), proving equation 21. By definition, it is

E(at,mt) =
1

d
Et,pt(x) ∥ut(x)∥2 , (51)

where ut(x) is as defined in equation 17. Equivalently, using Bayes’ rule, we can write it as

ut(x) = Ept(x1|x)ut(x|x1) (52)

and

pt(x1|x) =
pt(x|x1)q(x1)

pt(x)
. (53)

Now we can calculate the KE as follows

1

d
Et,pt(x) ∥ut(x)∥2 =

1

d
Et,pt(x)

∥∥Ept(x1|x)ut(x|x1)
∥∥2 (54)

=
1

d
Et,pt(x)

∥∥αtx+ βtEpt(x1|x)x1

∥∥2 (55)

=
1

d
Et,pt(x)

(
α2
t ∥x∥

2
+ 2αtβtx · Ept(x1|x)x1 + β2

t

∥∥Ept(x1|x)x1

∥∥2) (56)

=
1

d
Et,pt(x)

(
α2
t ∥x∥

2
+ 2αtβtx · Ept(x1|x)x1 + β2

t d− β2
t d+ β2

t

∥∥Ept(x1|x)x1

∥∥2) (57)

=
1

d
Et,pt(x)

(
α2
t ∥x∥

2
+ 2αtβtx · Ept(x1|x)x1 + β2

t d
)
− 1

d
Et,pt(x)

(
β2
t d− β2

t

∥∥Ept(x1|x)x1

∥∥2)
(58)
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We perform the expectation over pt(x) for each term on the r.h.s. separately. We invoke Bayes’ rule again, which gives

pt(x)pt(x1|x) = q(x1)pt(x|x1). (59)

Hence, the first term is

1

d
Et,pt(x)

(
α2
t ∥x∥

2
+ 2αtβtx · Ept(x1|x)x1 + β2

t d
)
=

1

d
Et,pt(x),pt(x1|x)

(
α2
t ∥x∥

2
+ 2αtβtx · x1 + β2

t d
)

(60)

=
1

d
Et,q(x1),pt(x|x1)

(
α2
t ∥x∥

2
+ 2αtβtx · x1 + β2

t d
)

(61)

=
1

d
Et,q(x1),pt(x|x1)

(
α2
t ∥x∥

2
+ 2αtβtx · x1 + β2

t ∥x1∥2
)

(62)

=
1

d
Et,q(x1),pt(x|x1) ∥αtx+ βtx1∥2 (63)

=
1

d
Et,q(x1),pt(x|x1) ∥ut(x|x1)∥2 (64)

= Ec(at,mt), (65)

where we also used equation 8 for the expectation of ∥x1∥2. Next, we define λ

λ

(
at
mt

)
=

1

d
Ept(x)

∥∥Ept(x1|x)x1

∥∥2 . (66)

So the second term is

1

d
Et,pt(x)

(
β2
t d− β2

t

∥∥Ept(x1|x)x1

∥∥2) = Et

(
β2
t − β2

t λ

(
at
mt

))
(67)

=

∫ 1

0

β2
t

(
1− λ

(
at
mt

))
dt. (68)

Finally, substituting the two terms, gives

E(at,mt) = Ec(at,mt)−
∫ 1

0

β2
t

(
1− λ

(
at
mt

))
dt. (69)

It is left to show that, indeed, we can write λ as a one-variable function. Writing λ explicitly gives

1

d
Ept(x)

∥∥Ept(x1|x)x1

∥∥2 =
1

d

∫ ∥∥∥∥∥
∫

x̃1N
(
x|atx̃1,m

2
t I
)
q(x̃1)dx̃1∫

N (x|atx̂1,m2
t I) q(x̂1)dx̂1

∥∥∥∥∥
2

N
(
x|atx1,m

2
t I
)
q(x1)dx1dx. (70)

We will use the following identity: Given µ ∈ Rd and Σ ∈ Sd
+,

N (x|µ,Σ) = (detA)N (Ax|Aµ,AΣAT ). (71)

For A = 1
at

and the change of variable x
at

7→ x we get the r.h.s. below which justifies writing λ as a function of at/mt:

λ

(
at
mt

)
=

1

d

∫ ∥∥∥∥∥∥∥∥
∫ x̃1N

(
x

∣∣∣∣x̃1,
(

mt

at

)2
I

)
q(x̃1)dx̃1∫

N
(
x

∣∣∣∣x̂1,
(

mt

at

)2
I

)
q(x̂1)dx̂1

∥∥∥∥∥∥∥∥
2

N

(
x

∣∣∣∣x1,

(
mt

at

)2

I

)
q(x1)dx1dx. (72)
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A.2. The γ(θt) > 0 condition

Proof of γ(θt) > 0 condition. We show that γ(θt) > 0 is equivalent to:

λ(s) >
s2

1 + s2
, s ∈ [0,∞], (73)

where γ(θt) is as defined in equation 27. That is

γ(θt) = 1− 1− λ (tan(θt))

cos2(θt)
. (74)

Thus the condition γ(θt) > 0 holds if and only if

λ (tan(θt)) > 1− cos2(θt) (75)

= sin2(θt) (76)

=
sin2(θt)

cos2(θt) + sin2(θt)
(77)

=
tan2(θt)

1 + tan2(θt)
. (78)

Substituting tan(θt) = s, gives the desired inequality, where for θt ∈ [0, π
2 ], tan(θt) ∈ [0,∞].

Proof of λ of standard Gaussian. Note, for q(x1) = N (x1|0, I), ρs(x) is

ρs(x) =

∫
N
(
x|x1, s

−2I
)
N (x1|0, I) dx1 (79)

=

∫
N
(
x1|x, s−2I

)
N (x1|0, I) dx1 (80)

= N
(
x|0, (s−2 + 1)I

)
. (81)

In addition

Eρs(x1|x)x1 =
1

ρs(x)

∫
x1ρs(x|x1)q(x1)dx1 (82)

=
1

ρs(x)

∫
x1N

(
x|x1, s

−2I
)
N (x1|0, I) dx1 (83)

=
1

ρs(x)

∫
(x+ s−2∇x)N

(
x|x1, s

−2I
)
N (x1|0, I) dx1 (84)

=
1

ρs(x)
(x+ s−2∇x)ρs(x) (85)

=
1

ρs(x)

(
x+ s−2 −x

s−2 + 1

)
ρs(x) (86)

= x− s−2 x

s−2 + 1
(87)

=
1

s−2 + 1
x. (88)

13
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Hence, λ(s) is

λ(s) =
1

d
Eρs(x)

∥∥Eρs(x1|x)x1

∥∥2 (89)

=
1

d
Eρs(x)

∥∥∥∥ 1

s−2 + 1
x

∥∥∥∥2 (90)

=

(
1

s−2 + 1

)2
1

d
Eρs(x) ∥x∥

2 (91)

=
1

s−2 + 1
(92)

=
s2

1 + s2
. (93)

14



On Kinetic Optimal Probability Paths for Generative Models

A.3. Optimization of the Kinetic Energy E

We derive the solution for the minimization problem of the Kinetic Energy given in equation 27.
Theorem 3.1. The minimizer of the Kinetic Energy (equation 27) over all conditional probabilities (rt, θt) ∈ B (equation 26)
such that γ(θt) > 0 for t > 0 satisfy

rt =
√

1− bt+ bt2, (94)

θ̇t =
1

1− bt+ bt2

√
b− 1

4b
2

γ(θt)
(95)

where b ∈ [0, 4] is determined by the boundary condition on θt.

Proof of theorem 3.1. The Kinetic energy parameterized by rt and θt given in equation 27 is

E(rt, θt) =
∫ 1

0

ṙ2t + r2t θ̇
2
t γ(θt)dt. (96)

The Euler-Lagrange equations for the Kinetic Energy are

∂Et
∂rt

− d

dt

∂Et
∂ṙt

= 0 (97)

∂Et
∂θt

− d

dt

∂Et
∂θ̇t

= 0, (98)

where Et is the integrand of E(rt, θt). Carrying out the derivation gives

rtθ̇
2
t γ(θt)− r̈t = 0 (99)

4rtṙtθ̇tγ(θt) + 2r2t θ̈tγ(θt) + r2t θ̇
2
t

d

dθt
γ(θt) = 0. (100)

We notice that the second equation can be separated by dividing by r2t θ̇tγ(θt), that gives

4ṙt
rt

+ 2
θ̈t

θ̇t
+ θ̇t

d
dθt

γ(θt)

γ(θt)
= 0 (101)

Notice that all terms can be written as derivative in time, that is

4ṙt
rt

= 4
d

dt
log(rt) (102)

2
θ̈t

θ̇t
= 2

d

dt
log(θ̇t) (103)

θ̇t

d
dθt

γ(θt)

γ(θt)
=

d

dt
log(γ(θt)). (104)

Preforming the anti-derivative and afterwards exponentiation of both sides, gives

r4t θ̇
2
t γ(θt) = C, (105)

where C > 0 is a constant depending on the boundary condition. Substitute back to the first Euler-Lagrange equation, that is
equation 99, gives

r̈t =
C

r3
(106)

that is solved by
rt =

√
c+ bt+ at2, (107)
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where a, b, c satisfy

ac− 1

4
b2 = C > 0. (108)

Finally imposing boundary conditions on rt as in A.1 gives

1 =
√
c, 1 =

√
c+ b+ a. (109)

We solve for c and a, and get

rt =
√
1− bt+ bt2 (110)

C = b− 1

4
b2, (111)

where the positivity condition on C gives b ∈ [0, 4]. To get the equation for θ̇t we substitute the solution for rt and C in
equation 105, that gives

θ̇t =
1

1− bt+ bt2

√
b− 1

4b
2

γ(θt)
. (112)

A.4. Boundary condition of polar coordinates

Lemma A.1. For rt ∈ [0,∞], θt ∈ [0, π
2 ] the boundary conditions on rt and θt are

r0 = 1, r1 = 1, (113)

θ0 = 0, θ1 =
π

2
. (114)

Proof of lemma A.1. The values of mt, at at t = 0 and t = 1 are

m0 = 1, m1 = 0, (115)
a0 = 0, a1 = 1. (116)

The relation between rt, θt and at, mt is defined in equation 25, that is[
at
mt

]
= rt

[
sin(θt)
cos(θt)

]
. (117)

Substituting t = 0 and t = 1 gives

1 = r0 cos(θ0), 0 = r1 cos(θ1), (118)
0 = r0 sin(θ0), 1 = r1 sin(θ1). (119)

Since neither r0 = 0 is a solution nor r1 = 0, it must be that

θ0 = 0, θ1 =
π

2
. (120)

Plugging this back gives the boundary conditions also for r0 and r1.
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A.5. Data separation in high dimensions

Theorem 4.2. Let q be an arbitrary normalized finite data distribution. Assume all (at,mt) ∈ A in equation 11 satisfy: (i) at

mt

is strictly monotonically increasing; and (ii) at,mt have uniform bounded Sobolev W 1,∞ norm, i.e., ∥at∥1,∞ , ∥mt∥1,∞ ≤
M . Then, for all (at,mt) ∈ A

Ec(at,mt)− 6M2 n√
d
≤ E(at,mt) ≤ Ec(at,mt). (121)

Proof of theorem 4.2. The KE given in equation 21 is

E(at,mt) = Ec(at,mt)−
∫ 1

0

β2
t

[
1− λ

(
at
mt

)]
dt. (122)

The fact that λ is bounded above by 1, shown in equation 142, gives

E(at,mt) ≤ Ec(at,mt). (123)

For the second inequality, remember that βt defined in equation 16, is

βt = ȧt − at
ṁt

mt
. (124)

Further note that
d

dt

(
at
mt

)
=

ȧt
mt

− at
ṁt

m2
t

=
βt

mt
. (125)

at

mt
is strictly monotonic increasing, d

dt
at

mt
> 0. Hence both βt

mt
> 0 and mtβt > 0 for every t ∈ (0, 1). Furthermore,

at,mt have uniform bounded Sobolev W 1,∞([0, 1]) norm by M > 0 and thus

0 < mtβt = ȧtmt − atṁt ≤ 2M2. (126)

The gap between the CKE and KE is

Ec(at,mt)− E(at,mt) =

∫ 1

0

β2
t

[
1− λ

(
at
mt

)]
dt (127)

=

∫ 1

0

(mtβt)

(
βt

mt

)[
1− λ

(
at
mt

)]
dt (128)

≤ 2M2

∫ 1

0

d

dt

(
at
mt

)[
1− λ

(
at
mt

)]
dt. (129)

Since at

mt
is strictly monotonic increasing, we can make the change of variable s = at

mt
and apply theorem 4.1 that gives

2M2

∫ 1

0

d

dt

(
at
mt

)[
1− λ

(
at
mt

)]
dt = 2M2

∫ ∞

0

(1− λ (s)) ds (130)

≤ 6M2 n√
d
. (131)

Theorem 4.1. Let q be an arbitrary normalized finite data distribution. Then,∫ ∞

0

|1− λ(s)| ds ≤ 3n√
d
. (132)

Proof of theoren 4.1. In the proof we will use Bayes’ Rule multiple times. For convenience, we state it explicitly for
ρs(xi|x):

ρs(xi|x) =
ρs(x|xi)q(xi)

ρs(x)
. (133)
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To bound λ(s) from above, we apply Jensen inequality

λ(s) =
1

dn

n∑
j=1

Eρs(x|xj)

∥∥∥∥∥
n∑

i=1

xiρs(xi|x)

∥∥∥∥∥
2

(134)

≤ 1

dn

n∑
j=1

Eρs(x|xj)

n∑
i=1

∥xi∥2 ρs(xi|x) (135)

=
1

dn

n∑
i=1

∥xi∥2
n∑

j=1

Eρs(x|xj)ρs(xi|x) (136)

=
1

dn

n∑
i=1

∥xi∥2
n∑

j=1

Eρs(x|xj)
ρs(x|xi)q(xi)

ρs(x)
(137)

=
1

dn

n∑
i=1

∥xi∥2
n∑

j=1

Eρs(x|xj)
1

n

ρs(x|xi)

ρs(x)
(138)

=
1

dn

n∑
i=1

∥xi∥2 Eρs(x)
ρs(x|xi)

ρs(x)
(139)

=
1

dn

n∑
i=1

∥xi∥2 Eρs(x|xi)1 (140)

=
1

dn

n∑
i=1

∥xi∥2 (141)

= 1. (142)

To bound λ(s) from below, we first rearrange the expression of λ(s)

λ(s) =
1

dn

n∑
j=1

Eρs(x|xj)

∥∥∥∥∥
n∑

i=1

xiρs(xi|x)

∥∥∥∥∥
2

(143)

=
1

dn

n∑
j=1

Eρs(x|xj)

n∑
i=1

n∑
l=1

xi · xlρs(xi|x)ρs(xl|x) (144)

=
1

d
Eρs(x)

n∑
i=1

n∑
l=1

xi · xlρs(xi|x)ρs(xl|x) (145)

=
1

d

n∑
i=1

n∑
l=1

xi · xlEρs(x)ρs(xi|x)ρs(xl|x) (146)

=
1

d

n∑
i=1

n∑
l=1

xi · xlEρs(x)
ρs(x|xi)q(xi)

ρs(x)
ρs(xl|x) (147)

=
1

dn

n∑
i=1

n∑
l=1

xi · xlEρs(x|xi)ρs(xl|x) (148)

=
1

dn

n∑
i=1

n∑
l=1

xi · (xl − xi + xi)Eρs(x|xi)ρs(xl|x) (149)

=
1

dn

n∑
i=1

n∑
l=1

∥xi∥2 Eρs(x|xi)ρs(xl|x) +
1

dn

n∑
i=1

n∑
l=1

xi · (xl − xi)Eρs(x|xi)ρs(xl|x) (150)

Remembering that ρs(xi|x) is a discrete probability density on xi, i ∈ [n], and the normalization as in equation 33, the first
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term in 150 is

1

dn

n∑
i=1

n∑
l=1

∥xi∥2 Eρs(x|xi)ρs(xl|x) =
1

dn

n∑
i=1

∥xi∥2 Eρs(x|xi)

n∑
l=1

ρs(xl|x) (151)

=
1

dn

n∑
i=1

∥xi∥2 Eρs(x|xi)1 (152)

=
1

dn

n∑
i=1

∥xi∥2 (153)

= 1. (154)

We substitute back to the expression of λ(s) and apply Cauchy–Schwarz inequality

λ(s) = 1 +
1

dn

n∑
i=1

n∑
l=1
l ̸=i

xi · (xl − xi)Eρs(x|xi)ρs(xl|x) (155)

≥ 1− 1

dn

n∑
i=1

n∑
l=1
l ̸=i

∥xi∥ ∥xl − xi∥Eρs(x|xi)ρs(xl|x). (156)

Applying the inequalities in equations 142, 156 and lemma 4.4 gives∫ ∞

0

|1− λ(s)| ds =
∫ ∞

0

(1− λ (s)) ds (157)

≤
∫ ∞

0

1

dn

n∑
i=1

n∑
l=1
l ̸=i

∥xi∥ ∥xl − xi∥Eρs(x|xi)ρs(xl|x)ds (158)

≤ 1

dn

n∑
i=1

n∑
l=1
l ̸=i

∥xi∥
∫ ∞

0

∥xl − xi∥ η (s ∥xl − xi∥) ds (159)

=
1

dn

n∑
i=1

n∑
l=1
l ̸=i

∥xi∥
∫ ∞

0

η(t)dt (160)

≤ 3

dn

n∑
i=1

n∑
l=1
l ̸=i

∥xi∥ (161)

≤ 3n√
d
, (162)

where in the last equality we use Jensen inequality and equation 8 to bound the sum of norms, ∥xi∥, as shown below

1 =
1

dn

n∑
i=1

∥xi∥2 ≥ 1

d

(
1

n

n∑
i=1

∥xi∥

)2

. (163)
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Lemma 4.4. Let q be an arbitrary normalized finite data distribution. Then for every s > 0,

Eρs(x|xj)ρs(xi|x) ≤ η (s ∥xi − xj∥) , (164)

where η(t) is integrable in [0,∞) and ∫ ∞

0

η(t) ≤ 3. (165)

Proof of lemma 4.4. Remembering that p(x) = N (0, I),

Eρs(x|xj)ρs(xi|x) = Eρs(x|xj)
e−

s2

2 ∥x−xi∥2∑n
l=1 e

− s2

2 ∥x−xl∥2
(166)

= Ep(x)
e−

s2

2 ∥xs−1+xj−xi∥2∑n
l=1 e

− s2

2 ∥xs−1+xj−xl∥2
(167)

≤ Ep(x)
e−

s2

2 ∥xs−1+xj−xi∥2

e−
s2

2 ∥xs−1+xj−xi∥2

+ e−
s2

2 ∥xs−1∥2
(168)

= Ep(x)
1

1 + e
s2

2 ∥xi−xj∥2−s(xi−xj)·x
(169)

Since x ∼ p(x) = N (0, I) is O(d) invariant, the last term depends only on the norm of xi − xj . That is, we denote by
z ∈ R the component of x in the direction of xi − xj

z =
xi − xj

∥xi − xj∥
· x (170)

So z ∼ N (0, 1) and

Ep(x)
1

1 + e
s2

2 ∥xi−xj∥2−s(xi−xj)·x
= EN (z|0,1)

1

1 + e
s2

2 ∥xi−xj∥2−s∥xi−xj∥z
(171)

(172)

= EN (z|0,1)
1

1 + e
1
2 (s∥xi−xj∥)2−(s∥xi−xj∥)z

(173)

And we define η(t) to be

η(t) = EN (z|0,1)
1

1 + e
t2

2 −tz
. (174)

So it is left to show that η(t) is integrable in [0,∞) and bound its integral. For every t > 0

η(t) = EN (z|0,1)
1

1 + e
t2

2 −tz
(175)

=
1√
2π

∫ ∞

−∞

e−
z2

2 dz

1 + e
t2

2 −tz
(176)

=
1√
2π

∫ ∞

−∞

dz

e
z2

2 + e
1
2 (z−t)2

(177)

=
1√
2π

∫ ∞

−∞

dz

e
1
2 (z+

t
2 )

2

+ e
1
2 (z−

t
2 )

2 (178)

=

√
2

π

∫ ∞

0

dz

e
1
2 (z+

t
2 )

2

+ e
1
2 (z−

t
2 )

2 (179)

≤
√

2

π

∫ ∞

0

e−
1
2 (z+

t
2 )

2

dz (180)

=

√
2

π

∫ ∞

t
2

e−
z2

2 dz, (181)
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where in the third to last equality we used the fact that the integrand is symmetric w.r.t z → −z. Now on the one hand, for
every t > 0 √

2

π

∫ ∞

t
2

e−
z2

2 dz ≤
√

2

π

∫ ∞

0

e−
z2

2 dz = 1 (182)

On the other hand, 2z
t > 1 for every z > t

2 . Hence√
2

π

∫ ∞

t
2

e−
z2

2 dz ≤
√

2

π

∫ ∞

t
2

2z

t
e−

z2

2 dz (183)

=

√
2

π

∫ ∞

t2

4

1

t
e−

z′
2 dz′ (184)

=

√
2

π

1

t
e−

t2

8 (185)

Combining the two equations 182 and 185, we get that for every t > 0

η(t) ≤ min

{
1,

√
2

π

1

t
e−

t2

8

}
, (186)

which is integrable in [0,∞). Furthermore,∫ ∞

0

η(t)dt =

∫ 1

0

η(t)dt+

∫ ∞

1

η(t)dt (187)

≤
∫ 1

0

dt+

∫ ∞

1

√
2

π

1

t
e−

t2

8 dt (188)

≤ 1 +

∫ ∞

0

√
2

π
e−

t2

8 dt (189)

= 3 (190)
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C. Additional tables
CIFAR10 ImageNet-32

Channels 256 256
Depth 2 3
Channels multiple 1,2,2,2 1,2,2,2
Heads 4 4
Heads Channels 64 64
Attention resolution 16 16,8
Dropout 0.1 0.0
Effective Batch size 256 1024
GPUs 2 4
Epochs 2000 400
Iterations 392k 500k
Learning Rate 5e-4 1e-4
Learning Rate Scheduler Polynomial Decay Polynomial Decay
Warmup Steps 19.6k 20k

Table 2. Hyper-parameters used for training.

CIFAR-10 ImageNet 32×32

Model K=1 K=20 K=50 K=1 K=5 K=15

Ablation
DDPM (Ho et al., 2020) 3.23 3.13 3.11 3.69 3.64 3.61
SI (Albergo & Vanden-Eijnden, 2022) 3.13 3.02 3.00 3.67 3.61 3.58

FM w/ OT (Lipman et al., 2022) 3.10 3.00 2.98 3.69 3.64 3.60
FM w/ KO 3.10 3.00 2.97 3.66 3.60 3.57

Table 3. BPD results for different uniform dequantization samples k, following the protocol of (Lipman et al., 2022).

B. Further implementation details
We model θt using the following architecture

θt =
π

2

|m(t)−m(0)|
|m(1)−m(0)|

(191)

where m is an MLP defined as

ϕ(t) = sigmoid
(
L1(t) + L3 (2sigmoid (L2(t))− 1)

)
(192)

and Li, i ∈ [3], are linear layers: L1 : R → R; L2 : R → R2; and L3 : R2 → R. In total the model for θt uses 10 learnable
parameters. We optimize the KE using ADAM optimizer and Cosine Annealing scheduler.

For the CNF training in Section 6.3 we model vt(x) as follows: (i) For the 2D data it is an MLP with 5 layers consisting of
512 neurons in each layer. (ii) For the image datasets (CIFAR, ImageNet-32), we used U-Net architecture as in (Dhariwal
& Nichol, 2021), where the particular architecture hyper-parameters are detailed in Table 2. In this table we also provide
training hyper-parameters. All baselines (IS, DDPM) are implemented in exactly the same setting of architecture and
training hyper-parameters.

D. Runtime Details
First, during deployment (model sampling) there is no change to the original algorithm of sampling from CNFs. Second,
during training we use the optimal at,mt found by optimizing equation 27 and equation 39. The solution at,mt is modeled
with a -parameter MLP and causes no noticeable change in iteration time compared to Cond-OT. Third, the optimization
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Dataset Time [s]

ImageNet 8 30.4
ImageNet 16 42.0
ImageNet 32/CIFAR10 84.1
ImageNet 64 328.6

Table 4. Runtime of computing λ for k = 1 and n = 50, 000 on 1 GPU (Quadro RTX 8000).

of at,mt is done once as a preprocessing step and takes less than a minute. Fourth, the most time consuming part of our
algorithm is approximating the data separation function λ but it is done once per dataset, so can be reused across training
sessions as long as the dataset hasn’t changed. The complexity of approximating λ can be deduced from equation 39 and it is
O(kn2), where k is the number of samples from p = N (0, I) and n is the number of samples from q. In Table 4 we present
the runtime of computing λ for k = 1 and n = 50, 000 on 1 GPU (Quadro RTX 8000) for a number of image datasets of
different image sizes.

E. Additional Figures
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Figure 7. Non-curated unconditional face-blurred ImageNet-32 generated images of a CNF model trained with FM-KO.
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DDPM

Stochastic Interpolants

Flow Matching w/ Cond-OT

Flow Matching w/ KO

Figure 8. Sample trajectories of a CNF models trained with DDPM, SI, Cond-OT and kinetic optimal paths, on face-blurred ImageNet 32
data.

25


