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#### Abstract

We prove that optimistic-follow-the-regularized-leader (OFTRL), together with smooth value updates, finds an $O\left(T^{-1}\right)$-approximate Nash equilibrium in $T$ iterations for twoplayer zero-sum Markov games with full information. This improves the $\tilde{O}\left(T^{-5 / 6}\right)$ convergence rate recently shown in the paper by Zhang et al. (2022b). The refined analysis hinges on two essential ingredients. First, the sum of the regrets of the two players, though not necessarily non-negative as in normal-form games, is approximately non-negative in Markov games. This property allows us to bound the second-order path lengths of the learning dynamics. Second, we prove a tighter algebraic inequality regarding the weights deployed by OFTRL that shaves an extra $\log T$ factor. This crucial improvement enables the inductive analysis that leads to the final $O\left(T^{-1}\right)$ rate.


## 1 Introduction

Multi-agent reinforcement learning (MARL) (Busoniu et al., 2008, Zhang et al., 2021) models sequential decision-making problems in which multiple agents/players interact with each other in a shared environment. MARL has recently achieved tremendous success in playing games (Vinyals et al., 2019; Berner et al., 2019 , Brown \& Sandholm, 2019), which, consequently, has spurred a growing body of work on MARL; see Yang \& Wang (2020) for a recent overview.
A widely adopted mathematical model for MARL is the so-called Markov games (Shapley, 1953; Littman, 1994), which combines normal-form games (Nash, 1951) with Markov decision processes (Puterman, 2014). In a nutshell, a Markov game starts with a certain state, followed by actions taken by the players. The players then receive their respective payoffs, as in a normal-form game, and at the same time the system transits to a new state as in a Markov decision process. The whole process repeats. As in normal-form games, the goal for each player is to maximize her own cumulative payoffs. We defer the precise descriptions of Markov games to Section 2
In the simpler normal-form games, no-regret learning (Cesa-Bianchi \& Lugosi, 2006) has long been used as an effective method to achieve competence in the multi-agent environment. Take the two-player zero-sum normal-form game as an example. It is easy to show that standard no-regret algorithms such as follow-the-regularized-leader (FTRL) reach an $O\left(T^{-1 / 2}\right)$-approximate Nash equilibrium (Nash 1951) in $T$ iterations. Surprisingly, the seminal paper Daskalakis et al. (2011) demonstrates that a special no-regret algorithm, built upon Nesterov's excessive gap technique (Nesterov 2005), achieves a faster and optimal $\tilde{O}\left(T^{-1}\right)$ rate of convergence to the Nash equilibrium. This nice and fast convergence was later established for optimistic variants of mirror descent (Rakhlin \& Sridharan, 2013) and FTRL (Syrgkanis et al., 2015). Since then,

[^0]a flurry of research (Chen \& Peng, 2020; Daskalakis et al. 2021; Anagnostides et al., 2022a b; Farina et al., 2022) has been conducted around optimistic no-regret learning algorithms to obtain faster rate of convergence in normal-form games.

In contrast, research on the fast convergence of optimistic no-regret learning in Markov games has been scarce. In this paper, we focus on two-player zero-sum Markov games-arguably the simplest Markov game. Zhang et al. (2022b) recently initiated the study of the optimistic-follow-the-regularized-leader (OFTRL) algorithm in such a setting and proved that OFTRL converges to an $\tilde{O}\left(T^{-5 / 6}\right)$-approximate Nash equilibrium after $T$ iterations. In light of the faster $O\left(T^{-1}\right)$ convergence of optimistic algorithms in normalform games, it is natural to ask

## After $T$ iterations, can OFTRL find an $O\left(T^{-1}\right)$-approximate Nash equilibrium in two-player zerosum Markov games?

In fact, this question has also been raised by Zhang et al. (2022b) in the Discussion section. More promisingly, they have verified the fast convergence (i.e., $O\left(T^{-1}\right)$ ) of OFTRL in a simple two-stage Markov game; see Fig. 1 therein.
Our main contribution in this work is to answer this question affirmatively, through improving the $\tilde{O}\left(T^{-5 / 6}\right)$ rate demonstrated in Zhang et al. (2022b) to the optimal $O\left(T^{-1}\right)$ rate. The improved rate for OFTRL arises from two technical contributions. The first is the approximate non-negativity of the sum of the regrets of the two players in Markov games. In particular, the sum is lower bounded by the negative estimation error of the optimal $Q$-function; see Lemma 6 for the precise statement. This is in stark contrast to the two-player zero-sum normal-form game (Anagnostides et al. 2022c) and the multi-player general-sum normal-form game (Anagnostides et al. 2022b), in which by definition, the sum of the external/swap regrets are nonnegative. This approximate non-negativity proves crucial for us to control the second-order path length of the learning dynamics induced by OFTRL. In a different context-time-varying zero-sum normal-form games, Zhang et al. (2022a) also utilizes a sort of approximate non-negativity of the sum of the regrets. However, the source of this gap from non-negativity is different: in Zhang et al. (2022a) it arises from the time-varying nature of the zero-sum game, while in our case with Markov games, it comes from the estimation error of the equilibrium pay-off matrix by the algorithm itself.

Secondly, central to the analysis in finite-horizon Markov decision processes (and also Markov games) is the induction across the horizon. In our case, in order to carry out the induction step, we prove a tighter algebraic inequality related to the weights deployed by OFTRL; see Lemma 4 In particular, we shave an extra $\log T$ factor. Surprisingly, this seemingly harmless $\log T$ factor is the key to enabling the abovementioned induction analysis, and as a by-product, removes the extra log factor in the performance guarantee of OFTRL.
Note that as an imperfect remedy, Zhang et al. (2022b) proposed a modified OFTRL algorithm that achieves $\tilde{O}\left(T^{-1}\right)$ convergence to Nash equilibrium. However, compared to the vanilla OFTRL algorithm considered herein, the modified version tracks two $Q$-functions, adopts a different $Q$-function update procedure that can be more costly in certain scenarios, and more importantly diverges from the general policy optimization framework proposed in Zhang et al. (2022b). Our work bridges these gaps by establishing the fast convergence for the vanilla OFTRL.
Another line of algorithms used for solving Nash equilibrium is based on dynamic programming (Perolat et al., 2015; Zhang et al., 2022b; Cen et al., 2021). Unlike the single-loop structure of OFTRL, the dynamic programming approach requires a nested loop, with the outer-loop iterating over the horizons and the inner-loops solving a sub-game through iterations. This requires more tuning parameters, one set for each subproblem/layer. Such kind of extra tuning was documented in Cen et al. (2021). The nested nature of dynamic programming also demands one to predetermine a precision $\epsilon$ and estimate the sub-game at each horizon to precision $\epsilon / H$. This is less convenient in practice compared to a single-loop algorithm like the

OFTRL we study, where such predetermined precision is not necessary. Another recent paper Cen et al. (2022) also discusses the advantages of single-loop algorithms over those with nested loops.

### 1.1 RELATED WORK

Optimistic no-regret learning in games. Our work is mostly related to the line of work on proving fast convergence of optimistic no-regret algorithms in various forms of games. Daskalakis et al. (2011) provide the first fast algorithm that reaches a Nash equilibrium at an $\tilde{O}\left(T^{-1}\right)$ rate in two-player zero-sum normalform games. Later, with the same setup, Rakhlin \& Sridharan (2013) prove a similar fast convergence for optimistic mirror descent (OMD). Syrgkanis et al. (2015) extend the results to multi-player general-sum normal-form games. In addition, Syrgkanis et al. show that when all the players adopt optimistic algorithms, their individual regret is at most $O\left(T^{-3 / 4}\right)$. This is further improved to $O\left(T^{-5 / 6}\right)$ in the special two-player zero-sum case (Chen \& Peng, 2020). More recently, via a detailed analysis of higher-order smoothness, Daskalakis et al. (2021); Anagnostides et al. (2022a) manage to improve the individual regret guarantee of optimistic hedge to $\tilde{O}\left(T^{-1}\right)$ in multi-player general-sum normal-form games, matching the result in the two-player case. A similar result is shown by Anagnostides et al. (2022b) with a different analysis using self-concordant barriers as the regularizer.
Several attempts have been made to extend the results on optimistic no-regret learning in normal-form games to Markov games. Wei et al. (2021) design a decentralized algorithm based on optimistic gradient descent / ascent that converges to a Nash equilibrium at an $\tilde{O}\left(T^{-1 / 2}\right)$ rate. Closest to us is the work by Zhang et al. 2022 b which shows an $\tilde{O}\left(T^{-5 / 6}\right)$ convergence of OFTRL to the Nash equilibrium in twoplayer zero-sum Markov games and an $\tilde{O}\left(T^{-3 / 4}\right)$ convergence to a coarse correlated equilibrium in multiplayer general-sum Markov games. Most recently, Erez et al. 2022) prove an $O\left(T^{-1 / 4}\right)$ individual regret for OMD in multi-player general-sum Markov games.

Two-player zero-sum Markov games. Our work also fits into the study of two-player zero-sum Markov games (Shapley, 1953, Littman, 1994). Various algorithms (Hu \& Wellman, 2003, Littman, 1994, Zhao et al., 2021; Cen et al. 2021) have been proposed in the full information setting, where one assumes the players have access to the exact state-action value functions. In particular, Zhao et al. (2021); Cen et al. (2021) use optimistic approaches for normal-form games as subroutines to extend the $O\left(T^{-1}\right)$ convergence rates to two-player zero-sum Markov games. In particular, they provide last iterate convergence guarantees as well. However, in doing so, their algorithms require one to approximately solve a normal-form game in each iteration.

In the bandit setting, Bai \& Jin (2020); Xie et al. (2020); Bai et al. (2020); Liu et al. (2021); Zhang et al. (2020) study the sample complexity of two-player zero-sum Markov games. In addition, Sidford et al. (2020); Jia et al. (2019); Zhang et al. (2020); Li et al. (2022) investigate the sample complexity under a generative model where one can query the Markov game at arbitrary states and actions. Last but not least, recently two-player zero-sum Markov games have been studied in the offline setting (Cui \& Du, 2022; Yan et al., 2022), where the learner is given a set of historical data, and cannot interact with Markov games further.

## 2 Preliminaries

This section provides the necessary background on Markov games and optimistic-follow-the-regularizedleader (OFTRL).

Two-player zero-sum Markov games. Denote by $\mathcal{M}(H, \mathcal{S}, \mathcal{A}, \mathcal{B}, \mathbb{P}, r)$ a finite-horizon timeinhomogeneous two-player zero-sum Markov game, with $H$ the horizon, $\mathcal{S}$ the state space, $\mathcal{A}$ (resp. $\mathcal{B}$ ) the action space for the max-player (resp. min-player), $\mathbb{P}=\left\{\mathbb{P}_{h}\right\}_{h \in[H]}$ the transition probabilities, and $r=\left\{r_{h}\right\}_{h \in[H]}$ the reward function. We assume state space $\mathcal{S}$ and action spaces $\mathcal{A}, \mathcal{B}$ to be finite and have size $S, A, B$, respectively, and $r_{h}$ takes value in $[0,1]$. Without loss of generality, we assume that the game starts at a fixed state $s_{1} \in \mathcal{S}$. Then at each step $h$, both players observe the current state $s_{h} \in \mathcal{S}$. The max-player picks an action $a_{h} \in \mathcal{A}$ and the min-player picks an action $b_{h} \in \mathcal{B}$ simultaneously. Then the max-player (resp. min-player) receives the reward $r_{h}\left(s_{h}, a_{h}, b_{h}\right)$ (resp. $-r_{h}\left(s_{h}, a_{h}, b_{h}\right)$ ), and the game transits to step $h+1$ with the next state $s_{h+1}$ sampled from $\mathbb{P}_{h}\left(\cdot \mid s_{h}, a_{h}, b_{h}\right)$. The game ends after $H$ steps. The goal for the max-player is to maximize her total reward while the min-player seeks to minimize the total reward obtained by the max-player.

Markov policies and value functions. Let $\mu=\left\{\mu_{h}\right\}_{h \in[H]}$ be the Markov policy for the max-player, where $\mu_{h}(\cdot \mid s) \in \Delta_{\mathcal{A}}$ is the distribution of actions the max-player picks when seeing state $s$ at step $h$. Here, $\Delta_{\mathcal{X}}$ denotes the set of all probability distributions on the space $\mathcal{X}$. Similarly, the min-player is equipped with a Markov policy $\nu=\left\{\nu_{h}\right\}_{h \in[H]}$. We define the value function of the policy pair $(\mu, \nu)$ at step $h$ to be

$$
V_{h}^{\mu, \nu}(s):=\mathbb{E}_{\mu, \nu}\left[\sum_{i=h}^{H} r\left(s_{i}, a_{i}, b_{i}\right) \mid s_{h}=s\right]
$$

where the expectation is taken w.r.t. the policies $\left\{\mu_{i}, \nu_{i}\right\}_{i \geq h}$ and the state transitions $\left\{\mathbb{P}_{i}\right\}_{i \geq h}$. Similarly, one can define the $Q$-function as

$$
Q_{h}^{\mu, \nu}(s, a, b):=\mathbb{E}_{\mu, \nu}\left[\sum_{i=h}^{H} r\left(s_{i}, a_{i}, b_{i}\right) \mid s_{h}=s, a_{h}=a, b_{h}=b\right]
$$

In words, both functions represent the expected future rewards received by the max-player given the current state or state-action pair.

Best responses and Nash equilibria. Fix a Markov policy $\nu$ for the min-player. There exists a Markov policy $\mu^{\dagger}(\nu)$ (a.k.a. best response) such that for any $s \in \mathcal{S}$ and $h \in[H]$,

$$
V_{h}^{\mu^{\dagger}(\nu), \nu}(s)=\sup _{\mu^{\dagger}} V_{h}^{\mu^{\dagger}, \nu}(s),
$$

where the supremum is taken over all Markov policies. To simplify the notation, we denote $V_{h}^{\dagger, \nu}(s):=$ $V_{h}^{\mu^{\dagger}(\nu), \nu}(s)$. Similarly, we can define $V_{h}^{\mu, \dagger}(s)$. It is known that a pair $\left(\mu^{\star}, \nu^{\star}\right)$ of Markov policies exists and $\mu^{\star}, \nu^{\star}$ are best responses to the other, i.e., $V_{h}^{\mu^{\star}, \nu^{\star}}(s)=V_{h}^{\dagger, \nu^{\star}}(s)=V_{h}^{\mu^{\star}, \dagger}(s)$ for all $s \in \mathcal{S}$ and $h \in[H]$. Such a pair $\left(\mu^{\star}, \nu^{\star}\right)$ is called a Nash equilibrium (NE). We may denote the value function and $Q$-function under any Nash equilibrium $\left(\mu^{\star}, \nu^{\star}\right)$ as

$$
V_{h}^{\star}:=V_{h}^{\mu^{\star}, \nu^{\star}}, \quad Q_{h}^{\star}:=Q_{h}^{\mu^{\star}, \nu^{\star}}
$$

which are known to be unique even if there are multiple Nash equilibria (Shapley, 1953). The goal of learning in two-player zero-sum Markov games is to find an $\varepsilon$-approximation to the NE defined as follows.
Definition 1 ( $\varepsilon$-approximate Nash equilibrium). Fix any approximation accuracy $\varepsilon>0$. A pair $(\mu, \nu)$ of Markov policies is an $\varepsilon$-approximate Nash equilibrium if

$$
\begin{equation*}
\operatorname{NE-gap}(\mu, \nu):=V_{1}^{\dagger, \nu}\left(s_{1}\right)-V_{1}^{\mu, \dagger}\left(s_{1}\right) \leq \varepsilon \tag{1}
\end{equation*}
$$

```
Algorithm 1 Optimistic-follow-the-regularized-leader for solving two-player zero-sum Markov games
Input: Stepsize \(\eta\), reward function \(r\), probability transition function \(\mathbb{P}\).
Initialization: \(Q_{h}^{0} \equiv 0\) for all \(h \in[H]\).
For iteration 1 to \(T\), do
- Policy Update: for all state \(s \in \mathcal{S}\), horizon \(h \in[H]\),
\[
\begin{gather*}
\mu_{h}^{t}(a \mid s) \propto \exp \left(\frac{\eta}{w_{t}}\left[\sum_{i=1}^{t-1} w_{i}\left[Q_{h}^{i} \nu_{h}^{i}\right](s, a)+w_{t}\left[Q_{h}^{t-1} \nu_{h}^{t-1}\right](s, a)\right]\right),  \tag{2a}\\
\nu_{h}^{t}(b \mid s) \propto \exp \left(-\frac{\eta}{w_{t}}\left[\sum_{i=1}^{t-1} w_{i}\left[\left(Q_{h}^{i}\right)^{\top} \mu_{h}^{i}\right](s, b)+w_{t}\left[\left(Q_{h}^{t-1}\right)^{\top} \mu_{h}^{t-1}\right](s, b)\right]\right) . \tag{2b}
\end{gather*}
\]
```

- Value Update: for all $s \in \mathcal{S}, a \in \mathcal{A}, b \in \mathcal{B}$, from $h=H$ to 1 ,

$$
\begin{equation*}
Q_{h}^{t}(s, a, b)=\left(1-\alpha_{t}\right) Q_{h}^{t-1}(s, a, b)+\alpha_{t}\left(r_{h}+\mathbb{P}_{h}\left[\left(\mu_{h+1}^{t}\right)^{\top} Q_{h+1}^{t} \nu_{h+1}^{t}\right]\right)(s, a, b), \tag{3}
\end{equation*}
$$

Output average policy: for all $s \in \mathcal{S}, h \in[H]$

$$
\begin{equation*}
\hat{\mu}_{h}(\cdot \mid s):=\sum_{t=1}^{T} \alpha_{T}^{t} \mu_{h}^{t}(\cdot \mid s), \quad \hat{\nu}_{h}(\cdot \mid s):=\sum_{t=1}^{T} \alpha_{T}^{t} \nu_{h}^{t}(\cdot \mid s) \tag{4}
\end{equation*}
$$

An interlude: additional notations. Before explaining OFTRL, we introduce some additional notations to simplify things hereafter. Fix any $h \in[H], s \in \mathcal{S}$. For any function $Q: \mathcal{S} \times \mathcal{A} \times \mathcal{B} \rightarrow \mathbb{R}$, we may consider $Q(s, \cdot, \cdot)$ to be an $A \times B$ matrix and $\mu_{h}(\cdot \mid s), \nu_{h}(\cdot \mid s)$ to be vectors of length $A$ and $B$, respectively. Then for any policy $\left(\mu_{h}, \nu_{h}\right)$ at horizon $h$ we may define

$$
\begin{aligned}
{\left[\mu_{h}^{\top} Q \nu_{h}\right](s) } & :=\mathbb{E}_{a \sim \mu_{h}(\cdot \mid s), b \sim \nu_{h}(\cdot \mid s)}[Q(s, a, b)] \\
{\left[\mu_{h}^{\top} Q\right](s, \cdot) } & :=\mathbb{E}_{a \sim \mu_{h}(\cdot \mid s)}[Q(s, a, \cdot)] \\
{\left[Q \nu_{h}\right](s, \cdot) } & :=\mathbb{E}_{b \sim \nu_{h}(\cdot \mid s)}[Q(s, \cdot, b)]
\end{aligned}
$$

The term $\left[\mu_{h}^{\top} Q \nu_{h}\right](s)$ can also be written in the inner product form $\left\langle\mu_{h}, Q \nu_{h}\right\rangle(s)$ or $\left\langle\nu_{h}, Q^{\top} \mu_{h}\right\rangle(s)$. It is easy to check that for fixed $s$ and $h$, the left hand sides of these definitions are standard matrix operations. In addition, for any $V: \mathcal{S} \mapsto \mathbb{R}$, we define the shorthand

$$
\left[\mathbb{P}_{h} V\right](s, a, b):=\mathbb{E}_{s^{\prime} \sim \mathbb{P}_{h}(\cdot \mid s, a, b)}\left[V\left(s^{\prime}\right)\right]
$$

which allows us to rewrite Bellman updates of $V$ and $Q$ as

$$
\begin{gathered}
V_{h}^{\mu, \nu}(s)=\left[\mu_{h}^{\top} Q_{h}^{\mu, \nu} \nu_{h}\right](s) \\
Q_{h}^{\mu, \nu}(s, a, b)=r_{h}(s, a, b)+\left[\mathbb{P}_{h} V_{h+1}^{\mu, \nu}\right](s, a, b)
\end{gathered}
$$

Optimistic-follow-the-regularized-leader. Now we are ready to introduce the optimistic-follow-the-regularized-leader (OFTRL) algorithm for solving two-player zero-sum Markov games, which has appeared in the paper by Zhang et al. (2022b). See Algorithm 1 for the full specification.

In a nutshell, the algorithm has three main components. The first is the policy update (2) using weighted OFTRL for both the max and min players. As one can see, compared to the standard follow-the-regularizedleader algorithm, the weighted OFTRL adds a loss predictor $\left[Q^{t-1} \nu^{t-1}\right](s, a)$ and deploys a weighted update
according to the weights $\left\{w_{i}\right\}_{1 \leq i \leq t}$, which we shall define momentarily. The second component is the backward value update (3) using weighted average of the previous estimates and the Bellman updates. The last essential part is outputting a weighted policy (4) over all the historical policies. As one can realize, weights play a big role in specifying the OFTRL algorithm. In particular, we set

$$
\begin{equation*}
\alpha_{t}:=\frac{H+1}{H+t}, \quad \alpha_{t}^{t}:=\alpha_{t}, \quad \alpha_{t}^{i}:=\alpha_{i} \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right), \quad w_{i}:=\frac{\alpha_{t}^{i}}{\alpha_{t}^{1}}=\frac{\alpha_{i}}{\alpha_{1} \prod_{j=2}^{i}\left(1-\alpha_{j}\right)}, \tag{5}
\end{equation*}
$$

which are the same choices as in the paper by (Zhang et al. 2022b).

## 3 Main result and overview of the proof

With the preliminaries in place, we are in a position to state our main result for OFTRL in two-player zero-sum Markov games.
Theorem 1. Consider Algorithm $\sqrt{1}$ with $\eta=C_{\eta} H^{-2}$ for some constant $C_{\eta} \leq 1 / 8$. The output policy pair ( $\hat{\mu}, \hat{\nu}$ ) satisfies

$$
\operatorname{NE}-\operatorname{gap}(\hat{\mu}, \hat{\nu}) \leq \frac{320 C_{\eta}^{-1} H^{5} \cdot \log (A B)}{T}
$$

Several remarks on Theorem 1 are in order. First, Theorem 1 demonstrates that OFTRL can find an $O\left(T^{-1}\right)$-approximate Nash equilibrium in $T$ iterations. This improves the $\tilde{O}\left(T^{-5 / 6}\right)$ rate proved in the prior work (Zhang et al. 2022b), and also matches the empirical evidence provided therein. While the paper by Zhang et al. (2022b) also provides a modified OFTRL algorithm that achieves an $\tilde{O}\left(T^{-1}\right)$ rate by maintaining two separate value estimators (one for the max-player and the other for the min-player), the OFTRL algorithm studied herein is more natural and also computationally simpler. Second, this rate is nearly unimprovable even in the simpler two-player zero-sum normal-form games (Daskalakis et al., 2011). It is also worth pointing out that algorithms with $\tilde{O}\left(T^{-1}\right)$ rate have been proposed in the literature (Cen et al. 2021; Zhao et al., 2021). However, compared to those algorithms, OFTRL does not require one to approximately solve a normal-form game in each iteration. Lastly, Theorem 1 allows any $C_{\eta} \in(0,1 / 8]$ while $C_{\eta}=1 / 8$ is optimal for the bound on NE-gap.

Before embarking on the formal proof, we would like to immediately provide an overview of our proof techniques.

Step 1: controlling NE-gap using the sum of regrets and estimation error. In the simpler normal-form game (i.e., without any state transition dynamics as in Markov games), it is well known that NE-gap is controlled by the sum of the regrets of the two players. This would also be the case for Markov games if in the policy update (2) by OFTRL, we use the true $Q$-function $Q_{h}^{\star}$ instead of the estimate $Q_{h}^{t}$. As a result, intuitively, the NE-gap in Markov games should be controlled by both the sum of the regrets of the two players and also the estimation error $\left\|Q_{h}^{t}-Q_{h}^{\star}\right\|_{\infty}$; see Lemma 1 .

Step 2: bounding the sum of regrets. Given the extensive literature on regret guarantees for optimistic algorithms (Anagnostides et al., 2022c b; Zhang et al., 2022b), it is relatively easy to control the sum of the regrets to obtain the desired $O\left(T^{-1}\right)$ rate; see Lemma 2. The key is to exploit the stability in the loss vectors.

Step 3: bounding estimation error. It then boils down to controlling the estimation error $\left\|Q_{h}^{t}-Q_{h}^{\star}\right\|_{\infty}$, in which our main technical contributions lie. Due to the nature of the Bellman update (3), it is not hard to obtain a recursive relation for the estimation error; see the recursion (17). However, the undesirable part is that the estimation error depends on the maximal regret between the two players, instead of the sum of the
regrets. This calls for technical innovation. Inspired by the work of Anagnostides et al. (2022c b) in normalform games, we make an important observation that the sum of the regrets is approximately non-negative. In particular, the sum is lower bounded by the negative estimation error $\left\|Q_{h}^{t}-Q_{h}^{\star}\right\|_{\infty}$; see Lemma 6 This lower bound together with the upper bound in Step 2 allows us to control the maximal regret via the estimation error (19), which further yields a recursive relation (20) involving estimation errors only. Solving the recursion leads to the desired result.

## 4 Proof of Theorem 1

In this section, we present the proof of our main result, i.e., Theorem 11 We first define a few useful notations. For each step $h \in[H]$, each state $s \in \mathcal{S}$, and each iteration $t \in[T]$, we define the state-wise weighted individual regret as

$$
\begin{align*}
\operatorname{reg}_{h, 1}^{t}(s) & :=\max _{\mu^{\dagger} \in \Delta_{\mathcal{A}}} \sum_{i=1}^{t} \alpha_{t}^{i}\left\langle\mu^{\dagger}-\mu_{h}^{i}, Q_{h}^{i} \nu_{h}^{i}\right\rangle(s)  \tag{6a}\\
\operatorname{reg}_{h, 2}^{t}(s) & :=\max _{\nu^{\dagger} \in \Delta_{\mathcal{B}}} \sum_{i=1}^{t} \alpha_{t}^{i}\left\langle\nu_{h}^{i}-\nu^{\dagger},\left(Q_{h}^{i}\right)^{\top} \mu_{h}^{i}\right\rangle(s) . \tag{6b}
\end{align*}
$$

We also define the maximal regret as

$$
\operatorname{reg}_{h}^{t}:=\max _{s \in \mathcal{S}} \max _{i=1,2}\left\{\operatorname{reg}_{h, i}^{t}(s)\right\}
$$

that maximizes over the players and the states. In addition, for each step $h \in[H]$, and each iteration $t \in[T]$, we define the estimation error of the $Q$-function as

$$
\delta_{h}^{t}:=\left\|Q_{h}^{t}-Q_{h}^{\star}\right\|_{\infty} .
$$

With these notations in place, we first connect the NE-gap with the sum of regrets $\operatorname{reg}_{h, 1}^{T}(s)+\operatorname{reg}_{h, 2}^{T}(s)$ as well as the estimation error $\delta_{h}^{t}$.
Lemma 1. One has

$$
\operatorname{NE}-\operatorname{gap}(\hat{\mu}, \hat{\nu}) \leq 2 \sum_{h=1}^{H}\left\{\max _{s}\left\{\operatorname{reg}_{h, 1}^{T}(s)+\operatorname{reg}_{h, 2}^{T}(s)\right\}+2 \sum_{t=1}^{T} \alpha_{T}^{t} \delta_{h}^{t}\right\}
$$

See Section B. 1 for the proof of this lemma.

It then boils down to controlling $\max _{s}\left\{\operatorname{reg}_{h, 1}^{T}(s)+\operatorname{reg}_{h, 2}^{T}(s)\right\}$ and $\sum_{t=1}^{T} \alpha_{T}^{t} \delta_{h}^{t}$. The following two lemmas provide such control.

Lemma 2. For every $h \in[H]$, every $s \in \mathcal{S}$, and every iteration $t \in[T]$, one has

$$
\begin{align*}
\operatorname{reg}_{h, 1}^{t}(s) \leq & \frac{2 H \cdot(\log A)}{\eta t}+\frac{16 \eta H^{3}}{t}+2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}  \tag{7a}\\
& -\frac{1}{8 \eta} \sum_{i=2}^{t} \alpha_{t}^{i-1}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2} \\
\operatorname{reg}_{h, 2}^{t}(s) \leq & \frac{2 H \cdot(\log B)}{\eta t}+\frac{16 \eta H^{3}}{t}+2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}  \tag{7b}\\
& -\frac{1}{8 \eta} \sum_{i=2}^{t} \alpha_{t}^{i-1}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}
\end{align*}
$$

As a result, when $\eta=C_{\eta} H^{-2}$ for some constant $C_{\eta} \leq 1 / 8$, one has

$$
\begin{array}{r}
\max _{s}\left\{\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s)\right\} \leq \frac{3 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}-4 \eta H^{3} \sum_{i=2}^{t} \alpha_{t}^{i}\left(\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right.  \tag{8}\\
\left.+\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right)
\end{array}
$$

See Section B. 2 for the proof of this lemma.
Lemma 3. Choosing $\eta=C_{\eta} H^{-2}$ for some constant $C_{\eta} \leq 1 / 8$, for all $h \in[H]$ and $t \in[T]$, we have that

$$
\delta_{h}^{t} \leq \frac{5 e^{2} C_{\eta}^{-1} H^{4} \cdot \log (A B)}{t}
$$

See Section B. 3 for the proof of this lemma.
Combine Lemmas 2,3 with Lemma 1 to arrive at the desired conclusion that when $\eta=C_{\eta} H^{-2}$ for some constant $C_{\eta} \leq 1 / 8$,

$$
\begin{aligned}
\text { NE-gap }(\hat{\mu}, \hat{\nu}) & \leq 2 \sum_{h=1}^{H}\left\{\max _{s}\left\{\operatorname{reg}_{h, 1}^{T}(s)+\operatorname{reg}_{h, 2}^{T}(s)\right\}+2 \sum_{t=1}^{T} \alpha_{T}^{t} \delta_{h}^{t}\right\} \\
& \leq 2 \sum_{h=1}^{H}\left\{\frac{3 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{T}+2 \sum_{t=1}^{T} \alpha_{T}^{t} \frac{5 e^{2} C_{\eta}^{-1} H^{4} \cdot \log (A B)}{t}\right\} \\
& \leq 2 H \cdot\left\{\frac{3 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{T}+\frac{20 e^{2} C_{\eta}^{-1} H^{4} \cdot \log (A B)}{T}\right\} \\
& \leq \frac{320 C_{\eta}^{-1} H^{5} \cdot \log (A B)}{T}
\end{aligned}
$$

where the penultimate inequality uses the following important lemma we have alluded to before.
Lemma 4. For all $t \geq 1$, one has

$$
\begin{equation*}
\sum_{i=1}^{t} \alpha_{t}^{i} \cdot \frac{1}{i} \leq\left(1+\frac{1}{H}\right) \frac{1}{t} \tag{9}
\end{equation*}
$$

On the surface, this lemma shaves an extra $\log t$ factor from a simple average of the sequence $\{1 / i\}_{i \leq t}$ (cf. Lemma A. 3 in the paper by Zhang et al. (2022b)). But more importantly, it shines in the ensuing proof of Lemma 3 by enabling the induction step. See Section B. 4 for the proof of Lemma 4 , and see the end of Section B. 3 for the comment on the benefit of this improved result.

## 5 DISCUSSION

In this paper, we prove that the optimistic-follow-the-regularized-leader algorithm, together with smooth value updates, converges to an $O\left(T^{-1}\right)$-approximate Nash equilibrium in two-player zero-sum Markov games. This improves the $\tilde{O}\left(T^{-5 / 6}\right)$ rate proved in the paper Zhang et al. (2022b). Quite a few interesting directions are open. Below we single out a few of them. First, although our rate is unimprovable in the dependence on $T$, it is likely sub-optimal in its dependence on the horizon $H$. Improving such dependence and proving any sort of lower bound on it are both interesting and important for finite-horizon Markov games. Second, we focus on the simple two-player zero-sum games. It is an important open question to see whether one can generalize the proof technique herein to the multi-player general-sum Markov games and to other solution concepts in games (e.g., coarse correlated equilibria, and correlated equilibria).

## REFERENCES

Ioannis Anagnostides, Constantinos Daskalakis, Gabriele Farina, Maxwell Fishelson, Noah Golowich, and Tuomas Sandholm. Near-optimal no-regret learning for correlated equilibria in multi-player general-sum games. In Proceedings of the 54th Annual ACM SIGACT Symposium on Theory of Computing, pp. 736749, 2022a.

Ioannis Anagnostides, Gabriele Farina, Christian Kroer, Chung-Wei Lee, Haipeng Luo, and Tuomas Sandholm. Uncoupled learning dynamics with $o(\log t)$ swap regret in multiplayer games. arXiv preprint arXiv:2204.11417, 2022b.

Ioannis Anagnostides, Ioannis Panageas, Gabriele Farina, and Tuomas Sandholm. On last-iterate convergence beyond zero-sum games. arXiv preprint arXiv:2203.12056, 2022c.

Yu Bai and Chi Jin. Provable self-play algorithms for competitive reinforcement learning. In International conference on machine learning, pp. 551-560. PMLR, 2020.

Yu Bai, Chi Jin, and Tiancheng Yu. Near-optimal reinforcement learning with self-play. Advances in neural information processing systems, 33:2159-2170, 2020.

Christopher Berner, Greg Brockman, Brooke Chan, Vicki Cheung, Przemysław Dębiak, Christy Dennison, David Farhi, Quirin Fischer, Shariq Hashme, Chris Hesse, et al. Dota 2 with large scale deep reinforcement learning. arXiv preprint arXiv:1912.06680, 2019.

Noam Brown and Tuomas Sandholm. Superhuman ai for multiplayer poker. Science, 365(6456):885-890, 2019.

Lucian Busoniu, Robert Babuska, and Bart De Schutter. A comprehensive survey of multiagent reinforcement learning. IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), 38(2):156-172, 2008.

Shicong Cen, Yuting Wei, and Yuejie Chi. Fast policy extragradient methods for competitive games with entropy regularization. 2021.

Shicong Cen, Yuejie Chi, Simon S Du, and Lin Xiao. Faster last-iterate convergence of policy optimization in zero-sum markov games. arXiv preprint arXiv:2210.01050, 2022.

Nicolo Cesa-Bianchi and Gábor Lugosi. Prediction, learning, and games. Cambridge university press, 2006.
Xi Chen and Binghui Peng. Hedging in games: Faster convergence of external and swap regrets. Advances in Neural Information Processing Systems, 33:18990-18999, 2020.

Qiwen Cui and Simon S Du. When is offline two-player zero-sum markov game solvable? arXiv preprint arXiv:2201.03522, 2022.

Constantinos Daskalakis, Alan Deckelbaum, and Anthony Kim. Near-optimal no-regret algorithms for zerosum games. In Proceedings of the twenty-second annual ACM-SIAM symposium on Discrete Algorithms, pp. 235-254. SIAM, 2011.

Constantinos Daskalakis, Maxwell Fishelson, and Noah Golowich. Near-optimal no-regret learning in general games. Advances in Neural Information Processing Systems, 34:27604-27616, 2021.

Liad Erez, Tal Lancewicki, Uri Sherman, Tomer Koren, and Yishay Mansour. Regret minimization and convergence to equilibria in general-sum markov games. arXiv preprint arXiv:2207.14211, 2022.

Gabriele Farina, Ioannis Anagnostides, Haipeng Luo, Chung-Wei Lee, Christian Kroer, and Tuomas Sandholm. Near-optimal no-regret learning for general convex games. arXiv preprint arXiv:2206.08742, 2022.

Junling Hu and Michael P Wellman. Nash q-learning for general-sum stochastic games. Journal of machine learning research, 4(Nov):1039-1069, 2003.

Zeyu Jia, Lin F Yang, and Mengdi Wang. Feature-based q-learning for two-player stochastic games. arXiv preprint arXiv:1906.00423, 2019.

Chi Jin, Zeyuan Allen-Zhu, Sebastien Bubeck, and Michael I Jordan. Is q-learning provably efficient? Advances in neural information processing systems, 31, 2018.

Gen Li, Yuejie Chi, Yuting Wei, and Yuxin Chen. Minimax-optimal multi-agent rl in zero-sum markov games with a generative model. arXiv preprint arXiv:2208.10458, 2022.

Michael L Littman. Markov games as a framework for multi-agent reinforcement learning. In Machine learning proceedings 1994, pp. 157-163. Elsevier, 1994.

Qinghua Liu, Tiancheng Yu, Yu Bai, and Chi Jin. A sharp analysis of model-based reinforcement learning with self-play. In International Conference on Machine Learning, pp. 7001-7010. PMLR, 2021.

John Nash. Non-cooperative games. Annals of mathematics, pp. 286-295, 1951.
Yu Nesterov. Excessive gap technique in nonsmooth convex minimization. SIAM Journal on Optimization, 16(1):235-249, 2005.

Julien Perolat, Bruno Scherrer, Bilal Piot, and Olivier Pietquin. Approximate dynamic programming for two-player zero-sum markov games. In International Conference on Machine Learning, pp. 1321-1329. PMLR, 2015.

Martin L Puterman. Markov decision processes: discrete stochastic dynamic programming. John Wiley \& Sons, 2014.

Sasha Rakhlin and Karthik Sridharan. Optimization, learning, and games with predictable sequences. volume 26, 2013.

Lloyd S Shapley. Stochastic games. Proceedings of the national academy of sciences, 39(10):1095-1100, 1953.

Aaron Sidford, Mengdi Wang, Lin Yang, and Yinyu Ye. Solving discounted stochastic two-player games with near-optimal time and sample complexity. In International Conference on Artificial Intelligence and Statistics, pp. 2992-3002. PMLR, 2020.

Vasilis Syrgkanis, Alekh Agarwal, Haipeng Luo, and Robert E Schapire. Fast convergence of regularized learning in games. Advances in Neural Information Processing Systems, 28, 2015.

Oriol Vinyals, Igor Babuschkin, Wojciech M Czarnecki, Michaël Mathieu, Andrew Dudzik, Junyoung Chung, David H Choi, Richard Powell, Timo Ewalds, Petko Georgiev, et al. Grandmaster level in starcraft ii using multi-agent reinforcement learning. Nature, 575(7782):350-354, 2019.

Chen-Yu Wei, Chung-Wei Lee, Mengxiao Zhang, and Haipeng Luo. Last-iterate convergence of decentralized optimistic gradient descent/ascent in infinite-horizon competitive markov games. In Conference on learning theory, pp. 4259-4299. PMLR, 2021.

Qiaomin Xie, Yudong Chen, Zhaoran Wang, and Zhuoran Yang. Learning zero-sum simultaneous-move markov games using function approximation and correlated equilibrium. In Conference on learning theory, pp. 3674-3682. PMLR, 2020.

Yuling Yan, Gen Li, Yuxin Chen, and Jianqing Fan. Model-based reinforcement learning is minimax-optimal for offline zero-sum markov games. arXiv preprint arXiv:2206.04044, 2022.

Yaodong Yang and Jun Wang. An overview of multi-agent reinforcement learning from game theoretical perspective. arXiv preprint arXiv:2011.00583, 2020.

Kaiqing Zhang, Sham Kakade, Tamer Basar, and Lin Yang. Model-based multi-agent rl in zero-sum markov games with near-optimal sample complexity. Advances in Neural Information Processing Systems, 33: 1166-1178, 2020.

Kaiqing Zhang, Zhuoran Yang, and Tamer Başar. Multi-agent reinforcement learning: A selective overview of theories and algorithms. Handbook of Reinforcement Learning and Control, pp. 321-384, 2021.

Mengxiao Zhang, Peng Zhao, Haipeng Luo, and Zhi-Hua Zhou. No-regret learning in time-varying zerosum games. arXiv preprint arXiv:2201.12736, 2022a.

Runyu Zhang, Qinghua Liu, Huan Wang, Caiming Xiong, Na Li, and Yu Bai. Policy optimization for markov games: Unified framework and faster convergence. arXiv preprint arXiv:2206.02640, 2022b.

Yulai Zhao, Yuandong Tian, Jason D Lee, and Simon S Du. Provably efficient policy gradient methods for two-player zero-sum markov games. arXiv preprint arXiv:2102.08903, 2021.

## A Properties of $\alpha_{t}^{i}$

This section collects a few useful properties of the sequences $\left\{\alpha_{t}\right\}_{t>1}$ and $\left\{\alpha_{t}^{i}\right\}_{t \geq 1,1 \leq i \leq t}$. Some of these results have appeared in prior work (Jin et al., 2018; Zhang et al., 2022b). For completeness, we include all the proofs here.

To help reading, we repeat the definitions below: for each $t \geq 1$, and $1 \leq i \leq t$, we define

$$
\begin{align*}
& \alpha_{t}=\alpha_{t}^{t}=\frac{H+1}{H+t}, \quad \text { and }  \tag{10a}\\
& \alpha_{t}^{i}=\alpha_{i} \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right) \tag{10b}
\end{align*}
$$

Lemma 5. Fix any $t \geq 1$. The following properties are true:

1. The sequence $\left\{\alpha_{t}^{i}\right\}_{1 \leq i \leq t}$ sums to 1, i.e., $\sum_{i=1}^{t} \alpha_{t}^{i}=1$.
2. For all $1 \leq i \leq t$, one has $\alpha_{t}^{i} \leq i / t$.
3. For the relative weight defined by $w_{i}=\alpha_{t}^{i} / \alpha_{t}^{1}$ (note that this is the same for every $t \geq i$ ), we have

$$
\frac{w_{i}}{w_{i-1}}=\frac{\alpha_{t}^{i}}{\alpha_{t}^{i-1}}=\frac{H+i-1}{i-1} \leq H
$$

4. The sequence $\left\{\alpha_{t}^{i}\right\}_{1 \leq i \leq t}$ is increasing in $i$.
5. On the sum of squares of the weights, we have

$$
\sum_{i=1}^{t}\left(\alpha_{t}^{i}\right)^{2} \leq \sum_{i=1}^{t} \alpha_{i}^{2} \leq H+2
$$

6. For any non-increasing sequence $\left\{b_{i}\right\}_{1 \leq i \leq t}$, one has

$$
\sum_{i=1}^{t} \alpha_{t}^{i} b_{i} \leq \frac{1}{t} \sum_{i=1}^{t} b_{i}
$$

Proof. Property 1 follows directly from the definitions of $\left\{\alpha_{t}^{i}\right\}_{1 \leq i \leq t}$.
Now we move on to Property 2. It trivially holds for $i=t$. Therefore we focus on the case when $1 \leq i \leq$ $t-1$. By definition, we have

$$
\begin{equation*}
\alpha_{t}^{i}=\alpha_{i} \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right) \leq \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right)=\prod_{j=i+1}^{t} \frac{j-1}{H+j} \tag{11}
\end{equation*}
$$

where the inequality holds since $\alpha_{i} \leq 1$ for all $1 \leq i \leq t$, and the last relation is the definition of $\alpha_{j}$. Expanding the right hand side of (11), we have

$$
\alpha_{t}^{i} \leq \frac{i}{H+i+1} \times \frac{i+1}{H+i+2} \times \cdots \times \frac{t-1}{H+t} \leq \frac{i}{H+t}
$$

where we only keep the first numerator and the last denominator. Property 2 then follows.
Property 3 is trivial. Hence we omit the proof. In addition, Property 3 implies Property 4 since $\frac{\alpha_{t}^{i}}{\alpha_{t}^{i-1}}=$ $\frac{H+i-1}{i-1} \geq 1$.

For Property 5, the first inequality holds since $0 \leq \alpha_{i} \leq 1$ for all $1 \leq i \leq t$. For the second inequality, one has

$$
\sum_{i=1}^{t} \alpha_{i}^{2}=1+\sum_{i=2}^{t}\left(\frac{H+1}{H+i}\right)^{2} \leq 1+(H+1)^{2} \sum_{i=2}^{t}\left(\frac{1}{(H+i-1)(H+i)}\right)
$$

Expanding this as a telescoping sum, we see that

$$
\begin{aligned}
\sum_{i=1}^{t} \alpha_{i}^{2} & \leq 1+(H+1)^{2} \sum_{i=2}^{t}\left(\frac{1}{H+i-1}-\frac{1}{H+i}\right) \\
& \leq 1+(H+1)^{2} \frac{1}{H+1} \\
& =H+2
\end{aligned}
$$

Lastly, for Property 6, we have

$$
\sum_{i=1}^{t} \alpha_{t}^{i} b_{i}-\frac{1}{t} \sum_{i=1}^{t} b_{i}=\sum_{i=1}^{t}\left(\alpha_{t}^{i}-\frac{1}{t}\right) b_{i}
$$

Let $i_{0}:=\sup _{i}\left\{\alpha_{t}^{i} \leq 1 / t\right\}$. Since $\left\{\alpha_{t}^{i}\right\}$ is increasing in $i$ (cf. Property 4) and $\sum_{i=1}^{t} \alpha_{t}^{i}=1$ (cf. Property 1), we know that $i_{0}$ is well defined, i.e., $1 \leq i_{0} \leq t$. Since $\left\{\alpha_{t}^{i}\right\}_{i \leq t}$ (resp. $\left\{b_{i}\right\}_{i \leq t}$ ) is increasing (resp. nonincreasing), we have $\alpha_{t}^{i} \leq 1 / t$ and $b_{i} \geq b_{i_{0}}$ for all $i \leq i_{0}$. As a result, we obtain $\left(\alpha_{t}^{i}-1 / t\right) b_{i} \leq\left(\alpha_{t}^{i}-1 / t\right) b_{i_{0}}$ for all $i \leq i_{0}$. Similarly, one has $\alpha_{t}^{i}>1 / t$ and $b_{i} \leq b_{i_{0}}$ for all $i>i_{0}$, which implies $\left(\alpha_{t}^{i}-1 / t\right) b_{i} \leq$ $\left(\alpha_{t}^{i}-1 / t\right) b_{i_{0}}$ for all $i>i_{0}$. Take these two relations together to see that

$$
\sum_{i=1}^{t}\left(\alpha_{t}^{i}-1 / t\right) b_{i} \leq \sum_{i=1}^{t}\left(\alpha_{t}^{i}-1 / t\right) b_{i_{0}}=0
$$

where the last equality uses the fact from Property 1 , namely $\sum_{i=1}^{t} \alpha_{t}^{i}=1$.

## B Proof of Supporting Lemmas in SECTION4

## B. 1 Proof of LEMMA 1

Invoke Lemma C. 1 in the paper by Zhang et al. (2022b) to obtain

$$
\begin{aligned}
\operatorname{NE}-\operatorname{gap}(\hat{\mu}, \hat{\nu}) & =V_{1}^{\dagger, \hat{\nu}}\left(s_{1}\right)-V_{1}^{\star}\left(s_{1}\right)+V_{1}^{\star}\left(s_{1}\right)-V_{1}^{\hat{\mu}, \dagger}\left(s_{1}\right) \\
& \leq 2 \sum_{h=1}^{H} \max _{s}\left\{\max _{\mu^{\dagger}, \nu^{\dagger}}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \hat{\nu}_{h}\right\rangle-\left\langle\nu^{\dagger}, Q_{h}^{\star \top} \hat{\mu}_{h}\right\rangle\right](s)\right\} .
\end{aligned}
$$

By the definition of the output policy $(\hat{\mu}, \hat{\nu})$, one has

$$
\max _{\mu^{\dagger}, \nu^{\dagger}}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \hat{\nu}_{h}\right\rangle-\left\langle\nu^{\dagger}, Q_{h}^{\star \top} \hat{\mu}_{h}\right\rangle\right](s)=\max _{\mu^{\dagger}, \nu^{\dagger}} \sum_{t=1}^{T} \alpha_{T}^{t}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \nu_{h}^{t}\right\rangle-\left\langle\nu^{\dagger}, Q_{h}^{\star \top} \mu_{h}^{t}\right\rangle\right](s) .
$$

Replacing the true value function $Q_{h}^{\star}$ with the value estimate $Q_{h}^{t}$ yields
$\max _{\mu^{\dagger}, \nu^{\dagger}}\left[\left\langle\mu, Q_{h}^{\star} \hat{\nu}_{h}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{\star}\right)^{\top} \hat{\mu}_{h}\right\rangle\right](s) \leq \max _{\mu^{\dagger}, \nu^{\dagger}} \sum_{t=1}^{T} \alpha_{T}^{t}\left[\left\langle\mu^{\dagger}, Q_{h}^{t} \nu_{h}^{t}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{t}\right)^{\top} \mu_{h}^{t}\right\rangle\right](s)+2 \sum_{t=1}^{T} \alpha_{T}^{t} \delta_{h}^{t}$,
where we recall $\delta_{h}^{t}=\left\|Q_{h}^{t}-Q_{h}^{\star}\right\|_{\infty}$. The proof is finished by taking the above three relations together with the observation that

$$
\operatorname{reg}_{h, 1}^{T}(s)+\operatorname{reg}_{h, 2}^{T}(s)=\max _{\mu^{\dagger}, \nu^{\dagger}} \sum_{t=1}^{T} \alpha_{T}^{t}\left[\left\langle\mu^{\dagger}, Q_{h}^{t} \nu_{h}^{t}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{t}\right)^{\top} \mu_{h}^{t}\right\rangle\right](s) .
$$

## B. 2 Proof of Lemma 2

We prove the regret bound for the max-player (i.e., bound 7ap). The bound 7b for the min-player can be obtained via symmetry.
First, we make the observation that, the policy update in Algorithm 1 for the max-player is exactly the OFTRL algorithm (i.e., Algorithm 4 in the paper by Zhang et al. (2022b)) with the loss vector $g_{t}=w_{t}\left[Q_{h}^{t} \nu_{h}^{t}\right](s, \cdot)$, the recency bias $M_{t}=w_{t}\left[Q_{h}^{t-1} \nu_{h}^{t-1}\right](s, \cdot)$, and a learning rate $\eta_{t}=\eta / w_{t}$. Therefore, we can apply Lemma B. 3 from Zhang et al. (2022b) to obtain

$$
\begin{align*}
\operatorname{reg}_{h, 1}^{t}(s)= & \max _{\mu^{\dagger}} \sum_{i=1}^{t} \alpha_{t}^{i}\left\langle\left(\mu^{\dagger}-\mu_{h}^{i}\right), Q_{h}^{i} \nu_{h}^{i}\right\rangle(s) \\
& =\alpha_{t}^{1} \max _{\mu^{\dagger}} \sum_{i=1}^{t} w_{i}\left\langle\left(\mu^{\dagger}-\mu_{h}^{i}\right), Q_{h}^{i} \nu_{h}^{i}\right\rangle(s) \\
& \leq \frac{\alpha_{t} \cdot(\log A)}{\eta}+\underbrace{\alpha_{t}^{1} \sum_{i=1}^{t} \frac{\eta}{w_{i}}\left\|\left[w_{i} Q_{h}^{i} \nu_{h}^{i}-w_{i} Q_{h}^{i-1} \nu_{h}^{i-1}\right](s, \cdot)\right\|_{\infty}^{2}}_{=: \operatorname{Err}_{1}}  \tag{12}\\
& -\underbrace{\alpha_{t}^{1} \sum_{i=2}^{t} \frac{w_{i-1}}{8 \eta}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}}_{=: \operatorname{Err}_{2}}, \tag{13}
\end{align*}
$$

where we have used the fact that $w_{i}=\alpha_{t}^{i} / \alpha_{t}^{1}$. We now move on to bound the term $\operatorname{Err}_{1}$. Use $(a+b)^{2} \leq$ $2 a^{2}+2 b^{2}$ to see that

$$
\begin{aligned}
\left\|\left[Q_{h}^{i} \nu_{h}^{i}-Q_{h}^{i-1} \nu_{h}^{i-1}\right](s, \cdot)\right\|_{\infty}^{2} & \leq 2\left\|\left[Q_{h}^{i} \nu_{h}^{i}-Q_{h}^{i-1} \nu_{h}^{i}\right](s, \cdot)\right\|_{\infty}^{2}+2\left\|\left[Q_{h}^{i-1} \nu_{h}^{i}-Q_{h}^{i-1} \nu_{h}^{i-1}\right](s, \cdot)\right\|_{\infty}^{2} \\
& \leq 2\left\|Q_{h}^{i}-Q_{h}^{i-1}\right\|_{\infty}^{2}+2 H^{2}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}
\end{aligned}
$$

where the second line uses Holder's inequality and the fact that $\left\|Q_{h}^{i-1}\right\|_{\infty} \leq H$. In view of the update rule (3) for the $Q$-function, we further have

$$
\begin{aligned}
\left\|Q_{h}^{i}-Q_{h}^{i-1}\right\|_{\infty} & =\left\|-\alpha_{i} Q_{h}^{i-1}+\alpha_{i}\left(r_{h}+\mathbb{P}_{h}\left[\left(\mu_{h+1}^{i}\right)^{\top} Q_{h+1}^{i} \nu_{h+1}^{i}\right]\right)\right\|_{\infty} \\
& \leq \alpha_{i} \max \left\{\left\|Q_{h}^{i-1}\right\|_{\infty},\left\|r_{h}+\mathbb{P}_{h}\left[\left(\mu_{h+1}^{i}\right)^{\top} Q_{h+1}^{i} \nu_{h+1}^{i}\right]\right\|_{\infty}\right\} \\
& \leq \alpha_{i} H .
\end{aligned}
$$

As a result, we arrive at the bound

$$
\begin{aligned}
\operatorname{Err}_{1} & \leq 2 \eta \alpha_{t}^{1} \sum_{i=1}^{t} w_{i}\left(\alpha_{i}^{2} H^{2}+H^{2}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right) \\
& =2 \eta H^{2} \sum_{i=1}^{t} \alpha_{t}^{i} \alpha_{i}^{2}+2 \eta H^{2} \sum_{i=1}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}
\end{aligned}
$$

where we again use the relation $w_{i}=\alpha_{t}^{i} / \alpha_{t}^{1}$. Since $\left\{\alpha_{i}\right\}_{i \leq t}$ is decreasing in $i$, we can apply Property 6 in Lemma5to obtain

$$
\sum_{i=1}^{t} \alpha_{t}^{i} \alpha_{i}^{2} \leq \frac{1}{t} \sum_{i=1}^{t} \alpha_{i}^{2} \leq \frac{H+2}{t} \leq \frac{3 H}{t}
$$

where the second inequality follows from Property 5 in Lemma 5 . In all, we see that

$$
\begin{equation*}
\operatorname{Err}_{1} \leq \frac{6 \eta H^{3}}{t}+2 \eta H^{2} \sum_{i=1}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2} \tag{14}
\end{equation*}
$$

Substitute the upper bound 14 for $\operatorname{Err}_{1}$ into the master bound $\sqrt[12 p]{ }$ to obtain

$$
\begin{aligned}
\operatorname{reg}_{h, 1}^{t}(s) \leq & \frac{\alpha_{t} \cdot(\log A)}{\eta}+\operatorname{Err}_{1}-\operatorname{Err}_{2} \\
\leq & \frac{2 H \cdot(\log A)}{\eta t}+\frac{6 \eta H^{3}}{t}+2 \eta H^{2} \sum_{i=1}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2} \\
& -\frac{1}{8 \eta} \sum_{i=2}^{t} \alpha_{t}^{i-1}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}
\end{aligned}
$$

where in the first inequality we use $\alpha_{t}=(H+1) /(H+t) \leq 2 H / t$. Since $\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1} \leq 2$ and $\alpha_{t}^{1} \leq 1 / t$ (see Property 2 of Lemma 5 ), we can take the term $i=1$ out and reach

$$
\begin{aligned}
\operatorname{reg}_{h, 1}^{t}(s) \leq & \frac{2 H \cdot(\log A)}{\eta t}+\frac{16 \eta H^{3}}{t}+2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2} \\
& -\frac{1}{8 \eta} \sum_{i=2}^{t} \alpha_{t}^{i-1}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}
\end{aligned}
$$

This finishes the proof of the regret bound 7 ab for the max-player. The bound 7 b ) for the min-player can be obtained via symmetry.
Combine the two bounds (7a) and (7b) see that

$$
\begin{align*}
\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s) \leq & \frac{2 H \cdot \log (A B)}{\eta t}+\frac{32 \eta H^{3}}{t} \\
& +\sum_{i=2}^{t}\left(2 \eta H^{2} \alpha_{t}^{i}-\frac{\alpha_{t}^{i-1}}{8 \eta}\right)\left(\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right.  \tag{15}\\
& \left.+\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right) \tag{16}
\end{align*}
$$

When $\eta \leq 1 /\left(8 H^{2}\right)$, one has

$$
2 \eta H^{2} \alpha_{t}^{i}-\frac{\alpha_{t}^{i-1}}{8 \eta} \leq 2 \eta H^{3} \alpha_{t}^{i}-\frac{\alpha_{t}^{i-1}}{8 \eta} \leq-4 \eta H^{3} \alpha_{t}^{i}
$$

where we have used Property 3 of Lemma 5. i.e., $\alpha_{t}^{i-1} / \alpha_{t}^{i} \geq 1 / H$. Consequently, with $\eta=C_{\eta} H^{-2}$ for some constant $C_{\eta} \leq 1 / 8$, the bound 16 reads

$$
\begin{aligned}
& \max _{s}\left\{\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s)\right\} \leq \frac{3 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}-4 \eta H^{3} \sum_{i=2}^{t} \alpha_{t}^{i}\left(\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right. \\
&\left.+\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right)
\end{aligned}
$$

where we assume the choice of players is non-trivial, i.e., $A B \geq 2$.

## B. 3 Proof of Lemma 3

By Lemma C. 2 in the paper by Zhang et al. 2022b), for any $h \in[H-1]$, we have the recursive relation

$$
\begin{equation*}
\delta_{h}^{t} \leq \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h+1}^{i}+\operatorname{reg}_{h+1}^{t} \tag{17}
\end{equation*}
$$

where we recall $\operatorname{reg}_{h+1}^{t}=\max _{s} \max _{i=1,2}\left\{\operatorname{reg}_{h+1, i}^{t}(s)\right\}$.
Step 1: Bounding reg ${ }_{h+1}^{t}$. In view of this recursion (17), one needs to control the maximal regret reg ${ }_{h+1}^{t}$ over the two players. Lemma 2 provides us with precise control of the individual regrets $\operatorname{reg}_{h, 1}^{t}(s)$ and $\operatorname{reg}_{h, 2}^{t}(s)$ :

$$
\begin{align*}
& \operatorname{reg}_{h, 1}^{t}(s) \leq \frac{3 C_{\eta}^{-1} H^{3} \cdot(\log A B)}{t}+2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}  \tag{18a}\\
& \operatorname{reg}_{h, 2}^{t}(s) \leq \frac{3 C_{\eta}^{-1} H^{3} \cdot(\log A B)}{t}+2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2} \tag{18b}
\end{align*}
$$

where we have substituted $\eta=C_{\eta} H^{-2}$ for $C_{\eta} \leq 1 / 8$ and $A B \geq 2$. We have also ignored the negative terms on the right hand sides of 7 a and 7 b . Therefore, to control individual regrets, it suffices to bound the second-order path lengths $2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}$ and $2 \eta H^{2} \sum_{i=2}^{t} \alpha_{t}^{i} \| \nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid$ $s) \|_{1}^{2}$. To this end, the following lemma proves crucial, whose proof is deferred to the end of this section.

Lemma 6. For each $t, h$ and $s$, one has

$$
\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s) \geq-2 \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h}^{i}
$$

In words, Lemma 6 reveals the approximate non-negativity of the sum of the regrets. This together with the upper bound (8) in Lemma 2 implies

$$
\begin{aligned}
& 2 \eta H^{2} \sum_{i=2}^{t}\left(\alpha_{t}^{i}\left\|\mu_{h}^{i}(\cdot \mid s)-\mu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}+\left\|\nu_{h}^{i}(\cdot \mid s)-\nu_{h}^{i-1}(\cdot \mid s)\right\|_{1}^{2}\right) \\
& \quad \leq \frac{3 C_{\eta}^{-1} H^{2} \cdot \log (A B)}{2 t}+\frac{1}{H} \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h}^{i} .
\end{aligned}
$$

Feeding this back to 18 a and 18 b , we obtain

$$
\begin{equation*}
\operatorname{reg}_{h}^{t}=\max _{s} \max _{i=1,2}\left\{\operatorname{reg}_{h, i}^{t}(s)\right\} \leq \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}+\frac{1}{H} \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h}^{i} \tag{19}
\end{equation*}
$$

Step 2: Bounding $\delta_{h}^{t}$. Substituting the maximal regret bound 19 into the recursion 17 , we arrive at

$$
\begin{equation*}
\delta_{h}^{t} \leq\left(1+\frac{1}{H}\right) \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h+1}^{i}+\frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \tag{20}
\end{equation*}
$$

We continue the proof of Lemma 3 via induction on $h$. More precisely, we aim to inductively establish the claim

$$
\begin{equation*}
\delta_{h}^{t} \leq \sum_{h^{\prime}=h}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}\right)} \cdot \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \tag{21}
\end{equation*}
$$

First note that the induction hypothesis holds naturally for $h=H$ as $\delta_{H}^{t}=0$ for all $1 \leq t \leq T$. Now assume that the induction hypothesis is true for some $2 \leq h+1 \leq H$ and for all $1 \leq t \leq T$. Our goal is to show that 21) continues to hold for the previous step $h$ and for all $1 \leq t \leq T$. By the recursion (20) and the induction hypothesis, one has for any $1 \leq t \leq T$ :

$$
\begin{aligned}
\delta_{h}^{t} & \leq\left(1+\frac{1}{H}\right) \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h+1}^{i}+\frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \\
& \leq\left(1+\frac{1}{H}\right) \sum_{i=1}^{t} \alpha_{t}^{i}\left(\sum_{h^{\prime}=h+1}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}\right)} \cdot \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}\right)+\frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}
\end{aligned}
$$

Apply Lemma 4 to obtain

$$
\sum_{i=1}^{t} \alpha_{t}^{i} \cdot \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{i} \leq\left(1+\frac{1}{H}\right) \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}
$$

This leads to the conclusion that

$$
\begin{aligned}
\delta_{h}^{t} & \leq\left(1+\frac{1}{H}\right) \sum_{h^{\prime}=h+1}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}\right)}\left(1+\frac{1}{H}\right) \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}+\frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \\
& =\sum_{h^{\prime}=h+1}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}+1\right)} \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}+\frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \\
& =\sum_{h^{\prime}=h}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}\right)} \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t}
\end{aligned}
$$

This finishes the induction.
This bound on $\delta_{h}^{t}$ can be further simplified by

$$
\begin{aligned}
\delta_{h}^{t} & \leq \sum_{h^{\prime}=h}^{H}\left(1+\frac{1}{H}\right)^{2\left(H-h^{\prime}\right)} \cdot \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \\
& \leq H\left(1+\frac{1}{H}\right)^{2 H} \cdot \frac{5 C_{\eta}^{-1} H^{3} \cdot \log (A B)}{t} \\
& \leq \frac{5 e^{2} C_{\eta}^{-1} H^{4} \cdot \log (A B)}{t}
\end{aligned}
$$

This finishes the proof, and we are left with proving Lemma 6.
Proof of Lemma 6. Recall that

$$
\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s)=\max _{\mu^{\dagger}, \nu^{\dagger}} \sum_{i=1}^{t} \alpha_{t}^{i}\left[\left\langle\mu^{\dagger}, Q_{h}^{i} \nu_{h}^{i}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{i}\right)^{\top} \mu_{h}^{i}\right\rangle\right](s)
$$

Replace the estimation $Q_{h}^{i}$ with $Q_{h}^{\star}$ to obtain

$$
\begin{aligned}
\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s) \geq \max _{\mu^{\dagger}, \nu^{\dagger}}[ & \sum_{i=1}^{t} \alpha_{t}^{i}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \nu_{h}^{i}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{\star}\right)^{\top} \mu_{h}^{i}\right\rangle\right](s) \\
& \left.+\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left\langle\mu^{\dagger},\left(Q_{h}^{i}-Q_{h}^{\star}\right) \nu_{h}^{i}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{i}-Q_{h}^{\star}\right)^{\top} \mu_{h}^{i}\right\rangle\right](s)\right] .
\end{aligned}
$$

Lower bounding the term involving $Q_{h}^{i}-Q_{h}^{\star}$ yields

$$
\operatorname{reg}_{h, 1}^{t}(s)+\operatorname{reg}_{h, 2}^{t}(s) \geq \max _{\mu^{\dagger}, \nu^{\dagger}}\left[\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \nu_{h}^{i}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{\star}\right)^{\top} \mu_{h}^{i}\right\rangle\right](s)\right]-2 \sum_{i=1}^{t} \alpha_{t}^{i} \delta_{h}^{i}
$$

where recall $\delta_{h}^{i}=\left\|Q_{h}^{i}-Q_{h}^{\star}\right\|_{\infty}$. Now observe that $\sum_{i=1}^{t} \alpha_{t}^{i} \mu_{h}^{i}(\cdot \mid s)$ and $\sum_{i=1}^{t} \alpha_{t}^{i} \nu_{h}^{i}(\cdot \mid s)$ are valid policies, which implies

$$
\begin{aligned}
& \max _{\mu^{\dagger}, \nu^{\dagger}}\left[\sum_{i=1}^{t} \alpha_{t}^{i}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star} \nu_{h}^{i}\right\rangle-\left\langle\nu^{\dagger},\left(Q_{h}^{\star}\right)^{\top} \mu_{h}^{i}\right\rangle\right](s)\right] \\
& \quad=\max _{\mu^{\dagger}, \nu^{\dagger}}\left[\left\langle\mu^{\dagger}, Q_{h}^{\star}\left(\sum_{i=1}^{t} \alpha_{t}^{i} \nu_{h}^{i}\right)\right\rangle(s)-\left\langle\nu^{\dagger}, Q_{h}^{\star}{ }^{\top}\left(\sum_{i=1}^{t} \alpha_{t}^{i} \mu_{h}^{i}\right)\right\rangle(s)\right] \\
& \quad \geq\left\langle\left(\sum_{i=1}^{t} \alpha_{t}^{i} \mu_{h}^{i}\right), Q_{h}^{\star}\left(\sum_{i=1}^{t} \alpha_{t}^{i} \nu_{h}^{i}\right)\right\rangle(s)-\left\langle\left(\sum_{i=1}^{t} \alpha_{t}^{i} \nu_{h}^{i}\right), Q_{h}^{\star \top}\left(\sum_{i=1}^{t} \alpha_{t}^{i} \mu_{h}^{i}\right)\right\rangle(s) \\
& \quad=0
\end{aligned}
$$

Combine the above two inequalities to finish the proof.
In the end, it is worth pointing out that without the improved inequality in Lemma 4 , one would necessarily incur an extra $\log T$ factor in each induction step. Consequently, the recursion will fail due to the explosion at a rate of $(\log T)^{H}$.

## B. 4 Proof of Lemma 4

We prove the claim via induction. The base case $t=1$ is true since $\alpha_{1}^{1} \cdot 1=1 \leq 1+1 / H$. Now assume that the inequality (9) holds for some $t \geq 1$, and we aim to prove that it continues to hold at $t+1$. We first make the observation that for all $i \leq t$

$$
\alpha_{t+1}^{i}=\alpha_{i} \prod_{j=i+1}^{t+1}\left(1-\alpha_{j}\right)=\left(1-\alpha_{t+1}\right) \alpha_{i} \prod_{j=i+1}^{t}\left(1-\alpha_{j}\right)=\left(1-\alpha_{t+1}\right) \alpha_{t}^{i}
$$

This allows us to rewrite $\sum_{i=1}^{t+1} \alpha_{t+1}^{i} \cdot \frac{1}{i}$ as

$$
\begin{aligned}
\sum_{i=1}^{t+1} \alpha_{t+1}^{i} \cdot \frac{1}{i} & =\left(1-\alpha_{t+1}\right)\left(\sum_{i=1}^{t} \alpha_{t}^{i} \cdot \frac{1}{i}\right)+\alpha_{t+1} \cdot \frac{1}{t+1} \\
& \leq\left(1-\alpha_{t+1}\right)\left(1+\frac{1}{H}\right) \frac{1}{t}+\frac{\alpha_{t+1}}{t+1}
\end{aligned}
$$

where the second line follows from the induction hypothesis. Note that $\alpha_{t+1}=\frac{H+1}{H+t+1}$. We can continue the derivation as

$$
\begin{aligned}
\sum_{i=1}^{t+1} \alpha_{t+1}^{i} \cdot \frac{1}{i} & \leq\left(1+\frac{1}{H}\right) \frac{t}{H+t+1} \cdot \frac{1}{t}+\frac{H+1}{H+t+1} \cdot \frac{1}{t+1} \\
& =\left(1+\frac{1}{H}\right) \frac{t+1}{H+t+1} \cdot \frac{1}{t+1}+\left(1+\frac{1}{H}\right) \frac{H}{H+t+1} \cdot \frac{1}{t+1} \\
& =\left(1+\frac{1}{H}\right) \frac{1}{t+1}
\end{aligned}
$$

This finishes the proof.
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