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Abstract

Modern large language models (LLMs) ex-001
hibit a remarkable capacity for role-playing,002
enabling them to embody not only human char-003
acters but also non-human entities. This versa-004
tility allows them to simulate complex human-005
like interactions and behaviors within various006
contexts, as well as to emulate specific objects007
or systems. While these capabilities have en-008
hanced user engagement and introduced novel009
modes of interaction, the influence of role-010
playing on LLMs’ reasoning abilities remains011
underexplored. In this study, we introduce012
a strategically designed role-play prompting013
methodology and assess its performance under014
the zero-shot setting across twelve diverse rea-015
soning benchmarks. Our empirical results illus-016
trate that role-play prompting consistently sur-017
passes the standard zero-shot approach across018
most datasets. Notably, in experiments con-019
ducted using ChatGPT, accuracy on AQuA020
rises from 53.5% to 63.8%, and on Last Letter021
from 23.8% to 84.2%. Upon further compari-022
son with the Zero-Shot-CoT technique, which023
prompts the model to “think step by step”, our024
study demonstrates that role-play prompting025
acts as a more effective trigger for the CoT pro-026
cess. This highlights its potential to augment027
the reasoning capabilities of LLMs. We release028
our code at this url.029

1 Introduction030

Recent years have witnessed a paradigm shift in031

natural language processing, largely driven by large032

language models (LLMs) such as GPT-3 (Brown033

et al., 2020), PaLM (Chowdhery et al., 2022), and034

Llama (Touvron et al., 2023a). By pretraining on035

vast textual corpora, these models have attained036

an impressive capacity for language understand-037

ing and generation, empowering them to address038

a variety of downstream tasks through prompting,039

thus bypassing the necessity for task-specific fine-040

tuning. Amidst the surge of prompt techniques,041

(a) Zero-Shot

User: Xavier was 4 feet tall and grew 3 inches. Cole was 
50 inches tall and grew 2 inches over the summer. What is 
the difference between Cole and Xavier’s height now?

Assistant: Xavier is now 4 feet + 3 inches = 7 inches tall. 
Cole is now 50 inches + 2 inches = 52 inches tall. The 
difference between their heights is 52 inches - 7 inches = 
45 inches. 

Input

Output

(b) Role-Play Prompting

User: From now on, you are an excellent math teacher and 
always teach your students math problems correctly. And I 
am one of your students.

Assistant: That's great to hear! As your math teacher, 
I'll do my best to explain mathematical concepts correctly 
so that you can understand them easily. Feel free to ask 
any math problems or questions you have, and I'll be glad 
to assist you. Let’s dive into the world of mathematics 
and explore its wonders together!

User: Xavier was 4 feet tall and grew 3 inches. Cole was 
50 inches tall and grew 2 inches over the summer. What is 
the difference between Cole and Xavier’s height now?

Assistant: … Since 1 foot is equal to 12 inches, Xavier's 
initial height: 4 feet * 12 inches/foot = 48 inches. After 
growing 3 inches, Xavier's new height is: 48 inches + 3 
inches = 51 inches. … Cole's new height after growing 2 
inches: 50 inches + 2 inches = 52 inches. … We subtract 
Xavier's height from Cole's height: 52 inches - 51 inches 
= 1 inch. Therefore, the difference between Cole and 
Xavier's height now is 1 inch.

Input

Output

Figure 1: Examples of ChatGPT with (a) zero-shot and
(b) role-play prompting. The role-play prompts are
highlighted.

role-play (Wu et al., 2023) and chain-of-thought 042

prompting (Wei et al., 2022; Kojima et al., 2022) 043

have garnered particular interest. 044

Modern LLMs, with their advanced role-playing 045

capabilities, have significantly enriched user expe- 046

riences and forged new modes of interaction. They 047

can convincingly mimic various personas, ranging 048

from fictional characters to historical and contem- 049

porary figures. The assigned role provides con- 050

text about the LLM’s identity and background. By 051

adopting the persona, the LLM can generate more 052

natural, in-character responses tailored to that role. 053
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Recognizing this potential, companies like Charac-054

ter.AI1 have developed dialogue agents portraying055

diverse figures. Beyond conversational applica-056

tions, role-playing also boosts LLM performance057

on certain NLP tasks. For instance, when cast as058

a judge with a distinctive role, LLMs can effec-059

tively evaluate the quality of text summarization060

(Wu et al., 2023). More unconventionally, Chat-061

GPT demonstrates competency in processing Linux062

commands when prompted as a Linux terminal2.063

Despite these advancements, analyzing the influ-064

ence of role-playing on core LLM reasoning abili-065

ties warrants further investigation.066

While the role-playing abilities of LLMs have067

expanded the horizon of human-computer interac-068

tion, the push to amplify the reasoning prowess069

of these models has led to the development of070

techniques like Chain-of-Thought (CoT) Prompt-071

ing. CoT prompting was proposed by Wei et al.072

(2022) and involves providing reasoning steps in073

few-shot examples. By stimulating step-by-step074

reasoning, CoT prompting has markedly improved075

LLM reasoning abilities. Numerous subsequent076

studies (Wang et al., 2022; Kojima et al., 2022;077

Zhou et al., 2022) have built upon this approach.078

Inspired by the success of role-playing on many079

downstream tasks, we explore whether role-playing080

can similarly boost LLM reasoning performance.081

For example, could assigning ChatGPT the role of082

a math teacher enhance its ability to solve math083

problems? In this work, we introduce a zero-shot084

role-play prompting methodology based on a two-085

stage framework. During the first stage, we uti-086

lize the LLM to construct task-specific role-play087

prompts. In the second stage, responses are elicited088

for each reasoning query, guided by the previously089

constructed task-specific role-play prompts. An090

illustrative example is provided in Figure 1. We091

focus our study on conversational LLMs, evalu-092

ating our approach on 12 reasoning benchmarks093

using ChatGPT. Our results demonstrate consis-094

tent improvements over the zero-shot baseline on095

the majority of datasets, confirming the efficacy096

of role-play prompting. We further assess other097

conversational LLMs like Vicuna (Chiang et al.,098

2023) and Llama 2-Chat (Touvron et al., 2023b),099

observing comparable gains.100

Furthermore, we compare our method to the101

Zero-Shot-CoT technique (Kojima et al., 2022),102

1https://beta.character.ai/
2https://www.engraved.blog/building-a-virtual-machine-

inside/

which explicitly triggers CoT by appending “Let’s 103

think step by step” to questions. Modern conver- 104

sational LLMs such as ChatGPT have undergone 105

extensive supervised fine-tuning, enabling them to 106

generate CoT for certain topics without the need 107

for an explicit trigger. In tasks where the model 108

struggles to generate CoT spontaneously, such as 109

Last Letter, both our approach and Zero-Shot-CoT 110

can stimulate CoT from scratch. However, for 111

tasks where CoT already occurs, such as arithmetic, 112

both our approach and Zero-Shot-CoT reinforce the 113

step-by-step reasoning process, but Zero-Shot-CoT 114

demonstrates no significant effect, whereas our ap- 115

proach leads to better performance. Hence, we 116

posit that role-play prompting is an implicit CoT 117

trigger and can generate a more effective CoT in 118

some fields compared with Zero-Shot-CoT. 119

To the best of our knowledge, this work repre- 120

sents the first systematic investigation of role-play 121

prompting for reasoning tasks. Despite the trans- 122

formative effects of role-playing on LLM behavior, 123

sparse academic research has explored this phe- 124

nomenon. We believe our study serves as an inau- 125

gural step to catalyze more extensive exploration 126

into this promising research direction. 127

Our main contributions are three-fold: 128

• We propose a novel role-play prompting 129

methodology based on a two-stage framework 130

to enhance the zero-shot reasoning capabil- 131

ities of LLMs. To our knowledge, we are 132

the first to improve LLM’s reasoning abilities 133

with role-play prompting. 134

• We thoroughly evaluate our method on 12 135

reasoning benchmarks, substantiating the ef- 136

ficacy of role-play prompting and providing 137

insights into the prompt design. 138

• Based on our empirical results, we conclude 139

that role-play prompting can serve as an ef- 140

fective implicit CoT trigger, explaining its en- 141

hancements in reasoning capabilities. 142

2 Related Work 143

2.1 Role-Playing Abilities of LLMs 144

The exceptional role-playing capabilities of large 145

language models (LLMs) have recently garnered 146

significant attention. LLMs have demonstrated re- 147

markable versatility in seamlessly playing varied 148

roles, whether as a well-informed, personalized 149
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travel advisor or a virtual Linux terminal. Numer-150

ous companies, such as Character.AI, have cap-151

italized on this adept role-playing by launching152

commercial dialogue agents that take on diverse153

personas. While role-playing enables innovative154

avenues for user interaction, it has also been ex-155

ploited to bypass certain restrictions imposed on156

LLMs, as evidenced by the infamous “grandma ex-157

ploit”. In this exploit, users prompted inappropriate158

responses from LLMs by casting it into the role of159

a deceased grandmother.160

Despite the surging interest in LLMs, scholarly161

investigation into their role-playing capacities has162

been limited thus far. Han et al. (2022) build engag-163

ing conversation models based on role-playing. Wu164

et al. (2023) propose an LLM-based summariza-165

tion evaluation framework, utilizing role-playing to166

enable more comprehensive and human-like assess-167

ment. Shanahan et al. (2023) propose that dialogue168

agents built on LLMs could serve as role simula-169

tors, and use role-play conversations to analyze170

the human-like capabilities of LLMs with the aim171

of refuting anthropomorphism. Our work is the172

first to apply the role-playing abilities of LLMs to173

reasoning tasks. We hope that our work will en-174

courage more exploration related to role-playing175

with LLMs.176

2.2 Reasoning Abilities of LLMs177

Initially, LLMs were deemed deficient in reasoning178

abilities due to their subpar performance in areas179

such as arithmetic, and common sense reasoning180

(Brown et al., 2020; Rae et al., 2021). However,181

Wei et al. (2022) propose chain-of-thought prompt-182

ing, where reasoning steps are provided in few-shot183

exemplars, leading to a substantial enhancement184

in reasoning capabilities of LLMs. We divide the185

follow-up work based on chain-of-thought into two186

categories, few-shot and zero-shot, and introduce187

them respectively.188

Few-shot Self-consistency (Wang et al., 2022)189

samples diverse reasoning paths instead of the190

naive greedy decoding and then selects the most191

consistent answer by majority vote. DIVERSE (Li192

et al., 2023) adopts various few-shot exemplars193

to enhance the diversity in reasoning paths ob-194

tained by self-consistency. Least-to-most prompt-195

ing (Zhou et al., 2022) breaks down a complex196

problem into a series of simpler subproblems and197

then solves them in sequence. Self-refine (Madaan198

et al., 2023) generates an output through chain-199

User: [Role-Setting Prompt]

Assistant: [Role-Feedback Prompt]

User: [Question]

Assistant: [Answer]

Input

Output

Stage 2 Question Answering 

Stage 1 Prompt Construction

Assistant: [Role-Feedback Prompt]

Output

User: [Role-Setting Prompt]

Input

Figure 2: The two-stage framework of our proposed
role-play prompting. The role-play prompts are high-
lighted.

of-thought, and then utilizes the same LLM to 200

improve the initial output through iterative feed- 201

back and refinement. Active prompting (Diao et al., 202

2023) borrows from active learning to select the 203

most uncertain questions as few-shot exemplars. 204

Tree-of-Thought (Yao et al., 2023) represents pos- 205

sible reasoning paths as a tree structure and utilizes 206

search algorithms like DFS or BFS to explore the 207

correct reasoning branch. 208

Zero-shot Zero-Shot-CoT (Kojima et al., 2022) 209

simply adds “Let’s think step by step” after the 210

question to stimulate chain-of-thought output in 211

LLMs. Auto-CoT (Zhang et al., 2022) and COSP 212

(Wan et al., 2023) automatically build few-shot 213

exemplars by selecting questions based on cer- 214

tain principles and obtaining their answers through 215

Zero-Shot-CoT. Plan-and-Solve prompting (Wang 216

et al., 2023) divides the original task into multi- 217

ple sub-tasks and solves them sequentially under 218

the zero-shot setting. In this paper, we propose a 219

simple yet effective zero-shot approach based on 220

role-play prompting with no need of constructing 221

few-shot exemplars. Our approach outperforms 222

Zero-Shot-CoT on most benchmarks and can serve 223

as a new baseline for reasoning tasks. 224

3 Role-Play Prompting 225

The conventional practice of role-play prompting 226

involves simply concatenating the role assignment 227

with the reasoning question into a single prompt to 228

query the LLM, forming a single-turn interaction. 229

To further immerse the LLM within the designated 230

role and potentially enhance its efficacy, we pro- 231

pose transitioning from this single-turn interaction 232

to a two-round dialogue process. Specifically, the 233
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Assistant: Great! I'm ready to participate as a contestant in the general knowledge quiz contest. Please go 
ahead and start the final round. I'll do my best to answer all the questions accurately.

Assistant: Great! I'm ready to participate as a contestant in the general knowledge quiz contest. Please go 
ahead and start the final round. I'll do my best to answer all the questions accurately.

User: From now on, you are a contestant in the general knowledge quiz contest and always answer all kinds of 
common sense questions accurately. I am the moderator of the game and the final is about to start.

Stage 1 Design the Role-Setting Prompt and Sample Role-Feedback Prompts 

Stage 2 Apply Role-Play Prompting and Answer the Question

User: From now on, you are a contestant in the general knowledge quiz contest and always answer all kinds of 
common sense questions accurately. I am the moderator of the game and the final is about to start.

Assistant: That sounds like an exciting challenge! I'm ready to participate in the quiz contest as a contestant. 
Please go ahead and start the final round—I'm here to provide accurate answers to your common sense questions.

User: What are candles good for eliminating? Answer Choices: (A) shelf (B) board (C) church (D) table (E) dark

Assistant: The correct answer is (E) dark. Candles are commonly used to eliminate darkness by providing light.

Input

Assistant: Great! I'm ready to participate as a contestant in the general knowledge quiz contest. Please go 
ahead and start the final round. I'll do my best to answer all the questions accurately.

Output …

Input

Output

Figure 3: An illustration of the two-stage role-play prompting procedure, exemplified with the commonsense
reasoning task. In stage 1, multiple role-feedback prompts are sampled. In stage 2, the optimal role-feedback prompt
(underlined in blue) is selected for answer generation.

first dialogue round allows the model to elaborate234

on its assigned role, thereby deepening its framing235

and persona. The subsequent round then elicits the236

model’s response to the posited reasoning query237

within that predefined role.238

In the two-round dialogue process, the initial239

role elaboration of the model is instrumental for240

subsequent reasoning efficacy. Given the uncon-241

trolled quality of this initial response, we sample242

multiple responses during the first round and pin-243

point the optimal one to fix for all questions. By244

securing this optimal first-round response, we con-245

catenate both the input and output of the first-round246

interaction with the reasoning question to produce a247

single prompt, facilitating tailored responses. This248

also offers the advantage of invoking the model’s249

API a singular time per instance. In summary, our250

role-play prompting approach follows a two-stage251

process as depicted in Figure 2: first construct-252

ing an optimal role-immersion interaction per task,253

then eliciting responses to each reasoning question254

grounded in that established role. We further pro-255

vide an example showcasing this two-stage process256

on a commonsense reasoning task in Figure 3.257

3.1 Prompt Construction258

During the first stage, we formulate two prompts259

for each reasoning task:260

• Role-Setting Prompt: This user-designed261

prompt delineates the specific role the LLM 262

is expected to undertake throughout the dia- 263

logue, tailored to the task at hand. 264

• Role-Feedback Prompt: Intended as the 265

model’s acknowledgment to the role-setting 266

prompt, this prompt aims to further anchor the 267

model within the stipulated role. It is derived 268

by sampling the model’s responses. 269

In designing the role-setting prompt, it’s impera- 270

tive to select roles that naturally present a distinct 271

advantage for the specific task at hand. Further 272

enriching the prompt with additional descriptions 273

that underscore this advantage often leads to im- 274

proved results. Once the role-setting prompt has 275

been articulated, it is presented to the LLM, which 276

produces multiple sampled responses. From these, 277

we choose the most representative and immersive 278

reply that captures the essence of the intended role 279

as the final role-feedback prompt. A comprehen- 280

sive discussion on the nuances of the prompt design 281

will be presented in Section 4.4. 282

3.2 Question Answering 283

In the second stage, each question of the task, in 284

conjunction with the role-setting and role-feedback 285

prompts, is utilized as input to the model’s API. 286

This methodology facilitates answer generation 287

with just a single API invocation. For clarity, we 288
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Task Prompt

Letter

From now on, you are an excellent teacher and are teaching your students to get a new word by concatenating the last
letters of several words. I am one of your students and want to ask you a related question.

Of course! I’d be happy to help you with any questions you have about creating new words by concatenating the last
letters of several words. Please go ahead and ask your question, and I’ll do my best to assist you.

Coin

From now on, you are a coin that always clearly knows which side of your head is facing. Some people want to play a
game with you. They may flip you (a coin) or not. And you will tell them if you (a coin) are heads up in the end.

Certainly! I’ll be your coin for this game. You can go ahead and flip me or make any other moves you’d like, and I’ll
let you know which side, heads or tails, is facing up. Feel free to start whenever you’re ready!

Date

From now on, you are an excellent teacher and are teaching your students how to calculate dates correctly. I am one of
your students and want to ask you a related question.

Of course! I’m here to help you with any questions you have about calculating dates correctly. Please go ahead and ask
your question, and I’ll do my best to assist you.

Object

From now on, you are a recorder. Alice, Bob, and Claire invite you to record a game. They will exchange their stuff in
order, and you (the recorder) will fully record the whole process and tell them what they end up with.

Certainly! I will act as a recorder and document the game in which Alice, Bob, and Claire will exchange their items.
Please provide me with the specific order in which they will exchange their belongings, and I will keep track of the
process and inform you of what each person ends up with at the end.

Table 1: Prompts for Last Letter Concatenation, Coin Flip, Date Understanding, and Tracking Shuffled Objects. For
each task, the upper cell contains the role-setting prompt and the lower cell presents the role-feedback prompt.

provide a code example of making an API call in289

Appendix A.1.290

4 Experiments291

4.1 Tasks and Datasets292

In line with prior research on the reasoning capabili-293

ties of LLMs (Wei et al., 2022; Kojima et al., 2022),294

we evaluate our approach across 12 datasets span-295

ning 4 categories: (1) arithmatic, including Multi-296

Arith (Roy and Roth, 2015), GSM8K (Cobbe et al.,297

2021), AddSub (Hosseini et al., 2014), AQUA-RAT298

(Ling et al., 2017), SingleEq (Koncel-Kedziorski299

et al., 2015), and SVAMP (Patel et al., 2021); (2)300

commonsense reasoning, including CSQA (Talmor301

et al., 2019) and StrategyQA (Geva et al., 2021);302

(3) symbolic reasoning, including Last Letter Con-303

catenation and Coin Flip (Wei et al., 2022); (4)304

other, including Date Understanding and Tracking305

Shuffled Objects from BIG-bench (Srivastava et al.,306

2022). More details can be found in Appendix C.307

4.2 Experimental Setup308

Model We use ChatGPT (gpt-3.5-turbo-0613),309

the current strongest conversational model in addi-310

tion to GPT-4 (OpenAI, 2023), to conduct experi-311

ments.312

Prompt Our approach involves the design of a313

role-setting prompt and a role-feedback prompt for314

a given task. The arithmetic task consists of six315

datasets, all utilizing the same prompts, as depicted316

in Figure 1. Similarly, the common sense reasoning 317

task comprises two datasets, also employing the 318

same prompts as shown in Figure 3. For other 319

tasks, the prompts used are detailed in Table 1. 320

Baselines We choose the standard zero-shot 321

prompting, Zero-Shot-CoT (Kojima et al., 2022), 322

and Few-Shot-CoT (Wei et al., 2022) as baselines. 323

Following previous work (Kojima et al., 2022; 324

Zhang et al., 2022), we use greedy decoding for 325

all the experiments by setting the temperature to 0, 326

making the results deterministic. See more details 327

in Appendix A.3. 328

4.3 Results and Analysis 329

Comprehensive evaluation results are presented in 330

Table 2. The evaluation metric is accuracy. 331

Comparison with Standard Zero-Shot As 332

shown in Table 2, our role-play prompting ap- 333

proach demonstrates superior performance, out- 334

performing the zero-shot baseline in 10 out of 12 335

datasets, and achieving on par performance in the 336

remaining 2 datasets (SingleEq and MultiArith). 337

Considering the relative simplicity of the SingleEq 338

and MultiArith datasets, it is plausible that the 339

model’s performance has approached a saturation 340

point (exceed 97%), thereby presenting a signifi- 341

cant challenge for our method to further enhance 342

accuracy at such an elevated level. While achiev- 343

ing on par performance in these specific datasets, 344

it is crucial to highlight the competitive nature of 345
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Method
Arithmetic

MultiArith GSM8K AddSub AQuA SingleEq SVAMP

Few-Shot-CoT 97.7 76.9 93.9 59.4 98.8 82.2

Zero-Shot 97.3 76.0 88.6 53.5 98.2 75.3
Zero-Shot-CoT 95.0 79.6 86.6 53.9 96.9 76.3
Role-Play Prompting 97.0 78.2 91.1 63.8 98.0 83.8

CoT in Zero-Shot ✓ ✓ ✓ ✓ ✓ ✓

Method
Common Sense Symbolic Reasoning Other Tasks

CSQA Strategy Letter Coin Date Object

Few-Shot-CoT 76.3 67.4 74.2 99.6 78.9 56.7

Zero-Shot 74.5 66.0 23.8 55.2 67.8 38.7
Zero-Shot-CoT 68.8 65.8 53.2 98.8 65.9 73.5
Role-Play Prompting 77.2 67.0 84.2 89.4 69.9 67.7

CoT in Zero-Shot ✓ ✓ ✗ ✗ ✓ ✗

Table 2: Accuracy comparison of Role-Play Prompting with Few-Shot-CoT, Zero-Shot, Zero-Shot-CoT on each
dataset. In the rows “CoT in Zero-Shot", the check mark denotes that ChatGPT can spontaneously generate CoT on
the corresponding dataset under the zero-shot setting, while the cross (wrong symbol) denotes otherwise.

Question: Take the last letters of each words in “Williams Reza Ashton Lillian" and concatenate them.

Zero-Shot: saznln ✗

Zero-Shot-CoT:
Step 1: Write down the words - “Williams Reza Ashton Lillian"
Step 2: Take the last letter of each word - “s a n n n"
Step 3: Concatenate the last letters - “sannn"
So, the final result is “sannn". ✗

Role-Play Prompting:
Sure! To create a new word by concatenating the last letters of each word in “Williams Reza Ashton
Lillian," we’ll take the last letter of each word and combine them. Let’s do it step by step:
1. Williams: The last letter is “s."
2. Reza: The last letter is “a."
3. Ashton: The last letter is “n."
4. Lillian: The last letter is “n."
Now, let’s concatenate these last letters: “s" + “a" + “n" + “n" = “sann."
Therefore, by concatenating the last letters of each word, we get the new word “sann." ✓

Table 3: An example of Zero-Shot, Zero-Shot-CoT, and Role-Play Prompting on Last Letter Concatenation.

role-play prompting across a diverse array of more346

complex datasets. This strongly demonstrates the347

effectiveness of role-play prompting in an extensive348

range of application scenarios.349

Comparison with Zero-Shot-CoT Zero-Shot-350

CoT appends “Let’s think step by step” to the ques-351

tion to stimulate the chain of thought (CoT) in352

LLMs, making it a simple yet effective method353

to enhance the reasoning ability of LLMs. How-354

ever, different from the earlier instructed LLMs355

(Ouyang et al., 2022), the current conversational 356

LLMs have undergone extensive supervised fine- 357

tuning, which enables them to spontaneously gener- 358

ate CoT in some fields under the zero-shot setting. 359

In this context, we conduct a comparative analysis 360

of our role-play prompting approach with Zero- 361

Shot-CoT. The experimental results, along with the 362

model’s ability to spontaneously generate CoT are 363

presented in Table 2. Note that the direct output 364

of answers or a slight reasoning process is not con- 365
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No. Prompt AQuA

1 From now on, you are a math teacher. Please answer the following question. 57.1

2
From now on, you are an excellent math teacher and always teach your students math problems correctly .

And I am one of your students and ask you the following question.
60.2

3

From now on, you are an excellent math teacher and always teach your students math problems correctly.
And I am one of your students.

61.4
That’s great to hear! As your math teacher, I’ll do my best to explain mathematical concepts correctly so

that you can understand them easily. Feel free to ask any math problems or questions you have, and I’ll be

glad to assist you.

4

From now on, you are an excellent math teacher and always teach your students math problems correctly.
And I am one of your students.

63.8
That’s great to hear! As your math teacher, I’ll do my best to explain mathematical concepts correctly so that
you can understand them easily. Feel free to ask any math problems or questions you have, and I’ll be glad to
assist you. Let’s dive into the world of mathematics and explore its wonders together!

Table 4: Accuracy comparison of different prompt designs with a fixed role of the math teacher on AQuA. We
utilize gray shading to indicate the additional content in comparison to the previous prompt.

No. Category Role AQuA SVAMP

1
advantaged

math teacher 63.8 83.8
2 mathematician 60.2 82.3

3

irrelevant

police 59.8 82.3
4 farmer 59.8 82.2
5 doctor 56.3 74.4
6 writer 55.5 82.0

7
disadvantaged

careless student 51.6 68.7
8 math rookie 45.3 72.9

Table 5: Accuracy comparison of different roles for role-
play prompting on AQuA and SVAMP.

sidered CoT. Overall, our approach outperforms366

Zero-Shot-CoT on 9 out of 12 datasets. In tasks367

(Letter, Coin, Object) where ChatGPT struggles368

to generate CoT spontaneously, both of them gain369

huge improvements. Through the case study, we370

find that role-play prompting also stimulates CoT371

in the model just like Zero-Shot-CoT. An example372

is provided in Table 3. In more tasks where CoT373

already occurs, both our approach and Zero-Shot-374

CoT reinforce the step-by-step reasoning process375

(examples are provided in Appendix B.1). How-376

ever, Zero-Shot-CoT demonstrates no significant377

effect while role-play prompting leads to better re-378

sults. Therefore, we posit that role-play prompting379

serves as an implicit CoT trigger and can generate380

a more effective CoT.381

Comparison with Few-Shot-CoT Though our382

role-play prompting approach is completely zero-383

shot, the improvement it brings is nearly on par384

with Few-Shot-CoT, even surpassing Few-Shot-385

CoT on 6 out of 12 datasets. 386

4.4 Impact of Prompt Design 387

Prompt Structure To determine the optimal 388

prompt structure, we select AQuA dataset and as- 389

sign the model the role of a math teacher. We then 390

conduct ablation studies on this setup to systemati- 391

cally assess the impact of different design choices. 392

We hypothesize that prompts which immerse the 393

model deeper in its role will improve performance. 394

Consequently, we design four groups of prompts 395

with progressively increasing levels of immersion, 396

as shown in Table 4. Prompt 1 and 2 are designed 397

as single-round dialogues, where we directly at- 398

tach the question to the prompt and input it into the 399

model to obtain the answer. Prompt 1 solely con- 400

tains the role to be played, and it already achieves 401

the result surpassing the zero-shot baseline. For 402

Prompt 2, we further enhance immersion by adding 403

complementary descriptions of the role and speci- 404

fying relevant roles for the user. This enhancement 405

further improve the performance. Prompt 3 and 4 406

are both designed as two-round dialogues, as de- 407

scribed in the previous section. By allowing the 408

model to respond to the given role setting, the im- 409

mersion is further enhanced, leading to the best 410

performance. We conduct the same experiments 411

on the Last Letter dataset and gain similar results 412

(see more details in Appendix B.2). Therefore, we 413

recommend using the two-round prompt structure 414

with complementary descriptions to maximize the 415

model’s immersion, thereby unlocking the full rea- 416

soning potential of role-play prompting. 417
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Model Method GSM8K MultiArith SVAMP CSQA Letter

Llama-2-70B-Chat
Zero-Shot 53.9 86.0 78.9 - 18.8
Role-Play Prompting 58.9 90.2 79.0 - 25.8

Vicuna-33B
Zero-Shot 42.9 70.7 59.1 65.5 2.2
Role-Play Prompting 44.9 71.5 58.5 67.2 5.2

Table 6: Accuracy comparison of Role-Play Prompting with Zero-Shot on open-source conversational LLMs. Due
to safety concerns, Llama 2-Chat refuses to answer on CSQA, so the relevant results are not shown. See more
details in Appendix A.4.
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Figure 4: Accuracy comparison of Role-Play Prompting across different sizes of Llama 2-Chat models. See more
details in Appendix B.3.

Role Selection To assess the impact of role selec-418

tion, we test on the AQuA and SVAMP arithmetic419

datasets using two-round dialogue prompts. We de-420

sign 8 varied roles, categorized as advantaged, irrel-421

evant, or disadvantaged based on whether each role422

holds an advantage in the given task. The perfor-423

mance of these roles is detailed in Table 5, while the424

specific prompt designs can be found in Appendix425

D. Consistent with intuition, advantaged roles (1,2)426

undoubtedly achieve the best results, followed by427

irrelevant roles (3-6) (surprisingly, most of them428

outperform the zero-shot baseline even though they429

have no advantage on arithmetic tasks), and dis-430

advantaged roles (7,8) achieve the worst results,431

underperforming the zero-shot baseline. Therefore,432

we recommend choosing a role that holds an ad-433

vantage in the given task for role-play prompting.434

4.5 Experiments on More LLMs435

To assess the generalization of our role-play436

prompting approach, we conduct additional exper-437

iments using several open-source conversational438

LLMs, including Llama 2-Chat (Touvron et al.,439

2023b) and Vicuna (Chiang et al., 2023), on vari-440

ous datasets such as GSM8K, MultiArith, SVAMP,441

CSQA, and Letter. The prompts and the decod-442

ing strategy used are consistent with the previous443

ChatGPT experiments. The results are shown in444

Table 6, which indicate that role-play prompting445

also exceeds the zero-shot baseline in open-source 446

conversational LLMs, demonstrating the good gen- 447

eralization ability of role-play prompting. 448

Furthermore, we examine the impact of model 449

scale by testing the Llama 2-Chat series (7B, 13B, 450

70B) on GSM8K, MultiArith, and Letter datasets. 451

As Figure 4 illustrates, all three model sizes achieve 452

improved performance from role-play prompting. 453

The consistent benefits across 7B to 70B parame- 454

ters indicate efficacy independent of scale, within 455

this range. 456

5 Conclusion 457

In this paper, we have proposed a novel zero-shot 458

role-play prompting methodology consisting of a 459

two-stage framework, aimed at enhancing the rea- 460

soning capabilities of LLMs. Extensive evaluations 461

across twelve widely-used benchmarks reveal that 462

our approach outperforms both the standard zero- 463

shot baseline and Zero-Shot-CoT on most of the 464

datasets. These results highlight the potential of 465

role-play prompting as an implicit and effective 466

CoT trigger, leading to enhanced reasoning out- 467

comes. Overall, this work lays the initial ground- 468

work to motivate deeper investigation into the in- 469

tersection of role-playing and reasoning within the 470

LLM community, a promising research direction 471

for developing reasoning skills. 472
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Limitations473

The core of our role-play prompting approach lies474

in the design of the role-setting and role-feedback475

prompts. While we have manually designed and476

sampled some prompts, yielding superior results477

compared to the zero-shot baseline, this process478

is time-consuming and may not always guaran-479

tee optimal results. To address this limitation, fu-480

ture research could focus on enabling LLMs to481

autonomously choose appropriate roles and de-482

sign prompts based on the given question. This483

approach could further extend the application of484

role-play prompting to a broader range of domains485

beyond reasoning.486
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A Implementation Details682

A.1 Code for Calling ChatGPT’s API683

To help understand our approach of role-play684

prompting, we provide a code example of mak-685

ing an API call as follows. More details can be686

found in the API document 3 of OpenAI.687

688
# A code example of making an API call689
prompt_1 = role_setting_prompt690
prompt_2 = role_feedback_prompt691
conversation = [692

{"role": "user", "content": prompt_1},693
{"role": "assistant", "content": prompt_2},694
{"role": "user", "content": question}695

]696
answer = openai.ChatCompletion.create(697

model="gpt -3.5-turbo -0613",698
messages=conversation ,699
temperature =0,700
max_tokens =512701

)702703

A.2 Answer Extraction704

Different from few-shot, the form of the answer705

given by LLMs under the zero-shot setting is not706

fixed. To simplify the extraction of answers, we fol-707

low the approach of Zero-Shot-CoT (Kojima et al.,708

2022). Specifically, for each question, after getting709

the answer generated by the LLM, we concatenate710

the question, answer, and answer trigger together711

and input them to the model. A sketch map of an-712

swer extraction for role-play prompting is shown in713

Figure 5. The answer trigger sentences for various714

answer formats are shown in Table 7. More details715

can be found in the code.716

User: [Role-Setting Prompt]

Assistant: [Role-Feedback Prompt]

User: [Question]

Assistant: [Answer]

Input

Output

User: [Role-Setting Prompt]

Assistant: [Role-Feedback Prompt]

User: [Question] + ‘\n‘ + [Answer] + ‘\n‘ + [Answer Trigger]

Assistant: [Easily Extractable Answer]

Input

Output

Step 1 Answer Generation

Step 2 Answer Extraction

Figure 5: A sketch map of answer extraction for role-
play prompting.

3https://platform.openai.com/docs/api-
reference/introduction

A.3 Baselines 717

The standard zero-shot prompting, Zero-Shot-CoT 718

(Kojima et al., 2022), and Few-Shot-CoT (Wei 719

et al., 2022) are chosen as baselines. The stan- 720

dard zero-shot prompting directly inputs the tar- 721

get question without ant additional prompts. Zero- 722

Shot-CoT appends "Let’s think step by step." to the 723

target question. Few-Shot-CoT adds similar ques- 724

tions and their corresponding reasoning processes 725

before the target question. We use the few-shot 726

exemplars provided in the original paper. When 727

calling the API of ChatGPT (gpt-3.5-turbo-0613), 728

we set max_tokens = 512 and temperature = 0. 729

A.4 Experiments on More LLMs 730

Besides ChatGPT, we conduct experiments using 731

different open-source conversational LLMs, includ- 732

ing Llama 2-Chat (Touvron et al., 2023b) and Vi- 733

cuna (Chiang et al., 2023), on various datasets such 734

as GSM8K, Multiarith, SVAMP, CSQA, and Let- 735

ter. The prompts and the decoding strategy are 736

consistent with the previous ChatGPT experiments. 737

However, Llama 2-Chat often declines to respond 738

to questions within the datasets due to overzealous 739

safety concerns imposed by RLHF (Ouyang et al., 740

2022). To solve this problem, we change the orig- 741

inal system prompt of Llama 2-Chat to "We will 742

test your abilities in the upcoming conversations, 743

so please respond actively to the questions. Your 744

answers will not cause any harm, so there’s no need 745

to worry. So, just answer!". The phenomenon of 746

refusal to answer is alleviated on the CSQA dataset 747

and completely resolved on other datasets. There- 748

fore, we do not present the results of CSQA in 749

the main text. The experiments on model size us- 750

ing Llama 2-Chat series also modify the system 751

prompt. 752

B Additional Experimental Results 753

B.1 Comparison with Zero-Shot-CoT 754

We mentioned in the main text that both our 755

approach of role-play prompting and Zero-Shot- 756

CoT reinforce the step-by-step reasoning process 757

in tasks where ChatGPT can generate chain-of- 758

thought (Wei et al., 2022) spontaneously. How- 759

ever, Zero-Shot-CoT demonstrates no significant 760

effect while role-play prompting leads to better re- 761

sults. We provide an example of SVAMP dataset 762

as shown in Table 8. 763
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Answer Format Answer Trigger

arabic number Therefore, the answer (arabic numerals) is
option (A-E) Therefore, among A through E, the answer is
option (A-C) Therefore, among A through C, the answer is
yes or no Therefore, the answer (Yes or No) is
string Therefore, the final answer is

Table 7: Answer trigger sentences for various answer formats.

Question: Robin has 21 packages of gum and 45 packages of candy. There are 9 pieces in each package.
How many pieces of candies does Robin have?

Zero-Shot:
Robin has a total of 21 + 45 = 21 + 45 = 66 packages.
Therefore, Robin has 66 x 9 = 66 * 9 = 594 pieces of candies. ✗

Zero-Shot-CoT:
First, we need to find the total number of pieces of gum. To do this, we multiply the number of packages
of gum by the number of pieces in each package: 21 packages * 9 pieces/package = 21*9 = 189 pieces of
gum.
Next, we need to find the total number of pieces of candy. To do this, we multiply the number of packages
of candy by the number of pieces in each package: 45 packages * 9 pieces/package = 45 * 9 = 405 pieces
of candy.
Therefore, Robin has a total of 189 pieces of gum + 405 pieces of candy = 189 + 405 = 594 pieces of
candy. ✗

Role-Play Prompting:
To find out how many pieces of candy Robin has, we need to multiply the number of candy packages by
the number of pieces in each package.
Robin has 45 packages of candy, and each package contains 9 pieces. So, we can calculate the total
number of candy pieces as follows:
45 packages * 9 pieces per package = 405 pieces of candy.
Therefore, Robin has 405 pieces of candy. ✓

Table 8: An example of Zero-Shot, Zero-Shot-CoT, and Role-Play Prompting on SVAMP.

B.2 Ablation Study on Last Letter Dataset764

Besides AQuA, we also conduct experiments on765

Last Letter dataset to explore the optimal prompt766

structure of role-play prompting. Consistent with767

the main text, we design 4 groups of prompts with768

progressively increasing levels of immersion, as769

shown in Table 9. The results also demonstrate770

the effectiveness of the two-round prompt structure771

with complementary descriptions which enhance772

the model’s immersion.773

B.3 Detailed Results of Model Scale Study774

We examine the impact of model scale by test-775

ing the Llama 2-Chat series (7B, 13B, 70B) on776

GSM8K, MultiArith, and Letter datasets. The de-777

tailed experiment results are shown in Table 10.778

C Dataset Deatils 779

We briefly introduce 12 datasets spanning four cat- 780

egories below. More information of 12 datasets is 781

shown in Table 11. 782

Arithmetic We use the following six datasets: 783

MultiArith, GSM8K, AddSub, AQUA-RAT, Sin- 784

gleEq, and SVAMP. All questions in these datasets 785

contain a scenario and require reasoning based on 786

mathematical knowledge. 787

Commonsense Reasoning We utilize CSQA and 788

StrategyQA . Both of them require reasoning based 789

on prior common sense. 790

Symbolic Reasoning We employ Last Letter 791

Concatenation and Coin Flip. Last Letter Con- 792

catenation requires concatenating the last letter of 793

given words in order. Coin Flip gives a sequence of 794

12



No. Prompt Letter

1 From now on, you are a teacher. Please answer the following question. 43.0

2
From now on, you are an excellent teacher and are teaching your students to get a new word by concat-

enating the last letters of several words. I am one of your students and want to ask you a related question.
60.8

3

From now on, you are an excellent teacher and are teaching your students to get a new word by concatenating
the last letters of several words. I am one of your students and want to ask you a related question.

74.2
Of course! Please go ahead and ask your question, and I’ll do my best to assist you.

4

From now on, you are an excellent math teacher and always teach your students math problems correctly.
And I am one of your students.

84.2
Of course! I’d be happy to help you with any questions you have about creating new words by concatena-

ting the last letters of several words. Please go ahead and ask your question, and I’ll do my best to assist
you.

Table 9: Accuracy comparison of different prompt designs with a fixed role of the teacher on Last Letter dataset.
We utilize gray shading to indicate the additional content in comparison to the previous prompt.

Method GSM8K MultiArith Letter

Zero-Shot 24.0 / 37.1 / 53.9 63.5 / 75.3 / 86.0 0 / 9.8 / 18.8
Role-Play Prompting 29.4 / 40.7 / 58.9 75.7 / 79.8 / 90.2 0 / 17.6 / 25.8

Table 10: Accuracy comparison across different sizes of Llama 2-Chat models on GSM8K, MultiArith, and Letter.
The data format is 7B / 13B / 70B.

operations to flip a coin and asks for the final orien-795

tation of the coin. These two datasets are proposed796

by Wei et al. (2022) but they are not available. Ko-797

jima et al. (2022) have followed the approach of798

Wei et al. (2022) to create and release the datasets.799

We utilize this version for our experiments.800

Other Reasoning Tasks We use Date Under-801

standing and Tracking Shuffled Objects from BIG-802

bench. Date Understanding involves date calcula-803

tions. Tracking Shuffled Objects gives a sequence804

of object exchange operations, asking for the final805

ownership of objects.806

D Prompts for Role Selection Study807

To investigate the role selection’s impact on role-808

play prompting, we design 8 different roles for our809

study. The specific prompts, including role-setting810

prompts and role-feedback prompts are shown in811

Table 12.812
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Dataset Answer Format Nq Lq License

SingleEq arabic number 508 27.4 No License
AddSub arabic number 395 31.5 Unspecified
MultiArith arabic number 600 31.8 Unspecified
GSM8K arabic number 1319 46.9 MIT License
AQUA-RAT option (A-E) 254 51.9 Apache-2.0
SVAMP arabic number 1000 31.8 MIT License
CommonsenseQA option (A-E) 1221 27.8 Unspecified
StrategyQA yes or no 2290 9.6 Apache-2.0
Date Understanding option (A-F) 369 35.0 Apache-2.0
Shuffled Objects option (A-C) 750 91.1 Apache-2.0
Last Letters string 500 15.0 -
Coin Flip yes or no 500 37.0 -

Table 11: Relevant information of 12 datasets. Nq denotes the number of questions in each dataset. Lq denotes the
average words of questions in each dataset.

Role Prompt

math teacher

From now on, you are an excellent math teacher and always teach your students math problems correctly. And I am
one of your students.

That’s great to hear! As your math teacher, I’ll do my best to explain mathematical concepts correctly so that you can
understand them easily. Feel free to ask any math problems or questions you have, and I’ll be glad to assist you. Let’s
dive into the world of mathematics and explore its wonders together!

mathematician

From now on, you are an excellent mathematician who can always explain math problems in an easy-to-understand
manner.

Thank you for the compliment! I’ll do my best to explain math problems in an easy-to-understand manner. Feel free to
ask me any math questions you have, and I’ll be happy to help you out!

police

From now on, you are a responsible police officer. You always enforce the law impartially, actively help others, and
have made great contributions to local public security. I am a citizen who has come to seek help.

Of course, as a responsible police officer, I am here to help you. Please feel free to share the issue or concern you have,
and I’ll do my best to assist you impartially and effectively. Your safety and well-being are my priority, and I’ll work
diligently to ensure the public security of our community. What can I do for you today?

farmer

From now on, you are an experienced farmer. You have a lot of knowledge about crop cultivation, and your farm is
running very well.

As an experienced farmer, I can provide you with valuable insights and advice on various aspects of crop cultivation.
Whether you’re interested in sustainable farming practices, maximizing yields, or dealing with common challenges,
I’m here to assist you.

doctor

From now on, you are a respectable doctor. You have profound medical knowledge and have saved many lives. I am
your patient and want to ask some questions.

Of course, I am here to help as your respectable doctor. Please feel free to ask any medical questions you may have, and
I’ll do my best to provide you with accurate and helpful information. Your health and well-being are my top priorities.

writer

From now on, you are a famous writer, and the novels you write are lively, interesting and fascinating. I am your reader
and want to ask you some questions.

Of course! I would be delighted to answer any questions you have as a reader. As a famous writer, I strive to create
lively, interesting, and fascinating novels that captivate my audience. Please feel free to ask anything you’d like, and
I’ll do my best to provide insightful responses.

careless student

From now on, please act as a careless student. You always don’t pay attention when doing math problems, and you end
up making mistakes because of carelessness. Therefore, your math grade is very poor.

Oh, hey there! Math is not really my thing, and I tend to zone out a lot while doing problems. It’s like my brain just
switches off or something. My math grade is probably a disaster because of all the careless mistakes I make.

math rookie

From now on, please act as a math rookie. You don’t have any talent for mathematics, and you don’t even understand
the most basic mathematical concepts. So you always make mistakes in math problems.

Sure, I can pretend to be a math rookie! Feel free to ask me any math questions, but be prepared for some silly mistakes
and misunderstandings in my responses.

Table 12: Prompts for different roles. For each role, the upper cell contains the role-setting prompt and the lower
cell presents the role-feedback prompt.
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