Towards a Foundation Model for Communication Systems

Davide Buffelli“! Sowmen Das”' Yu-Wei Lin“? Sattar Vakili*' Chien-Yi Wang5> Masoud Attarifar 3
Pritthijit Nath* Da-shan Shiu’

Abstract

Artificial Intelligence (AI) has demonstrated un-
precedented performance across various domains,
and its application to communication systems is
an active area of research. While current methods
focus on task-specific solutions, the broader trend
in Al is shifting toward large general models ca-
pable of supporting multiple applications. In this
work, we take a step toward a foundation model
for communication data—a transformer-based,
multi-modal model designed to operate directly
on communication data. We propose method-
ologies to address key challenges, including tok-
enization, positional embedding, multimodality,
variable feature sizes, and normalization. Fur-
thermore, we empirically demonstrate that such a
model can successfully estimate multiple features,
including transmission rank, selected precoder,
Doppler spread, and delay profile.

1. Introduction

In modern communication systems, numerous estimation
and optimization tasks are required to ensure effective signal
transmission and reception. Some examples include channel
estimation, Doppler spectrum and delay spread estimation,
and channel state information (CSI) feedback, which in-
cludes precoding matrix and its rank.

In the past few years, an increasingly large amount of re-
search has focused on replacing traditional solutions to the
above tasks with machine learning, and deep learning in par-
ticular (Zeger & Sisul, 2021; Thakkar et al., 2020). These
methods are based on the idea of learning from data rather
than relying on handcrafted heuristics, paving the way for
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more intelligent and efficient networks. Indeed, Al is al-
ready expected to become a key component of 6G networks
(Wang et al., 2023) and will play an even more central role
in future communication systems (Saad et al., 2024).

Current research in this domain has focused on designing
task-specific machine learning solutions. These approaches
involve collecting large amounts of supervised data, which
is costly and time-consuming, and require a dedicated model
for each task. In contrast, the broader field of Al is increas-
ingly adopting a paradigm in which a single large model,
referred to as a foundation model, is trained on vast amounts
of unsupervised (and thus easier to obtain) data. Such a
foundation model learns intricate relationships in the data,
and is then leveraged to perform downstream tasks, by ei-
ther applying it directly, specializing it with some additional
fine-tuning, or by using its learned representations.

In this work, we move the first steps towards a Foundation
Model for Communication Systems. This is a large deep
learning model trained on vast quantities of unsupervised
data coming from network communication. While founda-
tion models have been proposed for domains like natural
language, code, images, physical data, and time series, com-
munication systems present unique challenges that are not
addressed by the current literature. In more detail, dealing
with multiple features at each slot in the input sequence, fea-
tures from different domains (categorical, integer, real and
complex valued, matrices), and with varying sizes and mag-
nitudes, requires carefully designed ad-hoc procedures and
components. We summarize our contributions as follows:

e We design and train a foundation model for commu-
nication systems addressing key challenges including
tokenization, positional embedding, multimodality, fea-
tures of varying size, and normalization.

* We design a simulation system to generate unsuper-
vised data for the training of our foundation model.

¢ We test our foundation model in several scenarios,
showing it can successfully perform multiple estima-
tions.

* We report experimental results on how model size and
dataset size affect estimation performance, providing
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initial insights into the scaling behavior of founda-
tion models for communication systems (see Figures 2
and 3).

2. Related Work

We focus our discussion on foundation models, and large
language models (LLMs) applied to communication appli-
cations. The literature on machine learning for communica-
tion systems is rapidly growing, and a complete presentation
would be out of the scope of this paper. We refer the in-
terested reader to recent surveys on machine learning (Sun
et al., 2024; Wang & Li, 2024; Hamdan et al., 2023), and
deep learning in particular (Yu et al., 2022; Liao et al., 2020),
in this domain.

2.1. Foundation Models

The term foundation model was introduced in the context
of LLMs (Bommasani et al., 2021), i.e., models trained on
large quantities of textual data. Multimodal foundation mod-
els that combine data from different modalities have also
been introduced. The most popular such models combine
text with images (Alayrac et al., 2022; Chen et al., 2025;
Dai et al., 2024; Team et al., 2024; OpenAl, 2024).

Recently, significant effort has been dedicated to creating
foundation models outside of the traditional textual, visual,
or audio domains. Examples of this are foundation models
for signals from wearable devices (Narayanswamy et al.,
2025; Abbaspourazad et al., 2024), earth-related signals
(Bodnar et al., 2024), and time-series (Goswami et al., 2024;
Rasul et al., 2024; Shi et al., 2025; Das et al., 2024; Liu
et al., 2024; Ekambaram et al., 2024; Liu et al., 2025).

‘While these models share commonalities to our work, com-
munication data poses unique challenges that are not ad-
dressed in current literature. In particular, prior works focus
on settings with few features and low heterogeneity—unlike
communication systems, as discussed in Section 4.

2.2. LLMs for Communication Systems

With the rise in popularity of LLMs, several works have
focused on introducing them into the context of commu-
nication systems. (Shao et al., 2024) presents the chal-
lenges that need to be addressed to make existing pre-trained
LLMs able to understand data from communication sys-
tem. (Nikbakht et al., 2024) introduce a dataset contain-
ing numerous technical documents that can be used to in-
troduce knowledge related to communication systems to
LLMs. Finally, (Piovesan et al., 2024) shows that “small”
language models enhanced with Retrieval-Augmented Gen-
eration (RAG) (Lewis et al., 2020) approaches can already
understand communications data, and (Bornea et al., 2024)
further improve the RAG procedure for specialized tech-

nical documents. These works aim to enrich LLMs with
communication-related knowledge but do not operate on
low-level data. In contrast, our model directly processes raw,
heterogeneously structured communication data to perform
effective feature estimation, without relying on external
knowledge sources such as natural language.

3. Communication System Model and
Simulator

In this section, we describe the communication system
model and the simulated data used to train the foundation
model.

3.1. Communication System Model

We consider a multiple-input multiple-output (MIMO) or-
thogonal frequency-division multiplexing (OFDM) system
of Np transmit (Tx) antennas, N receive (Rx) antennas,
K subcarriers per OFDM symbol with subcarrier spacing
fsc Hz, and L OFDM symbols per slot. We restrict our atten-
tion to channel state information (CSI) acquisition, which is
an important subsystem of wireless communications. For
CSI acquisition, the transmitter sends pilot signals to the
receiver. The receiver estimates the CSI and then reports to
the transmitter.

The input—output in the frequency domain are related as
ylk;l,n] = Hlk, I, n}x[k, 1, n] + z[k, I, n],

where y[k,[,n] € CV is the Rx signal vector at subcarrier
k and symbol [ in slot n, x[k,1,n] € CNT is the Tx signal
vector, H[k,[,n] € CNrXNT ig the channel matrix drawn
from a wide-sense stationary random process of mean zero
and unit power per entry, and z[k,l,n] € CN® is the ad-
ditive noise independent of H. We assume {z[k, [, n]} are
independent and identically distributed (i.i.d.) circularly-
symmetric complex Gaussian CA/(0, C,), where 0 denotes
an all-zero vector and C, denotes the noise covariance ma-
trix. For data transmission, each modulated symbol vector
s € A is precoded by W (z) € Wi € CNT*E where A
is the set of constellation points, R denotes the rank (number
of layers), and Wk, is the codebook of rank R known by the
transmitter and the receiver. We assume that E[||s||?] = P
and |W (g)||% = 1 forall R, where ||-|| » denotes the Frobe-
nius norm. We assume that the same precoder is applied to
all subcarriers and symbols within a slot. Then, we have
x[k,l,n] = W (g)[n]s[k,l,n] and thus the input—output
relation can be expanded as

Y[k'vlan] = H[ka lvn}W(R) [n]s[k,l,n] + Z[k’,l,’ﬂ].

We divide the K subcarriers into B subcarrier groups of
size M, so that K = BM. Denote P = {(Mm,l) : m €



Towards a Foundation Model for Communication Systems

{1,---,B},l € S}, where S denotes the set of symbols
with pilots. The performance of CSI acquisition can be
assessed by spectral efficiency defined as

G(R.W(r) = i gy ep log det (Cn + PH[k, W 5y W5 HY [k, l]) ,

which follows the capacity of MIMO channel with CSI
at receiver (see e.g., Section 8.2.1 of (Tse & Viswanath,
2005)).

To measure the channel matrices {H[k,[]}, we transmit
pilots following a comb-type structure: For each Tx antenna
j, we set x[Mm + j,l,n] = \/Isej, where [ € S and
e; denotes the standard unit vector with one on the j-th
position and zero otherwise. Besides, the noise covariance
C,, needs to be estimated, so we set x[M'm+ 7,1, n] = 0 for
j=Np+1,--- ,Np + Nz and assume Ny = M — Np.

The receiver needs to determine (R, W g)) from the re-
ceived signals at pilot subcarriers, also known as channel
frequency response (CFR): For j € {1,--- , Nr},
h;[m, 1,n] £ y[Mm + j,1,n]
= \/ﬁhj[Mm +j,0,n] +z[Mm+ j,1,n],

where h; is the column j of H, and for k € {1,--- , BNz},

alk,l,n]) 2 2[M|(k —1)/Nz| + ((k — 1) mod Nz) +1,1,n].

To simplify notation, we assume per-slot operation and
hence omit the slot index n in the remainder of this sec-
tion.

3.1.1. NOISE COVARIANCE ESTIMATION
The noise covariance can be estimated by

BNz

C, = BNZ|S|ZZ zlk, 1)z

k=1 leS

The average noise power at Rx antenna ¢ is denoted as
A
2 = [Cn}n

3.1.2. SIGNAL POWER ESTIMATION

The signal power P can be estimated as

P= NTB|S|NRZZZHh mlH *724

j=1m=11eS8

It is desirable to perform channel denoising before deter-
mining the rank and precoder. We perform robust channel
estimation by assuming the power delay profile and the
Doppler spectrum are both of rectangular shape (Li et al.,
1998).

3.1.3. DELAY PROFILE ESTIMATION

For robust channel estimation in frequency domain, we
assume that any two channel gains separated by A pilots in
the same OFDM symbol, say sy, and h gy o, satisfy
that

Elhp),mt+ah{s) m]

VER(p) m+aPIE[A),m]?]

2 UAM fu sin(mlAM f.)
TlAM foe

where 1 and ¢ are the center and the length of the delay
profile, respectively. The center and the length are estimated
by the following procedure: For the tuple of Tx antenna j,
Rx antenna ¢, and symbol [, we collect its associated CFR
into a vector ﬁ( # i, 7,1] and transform the CFR into the

=€

channel impulse response (CIR) fl(t) [i, 4,1] through inverse
discrete Fourier transform (IDFT) after zero padding to size
Nggr, which is the smallest power of 2 larger than K. The
noisy delay profile p(; [i] at Rx antenna 4 is then calculated

as
bl =5, |S\Zz‘h [0 ‘ '

j=11eS8

Only the tap(s) with power larger than 3562 are consid-
ered as including the desired signal. Denote D[i] =
{n| [Beli] ], >367,0 <n < Nger}. Then, the starting
and ending positions of the delay profile (7istart[¢], eenal?])
are found as the pair that covers D[i] with the minimum
length, considering invariance under circular shift. Finally,

we have
AT 1 ﬁstan[i} + ﬁend [Z}
'LLM B MfscNFFT < 2 > ’
A 1
K[Z} == m(ﬁstart[z] nend[ ] + 1)

and the estimated correlation matrix f{f,robust with

[Rf,robust} miy,mo

—ma)M fi) '
- m2)Mfsc

—j2miafi] (m1—ma) M fie sin(w[i] (m

wl[i](m

=€

arg maxy, [Py [{]]n
M fsc Nrpr

. Following the above procedure, for

In case that D[i] is empty, we set ji[i] =
and ([i] = 75—
each Rx antenna ¢, the genie center p[¢] and the genie length
£[4] for the noiseless delay profile p(y)[i] can be calculated.
With an abuse of notation, we denote by Ry robust[¢] the genie
robust frequency correlation matrix.

3.1.4. DOPPLER SPECTRUM ESTIMATION

For robust channel estimation in time domain, we assume
that any two channel gains h;);, and h(;),;, of the same
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subcarrier in symbol /; and [, respectively, satisfy that

E[h(t)7llh>(kt)7l2] sin(rw(ly — Io)T
VElIh@).1 PE[R) 1, 7] Tw(ly — )T

where w is the width of the Doppler spectrum and 7' is the
OFDM symbol duration. For the tuple of Tx antenna j, Rx
antenna ¢, and subcarrier group m, we collect its associated
received signals into a vector fl(t) [¢, 4, m]. Then, the time
covariance matrix of Rx antenna ¢ can be estimated as

1 Nr B B -
NrB 0 hli g mlhf) [i, 5, m] =671

j=1m=1

Ctime ['L] =

The corresponding estimated time correlation matrix is de-
noted by Riime [¢], which can be calculated from the entries
of Clime by rij = cij/\/Ciicj;- Then, the width w can be
found by

’lD[Z] = arg min ||Rt,r0bust(w) - ]:_A{time [Z] ||%‘7
w

where
sin(mw(ly — I)T
R us =T N7
[ t,robi t(w)]lhb ﬂ'w(ll — 12)T
Denote Rt,mbust[i] = Ry obust(W[i]) the estimated robust

time correlation matrix of Rx antenna i. The genie
time covariance matrix Ciime[?] is calculated by replacing
hy[i, j,m] and 67 by h)[i, j, m] and 0, respectively. Fol-
lowing the above procedure, the genie width w[i] and the
genie time correlation matrix Ryme[¢] can be calculated. We
denote by Ry obust[t] = Rirobust(w/[¢]) the genie robust time
correlation matrix.

Once we have f{f,mbust [i] and f{t,robust [i], the robust channel
estimation is performed as follows: For Rx antenna ¢ and
Tx antenna j,

[ﬁf [ l]] les

52 R -1
o | Rro us ) h .7 ‘7l )
L Ralil) [l ],

= Rl

where Riopust [Z] = &,robusl [Z] @ Rerobust M» ® is the Kro-
necker product, and [hy (4, j,)];es denotes the concatena-
tion of CFRs h[i, j,] foralllin S.

3.1.5. PRECODER SELECTION

We denote by H[m, [] the estimated channel matrix of sub-
carrier group m and symbol /. The average whitened spatial
covariance matrix is given by

B
, 1 .- 1
Cs = B3| E E H" [m,l]C, H[m,I].

m=11eS
For each rank R, the precoder W( R) is selected as

VV(R) = a‘s‘gerlx/lvax log det (IR + WHCSW) .
R

3.1.6. RANK SELECTION

The reported rank R s selected as

R= argmax logdet (IR + VAV(I}%)CSVAV(R)) .
Re{l,-- ,Ngr}

3.2. Dataset

We use the open-source SIONNA package (Hoydis et al.,
2022), together with the system model described in this
section, to generate the dataset. At each time step n, cor-
responding to a slot, we record a selected set of diverse
features to conduct proof-of-concept experiments. The fea-
tures are listed in Table 1.

Table 1. Selected features

Feature Description

Channel type (categorical)
KeZ*

Cn € CNrXNr

Rf, robust € CBXB

Clime € C\S\X\S\

Ryjme € CISIXISI

The type of SIONNA channel (UMi, UMa, RMa)
Number of subcarriers per OFDM symbol
Estimated noise covariance matrix

Estimated frequency correlation matrix
Estimated time covariance matrix

Estimated time correlation matrix

il eR Estimated center and length of delay profile
we Rt Estimated width of Doppler spectrum

W gy € CNT xR Selected precoder of rank R

ReZ* Selected transmission rank

G eRt Estimated Spectral Efficiency

The symbol duration and cyclic prefix length follow the
fifth generation (5G) New Radio (NR) numerology (3GPP,
2018). Specifically, we use a normal cyclic prefix. In NR,
a slot consists of 14 OFDM symbols, hence L = 14. The
configurations used to generate the dataset is listed in Ta-
ble 2, wherein SNR is randomly drawn following uniform
distribution. To reduce implementation complexity, the pa-
rameters related to (w, fi, i) are selected from predefined
candidate sets.

Table 2. Dataset configuration

Parameter Values

Channel type UMi, UMa, RMa

(Center frequency, subcarrier spacing) (Hz) | (2.6G, 15k), (3.5G, 30k)

SNR (dB) [0, 30]

Receiver speed (km/h) 3, 10, 30, 60, 90

(N7, Ng) (4,1),(4,2),4,4),8,1),8,2),8,4)
Number of subcarrier group (B) 25,50, 75, 100

Size of subcarrier group (M) 12,24, 48

Set of pilot symbols (S) {2,8},{2,6, 10}, {4,8, 12}, {2,5,8, 11}

Considering all possible combinations for the values in Ta-
ble 2, there is a total of 86403 unique simulation settings. As
generating data for all configurations would be intractable,
we randomly select a subset of 29000 configurations. For
each selected configuration we run the simulation 8 times,
each time with a different SNR (sampled randomly with
uniform distribution from the range specified in the above
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table) for 100 slots. Each simulation uses a unique random
seed. We then divide the obtained data into 5-slot sequences,
each one representing one datapoint to be used as input for
our model.

4. Methodology

The setting of communication systems presents several chal-
lenges that hinder the development of a foundation model.
These systems are inherently complex and involve a large
number of interdependent variables. Factors such as the
choice of modulation, channel conditions (e.g., signal-to-
noise ratio, multipath propagation, Doppler shift, fading),
and the internal states of components like transmitters and
receivers all influence system behavior. Moreover, the data
in communication systems is highly heterogeneous. Some
variables vary across consecutive transmissions over the
same channel, while others remain constant for a given
channel but change across different channels. Variables can
be categorical, scalar, vector, or matrix-valued; their dimen-
sionality may vary with system configuration, and they may
belong to either the real or complex domain.

These characteristics require a foundation model for com-
munication systems to reason over and capture relationships
among a large number of diverse and heterogeneous vari-
ables. In the remainder of this section, we present our
methodology for training such a model, covering data pre-
processing, model design, and pre-training strategy.

Pre-processing Two important aspects must be consid-
ered. The first is that for multi-dimensional features, the
model must handle varying dimensionality depending on
the current system settings. Since neural networks require
fixed input sizes, we identify the maximum dimensional-
ity for each feature and apply zero-padding to those with
smaller dimensions. Padding masks are then introduced in
the neural network computations to ensure that the model
ignores the padded values.

The second aspect is that different features have different
magnitudes, which can further vary significantly depend-
ing on the system configuration. We adopt a normalization
strategy tailored to the properties of each feature. Scalar
features are normalized using global statistics—specifically,
we compute the mean and standard deviation over the train-
ing set and use them for normalization. Matrix and vector
features are handled individually: we either normalize them
by computing statistics across the input sequence or leave
them unchanged (e.g., correlation matrices, which are al-
ready normalized). For the features that require padding,
the normalization statistics are computed on the unpadded
elements (and the normalization is applied only on those
elements).

Tokenization Given the heterogeneity of the features in
our data, we divide them into four categories: scalars, vec-
tors, matrices, and categorical. We design a tokenization
method for each category as follows:

* Scalars: we use Fourier encodings: Tok(z) =
2rx

[cos 5, sin 2;—7”] for 0 < i < D/2, where the \; are
logarithmically spaced values taken from an interval
[Amins Amax)» chosen based on the scale and variability
of the feature.

* Vectors: given a vector x € R?, we apply a learnable
linear transformation Wz, where W € RP x4,

* Matrices: following the approach from ViT (Dosovit-
skiyet et al., 2021), we divide a matrix X € R xd2
into “patches”: {XJ(-p) € RPrxP2 4 = 1,... 2z},
where p; and ps are patch sizes, and z = (d1/p1) -
(da2/p2) is the number of patches. Each patch is then
flattened into a vector of size p = p; - p2 and trans-
formed using a linear map W € RP*?, A matrix is
thus converted into z tokens, providing finer granu-
larity to encode its structure. We define patch sizes
using a simple heuristic: we choose the size such that
the number of tokens per matrix is at most 64, with a
minimum patch size of 8 x 8. Alternatively, the patch
size could be treated as a tunable hyperparameter, but
we avoid this extra cost as our heuristic performs well
in our experiments.

+ Categorical: we assign a learnable vector V € R to
each category.

To handle complex-valued features, we first normalize and
pad them as needed, and then convert them into two-channel
vectors or matrices by stacking the real and imaginary parts.

Transformer Model For the base architecture of the trans-
former, we follow the LLlama model (Grattafiori et al., 2024),
as adopted by several state-of-the-art open-source models.

Typically, transformer-based foundation models receive a
single quantity (and thus a single token) per each element of
the input sequence. In our case, however, we have multiple
features—and hence multiple tokens—at each slot in the
input sequence. We assign the same positional embedding
to the tokens for all features within the same slot. This
setup, however, means that the model cannot, by default,
distinguish tokens corresponding to the same feature across
different slots, as it has no information about which token,
within those for a given slot, is related to which feature. To
address this, we introduce a feature embedding: a learnable
vector associated with each input feature, which is concate-
nated to the corresponding token to let the model recognize
instances of the same feature across slots.
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Figure 1. Scheme of our foundation model for communications data and the pre-training procedure. Tokens for each feature are
first added to a positional embedding; features at the same input slot receive the same positional embedding (indicated by the color of
the arrows). A feature embedding is then concatenated (&); the tokens for the same feature at different slots receive the same feature
embedding. The transformer processes these tokens and outputs a representation for each input. During pre-training, a subset of input
features is masked (denoted as “M”). The output representations corresponding to the masked inputs are decoded into the original feature
space, and a reconstruction loss is computed. The model is trained to minimize this loss.

Once the tokens have been processed by the transformer,
we obtain an embedding vector for each input token. To
compute the loss for a given feature, we need to decode
the embedding vector(s) back into the original space of that
feature. We design the decoding mechanism to follow an
“inverse” process to the one used for tokenization:

* Scalars: a learnable vector U € R maps the hid-
den representation to a scalar

* Vectors: a learnable matrix @ € R?*? maps the hid-
den representation to the original dimensionality

* Matrices: the token for each patch is mapped back
to its original dimensionality with a learnable linear
transformation E € RP*"P2*D_ The patches are then
reshaped into a matrix in RP**P2 and concatenated
back into the original shape for the feature

* Categorical: a learnable matrix R € R"<*P maps
the hidden representation to a 1-hot encoding of the
category

The learnable components of the decoding mechanism are
intentionally kept simple to encourage the model to capture
complexity within the representations themselves, rather
than in the decoding functions.

Pre-Training Procedure Our goal is to enable the foun-
dation model to learn relationships between features. To
this end, we adopt a self-supervised approach (requiring no
annotations) based on masked token prediction, similar to
the pretraining strategy used in language models such as
BERT (Devlin et al., 2019). While training using random
masking is common in language models, communication
data requires more care. At each position in the input se-
quence, multiple features are present, and some features are
not predictable from others. Naively masking such features
can introduce instability during training.

To address this, we identify a subset of five farger features
from Table 1—namely, the transmission rank, selected pre-
coder, Doppler spectrum, center and length of the delay
profile. These are features that can be estimated from the
remaining ones, as discussed in Section 3. Pretraining is
then performed by randomly masking a subset of the tar-
get features at each slot in the input sequence and training
the model to predict them. An overview of the model and
pre-training procedure is provided in Figure 1.

S. Experiments

The evaluation of our foundation model focuses on demon-
strating its effectiveness in understanding communication
systems data and its ability to perform estimation tasks.
Specifically, we consider two scenarios:
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1. Forecasting. The model is tasked with estimating the
value of a given feature in the next slot.

2. Interpolation. We randomly mask the values of a fea-
ture at certain slots in the input sequence, and the model
is tasked with estimating the values of the masked fea-
ture. In more detail, we perform one evaluation run for
each feature. During each run, for each batch, a slot of
the input sequence is selected randomly (with uniform
distribution), and the selected feature is masked for
that slot.

5.1. Experimental Setting

Data. We generate 1 million datapoints using the simulator
described in Section 3.2. The data is then randomly split
into training, validation, and test sets, containing 80%, 10%,
and 10% of the data, respectively.

Foundation Model Evaluation Procedure. As described
above, we evaluate the model by measuring its ability to
estimate missing values for features of interest through the
tasks of forecasting and interpolation. The features used
in these tasks are the target features defined in Section 4:
transmission rank, selected precoder, Doppler spread, center
and length of the delay profile.

Hyperparameters. We use the validation set to tune the
hyperparameters of our model. Specifically, we perform
a grid search over learning rate, learning rate scheduling,
token dimension, number of layers, and number of attention
heads. We provide the values used for the hyperparameter
tuning procedure in Table 3.

Table 3. Values for hyperparameter tuning procedure.

Values

1074,1075,1076
None, Step, Cosine Annealing

Feature

Learning Rate
Learning Rate Schedule

Token Dimension 128, 256, 512
Number of Layers 8,12, 16
Number of Attention Heads 4,8, 16, 32

The final hyperparameter values used for our experiments
are shown in Table 4. During pre-training, we randomly
(with uniform distribution) mask one target feature at each
input slot. We use a batch size of 256, a learning rate of
1076, and no learning rate schedule for all model and dataset
sizes.

Computational Resources. For data generation we found
that it takes 0.5 seconds to generate a single slot. We paral-
lelize the data generation over multiple Intel Xeon Platinum
processing nodes. For training our largest model, we use
2x NVIDIA A6000 GPUs.

Table 4. Parameters and dimensions for different model sizes used
in our experiments.

Model | #layers #head tokendim hidden dim
M 6 6 387 1548
30M 32 18 387 1548
100M | 75 24 429 1716

5.2. Results

Table 5 presents the results for the forecasting and inter-
polation tasks. The model achieves consistently low mean
squared error (MSE) across all five target features, demon-
strating its ability to capture dependencies in the commu-
nication data. Since all features are normalized prior to
training, the reported MSE values are computed on stan-
dardized scales and can be interpreted as percentage errors.
As expected, interpolation performs slightly better than fore-
casting, as it estimates missing features using other available
features within the same slot, while forecasting requires pre-
dicting feature values at future slots.

Table 5. Estimation Error (MSE) for the forecasting and inter-
polation tasks on five key features: center of the delay profile
(fv), length of the delay profile @), Doppler spectrum width (),
transmission rank (f%), and selected precoder (VV).

i, w , R

A R, W
Forecasting 0.019 1 0.021 + 0.077 ' 0.129 1 0.101
Interpolation | 0.019 ' 0.020 ' 0.054 ' 0.128 ' 0.100

=@= 5M Parameters
30M Parameters
== 100M Parameters
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Figure 2. Scaling behaviour vs. data generation compute. Each
curve shows the test loss for a model of a given size (5M, 30M, or
100M parameters) as a function of compute used for data genera-
tion.

Among the features, Doppler spectrum width () and delay
profile parameters (ji, f), which are all scalar-valued, are
estimated with the highest accuracy. In contrast, transmis-
sion rank (R) and especially the selected precoder (W)—a
matrix-valued feature with variable dimensionality—exhibit
higher errors. This reflects the increased difficulty of model-
ing high-dimensional, structured, and variable-size features.
These observations are consistent with the challenges dis-
cussed in Section IV and highlight the model’s ability to
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generalize across diverse modalities in communication sys-
tems data.

5.3. Scaling Behaviour.

We carried out experiments to study how model performance
scales with compute, measured in floating point operations
(FLOPs) allocated to data generation and training. Specif-
ically, we trained foundation models of three sizes (5M,
30M, and 100M parameters) on datasets of varying sizes
(109, 5-106, and 107 training examples). These datasets are
obtained by randomly subsampling the training set used for
the estimation experiments. Each configuration was trained
for up to 20 epochs.

Figure 2 shows how the test loss (sum of the losses for
the target features) varies with compute allocated to data
generation, which determines dataset size. Figure 3 shows
test loss as a function of training compute, which controls
the number of model updates. Performance improves with
both model and dataset size, especially when scaled together.
These trends are consistent with known scaling behaviour
observed in other domains. Larger models benefit more
from extended training. The results highlight the importance
of co-scaling model size, data, and training budget to fully
realize performance gains.

=@= 5M Parameters
30M Parameters
== 100M Parameters

10 Ts
FLOPS for Model Training le1s

Figure 3. Scaling behaviour vs. training compute. Each curve
shows the test loss for models of a given size (SM, 30M, 100M) as
a function of compute used for training.

6. Conclusion

In this work, we laid the groundwork for a foundation model
for communication systems. We discussed and addressed
the unique challenges involved in designing such a model,
developed a simulation system to generate training data, and
demonstrated the model’s ability to perform forecasting and
interpolation across several key features.

Future work will focus on scaling up both the dataset and
model size, and incorporating additional features. We will
release our data generation pipeline and model upon accep-
tance of this paper, with the hope that this work serves as
a first step in this paradigm shift. We aim to support the

community’s progress toward building datasets, models, and
benchmarks that advance the development of effective foun-
dation models for communication systems, with potential
applications in 6G.

Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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