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Abstract

Given a composite image, image harmonization aims
to adjust the foreground to make it compatible with the
background. High-resolution image harmonization is in
high demand, but still remains unexplored. Conventional
image harmonization methods learn global RGB-to-RGB
transformation which could effortlessly scale to high reso-
lution, but ignore diverse local context. Recent deep learn-
ing methods learn the dense pixel-to-pixel transformation
which could generate harmonious outputs, but are highly
constrained in low resolution. In this work, we propose a
high-resolution image harmonization network with Collab-
orative Dual Transformation (CDTNet) to combine pixel-
to-pixel transformation and RGB-to-RGB transformation
coherently in an end-to-end network. Our CDTNet con-
sists of a low-resolution generator for pixel-to-pixel trans-
formation, a color mapping module for RGB-to-RGB trans-
formation, and a refinement module to take advantage of
both. Extensive experiments on high-resolution bench-
mark dataset and our created high-resolution real compos-
ite images demonstrate that our CDTNet strikes a good
balance between efficiency and effectiveness. Our used
datasets can be found in https://github.com/bcmi/CDTNet-
High-Resolution-Image-Harmonization.

1. Introduction

Image composition [26] combines foreground and back-
ground from different images into a composite image. The
quality of composite image may be degraded by the appear-
ance (e.g., tone, illumination) inconsistency between fore-
ground and background. To address this issue, image har-
monization adjusts the foreground appearance to make it
compatible with the background. Deep image harmoniza-
tion methods [7, 8, 15, 24, 31, 34] have achieved remarkable
progress by learning the dense pixel-to-pixel transformation
between composite images and ground-truth harmonized
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images. However, they only performed low-resolution (e.g.,
256 × 256) image harmonization, and a naı̈ve upsampling
can merely lead to a large yet blurry output (see Figure 1a).

Though directly training with high-resolution images
could seemingly address this issue, the computational cost
is very expensive. For example, it will cost more than 950G
FLOPs (floating point operations) and more than 20 GB
memory for [31] to harmonize a 2048×2048 composite im-
age. Besides, the high-resolution network may be weak in
capturing long-range dependencies due to local convolution
operations [36] (see Section 4.3 and the Supplementary).

Prior to deep image harmonization, conventional har-
monization methods [21, 29, 32, 38, 42] mainly used hand-
crafted statistical features (e.g., illumination, color tempera-
ture, contrast, saturation) to determine color-to-color trans-
formation for foreground adjustment. Color-to-color trans-
formation could be achieved in different color spaces, and
we narrow the scope to RGB-to-RGB transformation in this
work. RGB-to-RGB transformation is a global transforma-
tion of color values. Therefore, it is barely constrained by
the number of pixels and could effortlessly scale to high
resolution. However, global transformation disregards the
local context for each pixel, prone to generate harmoniza-
tion results with local inharmony.

Our key insight for high-resolution image harmonization
is to combine the advantages of both pixel-to-pixel trans-
formation and RGB-to-RGB transformation. We name our
high-resolution image harmonization network with Collab-
orative Dual Transformations (CDT) as CDTNet. CDT-
Net consists of a low-resolution generator for pixel-to-pixel
transformation, a color mapping module for RGB-to-RGB
transformation, and a refinement module to combine the
best of two worlds. The low-resolution generator is a U-
Net [30] structure which takes in a low-resolution compos-
ite image and outputs a low-resolution harmonized result.
Meanwhile, the encoder feature is used to learn RGB-to-
RGB transformation, unlike previous hand-crafted methods
[29, 32]. Specifically, we learn several basis lookup tables
(LUTs) [10–12, 37] shared by all images and a weight pre-
dictor based on the encoder feature to predict image-specific
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(a) pixel-to-pixel transformation. (b) RGB-to-RGB transformation. (c) collaborative dual transformations.

Figure 1. In (a), deep harmonization network [31] learns dense transformation for each individual pixel and outputs low-resolution harmo-
nious results, which would be blurry if upsampled. In (b), a 3D lookup table (LUT) in our method learns global color transformation and
outputs high-resolution results without considering local context, which might lead to inharmonious local regions. In (c), our full method
combines two transformations to achieve the most plausible results. Best viewed by zooming in.

combination coefficients. RGB-to-RGB transformation is
performed on high-resolution composite images using the
combined LUT. With the RGB-to-RGB result as guidance,
the refinement module utilizes both the harmonized result
and decoder feature map from the low-resolution generator
to compensate for fine-grained local information.

Considering the efficiency of CDTNet, pixel-to-pixel
transformation only operates on low-resolution inputs and
the refinement module is light-weighted, so the memory
cost and computational cost are well-suppressed. Consid-
ering the effectiveness of CDTNet, RGB-to-RGB transfor-
mation could provide a holistic understanding of the whole
image and the sharp edges of the transformed image, while
pixel-to-pixel transformation could provide fine-grained lo-
cal information. As shown in Figure 1b, RGB-to-RGB
transformation can obtain a globally reasonable tone and
illumination. However, it may produce inharmonious local
regions (i.e., the left and right borders of the foreground
building) without considering local context. In contrast,
our CDTNet can yield visually plausible and harmonious
results of high resolution (see Figure 1c). Our contributions
could be summarized as follows:

• To the best of our knowledge, this is the first work fo-
cusing on high-resolution image harmonization.

• We are the first to achieve deep learning based color-
to-color transformation for image harmonization.

• We unify pixel-to-pixel transformation and color-to-
color transformation coherently in an end-to-end net-
work named CDTNet.

• Extensive experiments demonstrate that our CDTNet
achieves state-of-the-art results with less resource con-
sumption.

2. Related Works

2.1. Image Harmonization

Traditional image harmonization methods [6,18,21,27–
29, 32, 33, 38, 42] mainly leveraged color-to-color transfor-
mation to match the visual appearance, which could be fur-
ther divided into non-linear transformations [32,38] and lin-
ear transformations [21, 29, 42]. [32, 38] proposed to match
the pyramid histograms or histogram zones to address the
appearance inconsistency. [21,29,42] applied a simple color
adjustment to modify the foreground distribution by shifting
and scaling the color values.

Recently, deep image harmonization methods [8, 9, 14,
19, 24] focused on learning dense pixel-to-pixel transfor-
mation from deep learning networks. [31, 34] both lever-
aged auxiliary semantic features to improve the basic im-
age harmonization network. [8] introduced a domain veri-
fication discriminator pulling close the foreground domain
and background domain. [9, 17] explored various atten-
tion mechanisms for image harmonization. [7, 24] explic-
itly used background domain/style to guide the foreground
harmonization. [15] harmonized composite images by har-
monizing reflectance and illumination separately. Different
from existing methods, we focus on high-resolution image
harmonization. Besides, instead of using only one type of
transformation, we combine the complementary RGB-to-
RGB transformation and pixel-to-pixel transformation into
an end-to-end architecture.

2.2. High-Resolution Image-to-Image Translation

To the best of our knowledge, there are no previous
works focusing on high-resolution image harmonization,
but high-resolution image-to-image translation has been
studied in many other fields like image segmentation [5,22],
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image inpainting [39], image matting [40], style transfer
[2, 23], and image synthesis [4, 25, 35]. Recent works
could be mainly divided into three groups. The first group
is placing a low-resolution generator embedded in a high-
resolution generator. To name a few, [35] pioneered the
embedded scheme and extended the pix2pix to pix2pixHD
to adapt to high-resolution applications. A slew of works
followed this line and proposed Progressive GAN [20] and
its variants [1, 16]. [4] employed a cascade of refinement
modules to scale to high resolution. The second group is to
stitch/merge low-resolution outputs. [40] cropped the high-
resolution image into patches and processed each patch with
cross-patch consistency. [2] shifted and downsampled the
high-resolution image into multiple low-resolution images
for separate processing. The third group leveraged deep
learning techniques to predict color transformation [13,41],
which is not constrained by the image resolution. Inspired
by the third group of methods, this work is a pioneer in ap-
plying deep color-to-color transformation to image harmo-
nization. Besides, collaborating with a low-resolution deep
image harmonization network (i.e., pixel-to-pixel transfor-
mation) and a refinement module, our network can produce
better high-resolution harmonization results with limited re-
sources.

3. Our Method

We propose a novel network, CDTNet, to reduce the
computational burden and simultaneously maintain the har-
monization performance. The pipeline of our CDTNet is
shown in Figure 2. Given a high-resolution composite
image Ĩhr ∈ RH×W×3 and foreground mask Mhr, im-
age harmonization aims to obtain the harmonized result
Îhr ∈ RH×W×3. We first downsample (Ĩhr, Mhr) to h×w
(e.g., h = w = 256) to obtain low-resolution (Ĩlr,Mlr).
Our network contains three parts: a low-resolution gener-
ator, a color mapping module, and a light-weighted refine-
ment module. The low-resolution image harmonization net-
work is a U-Net-like architecture with encoder E and de-
coder D, which takes in the low-resolution (Ĩlr,Mlr) and
outputs low-resolution result Îlrpix. The RGB-to-RGB trans-
formation is built upon several basis transformations (i.e.,
LUTs) {Φn}n=1,...,N and a weight predictor. The weight
predictor takes the bottleneck feature map Fenc extracted
from E as input to predict the combination coefficients of
basis transformations. After applying combined transfor-
mation, we could get a high-resolution output Îhrrgb. Then,
the upsampled Îlrpix, the high-resolution output Îhrrgb, the last
decoder feature map Fdec from low-resolution generator,
together with foreground mask Mhr are passed through re-
finement module R to obtain a better harmonization output
Îhr, which is expected to be close to the high-resolution
ground-truth image Ihr.

3.1. Pixel-to-Pixel Transformation

Dense pixel-to-pixel transformation has been widely ex-
plored by recent deep image harmonization methods. Pixel-
to-pixel transformation is adept at adjusting each fore-
ground pixel according to its local context, which could
hardly be achieved by RGB-to-RGB transformation. To re-
duce the computational complexity and memory burden, we
propose to leverage the deep image harmonization network
with downsampled resolution.

The low-resolution harmonization network could be re-
alized by any generator with an encoder-decoder structure.
Recently in [31], they propose to apply an image blend-
ing layer to the last decoder feature map Fdec to obtain the
harmonized foreground and the soft attention mask. Then
the final output of the encoder-decoder network is obtained
by blending harmonized foreground and input composite
background using the soft attention mask. They also pro-
pose a blending layer equipped generator named iS2AM.
Considering the simple structure and competitive perfor-
mance of iS2AM, we adopt it as the low-resolution gen-
erator responsible for our pixel-to-pixel transformation. As
shown in Figure 2, the low-resolution composite image and
mask (Ĩlr,Mlr) are concatenated channel-wisely. After
passing the input through the generator (with encoder E
and decoder D), we enforce the harmonized output Îlrpix =

D(E(Ĩlr,Mlr)) to be close to the downsampled ground-
truth real image Ilr ∈ Rh×w×3 by minimizing the recon-
struction loss Lpix = ‖Îlrpix − Ilr‖1.

3.2. RGB-to-RGB Transformation

The simple hand-crafted features used in traditional im-
age harmonization methods have been proven insufficient
to acquire appealing harmonization results [8]. To enable
expressive and flexible RGB-to-RGB transformation, we
jointly learn a few basis non-linear transformations and a
weight predictor to predict the combination coefficient for
each transformation.

For basis transformation, we employ lookup tables
(LUTs) due to their simplicity and expressiveness. LUT re-
places expensive input/output operation with a simple array
indexing operation, and it has been employed to transform
input color value to desired output color value in many im-
age processing methods [10–12,37,41]. As we expect joint
control on the RGB values (3 channels as a whole) instead
of a single channel, our used LUT could be regarded as a
3-dimensional grid that defines a conversion matrix in RGB
space. As shown in Figure 1b, the RGB-to-RGB transfor-
mation using LUT could be achieved by two steps. First,
given input RGB values (r, g, b), we look up its 3D coor-
dinates in LUT. Then trilinear interpolation is performed
based on its eight nearest surrounding elements to calcu-
late the output RGB values (r′, g′, b′) without sacrificing
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Figure 2. The illustration of our CDTNet for high-resolution image harmonization, which takes in (Ĩhr,Mhr) and outputs Îhr . CDTNet
contains a low-resolution generator (encoder E and decoder D) for pixel-to-pixel transformation, a color mapping module (basis LUTs
and weight predictor) for RGB-to-RGB transformation, and a refinement module R.

the continuity of the RGB values. Since the interpolation
only introduces a small amount of computation, the combi-
nation of these two steps is still computationally efficient.

Different LUTs could have different output colors, so
we employ a set of N learnable LUTs {Φn}n=1,...,N as
the basis transformations to cover the color transformation
space between inconsistent foreground and background re-
gions. Once learned, the basis LUTs are universal for all im-
ages. Then, inspired by [41], we employ a weight predictor
responsible for image-specific transformation by predict-
ing image-specific combination coefficients. Our weight
predictor is built upon the bottleneck feature map in low-
resolution harmonization network for the following reasons.
Firstly, deep network has a strong capability of capturing
the context of input images. Thus the extracted bottleneck
feature map contains rich information that is useful for im-
age harmonization. Secondly, by sharing the encoder, pixel-
to-pixel transformation and RGB-to-RGB transformation
are accommodated under a multi-task learning framework,
in which two tasks can benefit each other.

As shown in Figure 2, the low-resolution generator takes
in low-resolution image and mask, and extracts the bottle-
neck feature map Fenc = E(Ĩlr,Mlr). Since the predicted
coefficients are expected to adjust the foreground accord-
ing to the background, we conjecture that explicitly com-
paring foreground and background features may help learn
better coefficients (see Table 4). In particular, based on
the mask Mlr, we use average pooling to aggregate the
L-dimensional feature vector ff and fb for foreground and
background separately, which are concatenated as a 2L-
dimensional feature vector f . Then, we apply a simple

fully connected layer to f to obtain the image-specific co-
efficients {wn}n=1,...,N , where N is the number of basis
LUTs. For a high-resolution composite image Ĩhr, given
N learnable LUTs {Φn}n=1,...,N and combination coeffi-
cients, its harmonization output of RGB-to-RGB transfor-
mation is obtained as

Îhrrgb = (

N∑
n=1

wnΦn)(Ĩhr). (1)

Note that in RGB-to-RGB transformation, the background
also remains the same after harmonization. To enforce the
high-resolution output to be close to the high-resolution
ground-truth real image Ihr, we employ the reconstruction
loss Lrgb = ‖Îhrrgb − Ihr‖1.

3.3. Light-weighted Refinement

After RGB-to-RGB transformation and pixel-to-pixel
transformation, we can obtain RGB-to-RGB result Îhrrgb ∈
RH×W×3 and pixel-to-pixel result Îlrpix ∈ Rh×w×3. Îhrrgb is
with high-resolution but insufficient local context. Îlrpix is
with low-resolution but rich local context. Hence, they are
complementary with each other. However, naively mixing
Îhrrgb and Îlrpix can only lead to a blurry and unsatisfactory
output, so we design a light-weighted refinement module R
to generate better high-resolution result Îhr ∈ RH×W×3.

Specifically, we first concatenate bilinearly upsampled
Up(Îlrpix) ∈ RH×W×3 and Îhrrgb ∈ RH×W×3 in channels.
As stated in [7], mask is essential for image harmonization
by explicitly indicating the foreground region. Additionally,
the last decoder feature map Fdec accounts for both harmo-
nized foreground and soft attention mask, so we conjecture
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that Fdec contains rich prior knowledge of both harmoniza-
tion and local context. Therefore, we further append the
binary mask Mhr ∈ RH×W×1 and bilinearly upsampled
Up(Fdec) ∈ RH×W×c to the input.

Our refinement module R contains two convolution lay-
ers with kernel 3 and stride 1, each followed by a batch
normalization and an ELU. At the end of R, we also
employ an image blending layer to blend both the high-
resolution harmonized foreground and input composite im-
age Ĩhr. Consequently, the refinement module R receives
the H ×W × (c + 7) input and produces the better refined
high-resolution output Îhr ∈ RH×W×3. We impose the re-
construction loss to enforce the Îhr to be close to the high-
resolution ground-truth real image Ihr, which is denoted by
Lref = ‖Îhr − Ihr‖1.

Therefore, the overall loss function of our CDTNet is

L = Lpix + Lrgb + Lref . (2)

Despite the simple structure of the refinement module,
it performs well in fusing the RGB-to-RGB result and the
pixel-to-pixel result due to the informative input and the
blending layer, which will be validated in Table 4.

4. Experiments

4.1. Dataset Statistics

Existing image harmonization benchmark iHarmony4
[8] is not specially constructed for high-resolution im-
age harmonization. Among four sub-datasets, HCOCO,
HFlickr, and Hday2night are all at a resolution lower than
1024, and only HAdobe5k contains high-resolution images.
Therefore, we conduct experiments on HAdobe5k, which
contains 19437 training and 2160 testing pairs of high-
resolution composite images and real images.

Considering that the composite images in HAdobe5k are
synthesized composite images, we follow [8, 34] and fur-
ther evaluate our model on real composite images. How-
ever, existing 99 real composite images [34,38] are also at a
low resolution. Thus, we collect images from Open Image
Dataset V6 [3] and Flickr 1, and create 100 high-resolution
real composite images with diverse foregrounds and back-
grounds (see the Supplementary).

4.2. Implementation Details

As mentioned in Section 3.1, we adopt iS2AM back-
bone proposed in [31] as the low-resolution generator. In
the color mapping module, f is a 512-dimensional feature
vector with L = 256. The basis transformations con-
tain N = 4 learnable LUTs. We also investigate the im-
pact of using different N in Supplementary. To ensure

1https://www.flickr.com

that color transformation is well-behaved, we clip the trans-
formed RGB value into the range [0, 1]. In the refine-
ment module, the number of input channels is 39 with c =
32. Our network is implemented using Pytorch 1.6.0 and
trained using Adam optimizer with learning rate of 1e−4 on
ubuntu 18.04 LTS operation system, with 64GB memory,
Intel Core i7-8700K CPU, and two GeForce GTX 1080 Ti
GPUs. When conducting experiments on 1024× 1024
(resp., 2048× 2048) resolution, the resolution of low-
resolution generator in our CDTNet is set as 256 (resp.,
512) by default.

We employ four metrics for harmonization performance
evaluation, including MSE, foreground MSE (fMSE),
PSNR, and SSIM, as well as three metrics for efficiency
evaluation, including the average inference time per image,
memory cost, and FLOPs. The average inference time per
image is evaluated on a single NVIDIA GTX 1080 Ti GPU,
and the memory cost and FLOPs are estimated with the net-
work analyzer “torchstat”.

4.3. Comparison with Existing Methods

Since there are no existing methods specifically designed
for high-resolution image harmonization, we compare two
baseline groups. The first group contains five recent low-
resolution image harmonization methods [8, 9, 15, 24, 31].
The second group contains high-resolution image-to-image
translation methods. We select three representative methods
pix2pixHD [35], HiDT [2], and CRN [4] for comparison.
For fairness, we transplant all baselines to high-resolution
image harmonization with the slightest modification of their
officially released code (see the Supplementary). In this
section, we refer to our CDTNet with the resolution of
low-resolution generator being 256 (resp., 512) as CDTNet-
256 (resp., CDTNet-512). Moreover, we build a simplified
variant (sim) of our CDTNet, which has the same training
procedure but only uses deep RGB-to-RGB transformation
during inference.

First, we evaluate the harmonization performance of dif-
ferent methods on 1024 × 1024 resolution. In Table 1, the
performances of HiDT and CRN are poor, probably because
merging multiple shifted low-resolution results may disturb
the pixel values, and generating from repeated refinement
may amplify the artifacts. Since high-resolution image-to-
image translation baselines are not well-designed for image
harmonization task, their overall performance is far from
satisfactory. Among the image harmonization baselines,
iS2AM achieves competitive performance, which coincides
with its superiority at low resolution as reported in [31]
and reveals the reason for employing iS2AM as the low-
resolution generator in our method. However, the high-
resolution network for pixel-to-pixel transformation may
not be good at capturing long-range dependency due to local
convolution operations [36], especially for the images with
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Image
Size

Method MSE↓ PSNR↑ fMSE↓ SSIM↑

1024
×

1024

Composite images 352.05 28.10 2122.37 0.9642
pix2pixHD [35] 63.45 31.64 332.43 0.9135

CRN [4] 90.11 29.77 259.28 0.8225
HiDT [2] 265.32 29.95 1501.93 0.9628

DoveNet [8] 51.00 34.81 312.88 0.9729
S2AM [9] 47.01 35.68 262.39 0.9784

Guo et al. [15] 56.34 34.69 417.33 0.9471
RainNet [24] 42.56 36.61 305.17 0.9844
iS2AM [31] 25.03 38.29 168.85 0.9846

CDTNet-256 (sim) 31.15 37.65 195.93 0.9841
CDTNet-256 21.24 38.77 152.13 0.9868

Image
Size

Method MSE↓ PSNR↑ fMSE↓ SSIM↑

2048
×

2048

Composite images 353.92 28.07 2139.97 0.9631
iS2AM [31] 46.37 36.57 271.59 0.9838

CDTNet-256 (sim) 41.11 37.28 234.06 0.9819
CDTNet-256 29.02 37.66 198.85 0.9845

CDTNet-512 (sim) 38.31 37.05 233.44 0.9828
CDTNet-512 23.35 38.45 159.13 0.9853

Table 1. Quantitative harmonization performance evaluation of different methods. “CDTNet-256/512” means the resolution of the low-
resolution generator is 256× 256/512× 512, and “(sim)” represents the simplified variant with deep RGB-to-RGB transformation only.

Image Size Method
HCOCO HAdobe5k HFlickr Hday2night All

MSE↓ PSNR↑ MSE↓ PSNR↑ MSE↓ PSNR↑ MSE↓ PSNR↑ MSE↓ PSNR↑

256 × 256
iS2AM [31] 16.48 39.16 22.60 37.24 69.67 33.56 40.59 37.72 24.65 37.95
CDTNet-256 16.25 39.15 20.62 38.24 68.61 33.55 36.72 37.95 23.75 38.23

Table 2. Quantitative comparison on low-resolution (256 × 256) image harmonization on iHarmony4 dataset. The resolution of our
low-resolution generator is 256× 256. The performance of iS2AM is tested using the publicly released model from [31].

large foregrounds (e.g., row 1 in Figure 3). The detailed re-
sults on different foreground ratio ranges can be found in the
Supplementary. Our CDTNet-256 outperforms [8,9,15,24]
by a large margin and also beats iS2AM. Even our sim-
plified variant CDTNet-256(sim) outperforms most meth-
ods, which demonstrates the expressiveness of our proposed
deep RGB-to-RGB transformation.

With the observation that iS2AM [31] is the most com-
petitive baseline, we further compare with iS2AM on
2048 × 2048 resolution in Table 1. The advantage of
our method is more obvious, and CDTNet-512 signifi-
cantly outperforms iS2AM. When the resolution of the low-
resolution generator is reduced to 256, our CDTNet-256
still achieves competitive performance and exceeds iS2AM
by a large margin on 2048 × 2048 resolution. For the sim-
plified variants, CDTNet-256 (sim) and CDTNet-512 (sim)
both exceed iS2AM, making our proposed deep RGB-to-
RGB transformation a strong competitor to high-resolution
pixel-to-pixel transformation.

Additionally, to evaluate the performance on low-
resolution image harmonization, we also compare with the
strongest baseline iS2AM on 256 × 256 resolution im-
ages by using the training set and test set from iHarmony4
dataset [8]. The results in Table 2 show that our CDTNet is
slightly better than iS2AM.

In Table 3, we report the inference time, memory
cost, and FLOPs when harmonizing a single image in
the testing stage. Compared to iS2AM, our CDTNet-256
(resp., CDTNet-512) is 26.53% (resp., 63.02%) faster with
62.65% less memory cost and 67.40% fewer FLOPs for
1024 × 1024 (resp., 2048 × 2048) images. When the res-

olution of low-resolution generator is reduced to 256 on
2048×2048, CDTNet-256 requires even less computational
resources and costs less time. For our simplified variants,
the superiority of efficiency is more striking, saving > 95%
memory and FLOPs and reducing > 75% time, which also
demonstrates that RGB-to-RGB transformation is not con-
strained by the number of pixels and could achieve higher
efficiency and lower memory consumption.

4.4. Ablation Studies

Recall that our CDTNet consists of a low-resolution gen-
erator for pixel-to-pixel transformation, a color mapping
module for RGB-to-RGB transformation, and a refinement
module to take advantage of both. Therefore, in this sec-
tion, we demonstrate the role of low-resolution generator,
color mapping module, and refinement module by ablating
each component and analyzing different variants with dif-
ferent input types. By taking the 1024 × 1024 resolution
as an example, we report the results in Table 4. We can
observe that when we only use a low-resolution generator
and naively upsample the low-resolution output, it will lead
to unsatisfactory and blurry outputs (row 1). When only
using color mapping module, the result (row 2) is much
better than upsampled low-resolution output (row 1), which
demonstrates the effectiveness of deep RGB-to-RGB trans-
formation. Furthermore, we compare with two variants of
color mapping module. Recall that our weight predictor is
based on the encoder feature map in low-resolution gener-
ator. The first variant is using a separate encoder to extract
features for the weight predictor. After using a separate
encoder, the performance is downgraded by a large mar-
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Image Size Method Time↓ (ms) Reduction Memory↓ (MB) Reduction FLOPs↓ (G) Reduction

1024 × 1024
iS2AM 14.7 - 5148 - 239.36 -

CDTNet-256 (sim) 3.5 76.20% 144 97.20% 3.49 98.54%
CDTNet-256 10.8 26.53% 1923 62.65% 78.05 67.40%

2048 × 2048

iS2AM 31.1 - 20592 - 957.43 -
CDTNet-256 (sim) 3.5 88.74% 288 98.60% 3.49 99.64%

CDTNet-256 10.9 64.95% 6723 67.35% 267.10 72.10%
CDTNet-512 (sim) 3.7 88.10% 574 97.21% 13.95 98.54%

CDTNet-512 11.5 63.02% 7691 62.65% 312.19 67.40%

Table 3. Quantitative efficiency comparison between iS2AM [31] and our CDTNet.

Row Pixel Trans RGB Trans Refinement PSNR↑ fMSE↓
1 X 29.41 265.2
2 X 37.65 195.93
3 w/o shared E 36.86 248.82
4 w/o ff ◦ fb 37.31 217.91
5 X X w/o Îhrrgb 37.29 226.17
6 X X w/o Îlrpix 37.78 188.97
7 X X w/o Mhr 37.33 202.14
8 X X w/o Fdec 37.64 193.90
9 X X w/o Br 28.13 688.55
10 X X X 38.77 152.13

Table 4. Ablation studies of low-resolution generator, color map-
ping module, and refinement module on the 1024 × 1024 reso-
lution. “◦” stands for the concatenation, and Br stands for the
blending layer in the refinement module.

gin (row 3 v.s. row 2), demonstrating the effectiveness of
jointly performing low-resolution image harmonization and
learning RGB-to-RGB transformation. The second variant
is using globally pooled encoder feature instead of concate-
nating the pooled foreground and background features. The
performance also drops (row 4 v.s. row 2), which shows
the advantage of dealing with foreground and background
separately.

Then, we ablate each type of input for the refinement
module. We ablate the RGB-to-RGB result Îhrrgb, the upsam-
pled pixel-to-pixel result Îlrpix, mask Mhr, and upsampled
low-resolution feature Fdec, separately (row 5 to row 8).
We can see that the results after removing each type of input
all become worse, which indicates the necessity of using all
types of input (row 10). Besides, we also remove the blend-
ing layer in the refinement module. The obtained result (row
9) is significantly downgraded, which shows that blending
layer is very useful for maintaining the background and fo-
cusing on adjusting the foreground.

To better demonstrate the effectiveness of each compo-
nent, we provide some example images harmonized by dif-
ferent ablated versions in the Supplementary. Moreover, we
investigate the efficiency of each individual module and re-
port the quantitative results (time, memory, FLOPs as in
Table 3) in the Supplementary.

4.5. Qualitative Analyses

We show the high-resolution (1024× 1024) harmoniza-
tion results of pix2pixHD [35], iS2AM [31], and our CDT-
Net in Figure 3. pix2pixHD is not specifically designed for
image harmonization, so its performance is less satisfactory.
Due to the weak ability to capture long-range dependen-
cies, iS2AM may fail to generate globally harmonious fore-
ground. Compared with them, the results of our model are
more plausible and harmonious, which are visually closer
to the ground-truth image. More results and analyses are
left to the Supplementary.

4.6. Evaluation on Real Composite Images

As mentioned in Section 4.1, to evaluate the effec-
tiveness of our proposed CDTNet in real scenarios, we
manually create 100 high-resolution real composite im-
ages and conduct user study to compare our CDTNet with
pix2pixHD [35] and iS2AM [31] following [8, 34]. The de-
tails of user study and harmonization results on real com-
posite images could be found in the Supplementary.

5. Conclusion
In this work, we have proposed a novel high-resolution

image harmonization method CDTNet with collaborative
dual transformations. Our CDTNet consists of a low-
resolution generator, a color mapping module, and a refine-
ment module, which integrates pixel-to-pixel transforma-
tion and RGB-to-RGB transformation into a unified end-to-
end network. Extensive experiments on HAdobe5k dataset
and real composite images have demonstrated that our
method can achieve better harmonization performance with
higher efficiency.
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Figure 3. The odd rows show the input composite image, the ground-truth image, as well as example results generated by pix2pixHD [35],
iS2AM [31], and our CDTNet on 1024× 1024 resolution. The red border lines indicate the foreground, and the yellow boxes zoom in the
particular regions for a better observation.
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