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Abstract

Large Language Models (LLMs) are increas-
ingly used for accessing information on the
web. Their truthfulness and factuality are thus
of great interest. To help users make the right
decisions about the information they get, LLMs
should not only provide information but also
help users fact-check it. We conduct human
experiments with 80 crowdworkers to compare
language models with search engines (infor-
mation retrieval systems) at facilitating fact-
checking. We prompt LLMs to validate a given
claim and provide corresponding explanations.
Users reading LLM explanations are signifi-
cantly more efficient than those using search
engines while achieving similar accuracy. How-
ever, they over-rely on the LLMs when the ex-
planation is wrong. To reduce over-reliance
on LLMs, we ask LLMs to provide contrastive
information—explain both why the claim is
true and false, and then we present both sides of
the explanation to users. This contrastive expla-
nation mitigates users’ over-reliance on LLMs,
but cannot significantly outperform search en-
gines. Further, showing both search engine
results and LLM explanations offers no comple-
mentary benefits compared to search engines
alone. Taken together, our study highlights that
natural language explanations by LLMs may
not be a reliable replacement for reading the
retrieved passages, especially in high-stakes
settings where over-relying on wrong Al expla-
nations could lead to critical consequences.

1 Introduction

Imagine you are told a claim about Neptune: “Only
one spacecraft has visited Neptune and it has more
than 13 moons.” and you want to verify whether it
is factual. What would you do—Ilook up relevant
pages from search engines or ask ChatGPT for its
take? This is not just a question of checking a piece
of trivia; our information ecosystem depends on

people being able to check the veracity of informa-
tion online. Misinformation, whether accidental or
deliberate, has the potential to sway public opin-
ion, influence decisions, and erode trust in credible
sources (Faris et al., 2017; Mendes, 2017). More-
over, the wide adoption of large language models
like ChatGPT increases the danger of misinforma-
tion, both by malicious actors and models generat-
ing inadvertent hallucinations (Pan et al., 2023).

Consequently, verifying the accuracy of informa-
tion has taken on great importance. Fact-checking
claims is a well-established task in NLP (Thorne
etal., 2018; Guo et al., 2021). However, automated
fact-checkers are far from perfect, and they are only
useful when users trust their predictions (Nakov
et al., 2021). Building that trust and providing ef-
fective help is crucial: a team without trust leads
to suboptimal human-Al team performance while
over-trusting wrong Al predictions could lead to
catastrophic failures in high-stakes applications.
Therefore, in real-life applications, we care about
the Al-assisted human accuracy of fact-checking,
rather than evaluating and improving automated
fact-checkers alone (Shneiderman, 2022).

The two major types of tools for helping human
users (many of which are non-expert fact-checkers)
are retrieval and explanation (Nakov et al., 2021),
exemplified by the widely-used web search engines
(e.g., Google) and generative language models (e.g.,
ChatGPT) respectively. Showing retrieved pas-
sages to users has long been established as an effec-
tive information-seeking tool (Vlachos and Riedel,
2014). In contrast, the usefulness of generative ex-
planations on fact-checking remains understudied.
On the one hand, competent generative models (es-
pecially LLMs) can generate fluent and convincing-
looking natural language explanations that not only
provide an answer (i.e., whether the claim is true
or false), but also elucidate the context and basis of
its judgment. On the other hand, these models are
prone to hallucinations (Min et al., 2023; Liu et al.,



[ Claim: Only one spacecraft has visited the planet and Neptune has more than 13 moons. }

ﬁ:hatGPT Explanation: \

Yes, the claim is true. According to the evidence from Wikipedia,

only one spacecraft, Voyager 2, has visited Neptune. It flew by

the planet on August 25, 1989, and remains the only spacecraft to

have visited Neptune. Additionally, Neptune has more than 13

moons. It has a total of 14 known moons, with Triton being the
uargest and most massive moon.

Getrieved Passage #1: \

Qhe centre and tilted in @ manner similar to the field around Uranus... /

The spacecraft performed a near-encounter with the moon Nereid
before it came within 4,400 km of Neptune’s atmosphere on 25
August, then passed close to the planet’s largest moon Triton later the
same day. The spacecraft verified the existence of a magnetic field
surrounding the planet and discovered that the field was offset from

ﬁontrastive Explanation - Supporting: \

The claim is true based on the evidence from Wikipedia. The

evidence states that only one spacecraft, Voyager 2, has visited

Neptune. It flew by the planet on August 25, 1989, and remains the

only spacecraft to have visited Neptune. Additionally, the evidence

mentions that Neptune has 14 known moons, including Triton, which

is the largest Neptunian moon. Therefore, the claim that only one

spacecraft has visited the planet and Neptune has more than 13
woons is supported by the evidence. J

ﬁontrastive Explanation - Refuting: \

The claim is false. According to the evidence from Wikipedia, the
spacecraft Voyager 2 visited Neptune on August 25, 1989. The

evidence states that there have been discussions and proposals for
future missions to Neptune, including an orbital mission and a flyby
spacecraft. Therefore, it is clear that more than one spacecraft has
visited Neptune. Furthermore, the evidence also mentions that

Neptune has 14 known moons, contradicting the claim that it has morej

than 13 moons.

Figure 1: An example claim and the corresponding ChatGPT explanation, retrieved passages (abridged), and
contrastive explanation. The claim is true and the refuting explanation has factual errors and reasoning contradiction.

2023), so the users are frequently left to their own
devices.

In this work, we conduct human experiments
to study whether language models can assist fact-
checking. To contextualize the effectiveness of
explanations against search engines, we compare
them with retrieval models mimicking a search en-
gine experience and experiment with ways where
retrieved passages can be paired with explanations,
aiming to provide a practical guide to users on what
is the most helpful tool. We base our evaluation on
FoolMeTwice (Eisenschlos et al., 2021), an adver-
sarial dataset with interesting claims crowdsourced
and gold evidences from Wikipedia (Eisenschlos
et al., 2021). Our participants verify whether the
claim is factually true or false: Figure 1 shows an
example to illustrate the explanation and retrieved
passages that participants see.

Our study reveals that showing explanation and
retrieved passages lead to similar human accuracy
(74% and 73% respectively) on difficult-to-verify
claims (59% without Al assistant), but reading nat-
ural language explanations is significantly faster
(1.01 min/claim vs 2.53 min/claim). However, hu-
mans over-trust ChatGPT explanations where they
agree with the explanation most of the time, even
when the explanation gives a wrong answer.

To combat the issue of over-reliance on natural
language explanations, we explore two improve-
ments: 1) contrastive explanations—present both
supporting and refuting arguments generated by
ChatGPT to the user and 2) combining retrieval and
explanation (showing both to users). Both methods
significantly reduce over-reliance on wrong Al ex-
planations, however, they do not show a significant
gain in user fact-checking accuracy compared to
just showing users the retrieved passages. Overall,

our work underscores the potential benefit and dan-
ger of natural language explanations as a tool in the
battle against misinformation. They can save time,
but at the same time the difficulty of combatting
over-reliance and the redundancy when combining
retrieval and explanation remains. Turning back
to the question of what users should do to verify
factuality: taking longer time to read the retrieved
passages is still more reliable!

2 Related Work

2.1 Fact Checking

Abundant datasets have been collected for train-
ing and evaluating automatic fact-checking mod-
els, such as FEVER (Thorne et al., 2018; Schuster
etal., 2021; Guo et al., 2021) and SciFact (Wadden
et al., 2020). Various techniques have been pro-
posed to improve the fact-checking pipeline, such
as jointly reasoning across evidence articles and
claims (Popat et al., 2018b), and breaking complex
claims into atomic sub-claims (Min et al., 2023;
Kamoi et al., 2023). Instead of improving auto-
matic fact-checking, we focus on how to improve
human fact-checking via user studies.

Compared to automated approaches, there are
relatively few prior user studies. Notably, Fan et al.
(2020) synthesized summaries for retrieved pas-
sages to improve efficiency for users and Robbe-
mond et al. (2022) compared showing explanations
in different modalities to users. However, the ad-
vent of LLMs such as ChatGPT made it possible to
generate plausible natural language explanations,
and we are the first work to systematically evaluate
such explanations in comparison to conventional
retrieval methods.



2.2 Explainable Al

A thread of work in explainable Al (XAI) at-
tempts to generate useful explanations in various
formats (Wiegreffe and Marasovi¢, 2021), such
as highlighting (Schuff et al., 2022) , feature im-
portance (Ribeiro et al., 2016), free-text ratio-
nales (Ehsan et al., 2018), and structured expla-
nations (Lamm et al., 2020). As the end goal of
explanations is to aid human verification of Al pre-
dictions and inform decision-making (Vasconcelos
et al., 2022; Fok and Weld, 2023), several work in
XAl literature has focused on human-centered eval-
uation of explanations (Poursabzi-Sangdeh et al.,
2021). Closest to our work, Feng and Boyd-Graber
(2018) evaluated human-AlI collaborative Quizbowl
question answering and compared the effective-
ness of showing retrieved passages, highlighting,
and showing multiple guesses made by the sys-
tem. This previous work used only a retrieval
component, while our new approach allows us
to directly compare ChatGPT-generated explana-
tions (in the form of free-text rationales) with re-
trieved passages for aiding claim verification and
explore whether natural language explanations and
retrieved evidence yield complementary benefits.
Joshi et al. (2023) studied free-text explanations
in question-answering setting: their rationales do
not help users much, especially when the rationales
are misleading. In contrast to their work, we con-
trast model-generated explanations with passages
retrieved from external sources (Wikipedia).

2.3 Trust Calibration and Over-Reliance

Existing work has identified the issue of human
over-reliance on Al predictions, where humans
tend to trust Al predictions even when they are
wrong (Bussone et al., 2015b; Lai et al., 2021).
A growing line of work attempts to mitigate such
over-reliance, for example by providing explana-
tions (Bansal et al., 2020; Zhang et al., 2020; Vas-
concelos et al., 2022), communicating model un-
certainty (Prabhudesai et al., 2023; Si et al., 2022),
showing Al model accuracy (Yin et al., 2019), and
prompting slow thinking (Buginca et al., 2021) to
help users calibrate their trust. Our work also con-
tributes to this line of work by revealing the over-
reliance issue in fact-checking. We propose new
ways of potentially combatting over-reliance in-
cluding contrastive explanation and combining ex-
planation with retrieval.

3 Research Questions

To understand the comparative advantages of re-
trieval and explanation in human fact verification,
we pose the following research questions:

* RQ1: Are natural language explanations more
effective than retrieved passages for human fact-
checking?

* RQ2: Can contrastive explanations—arguing
for or against a fact being true—mitigate
over-reliance and be more effective than non-
contrastive explanations?

* RQ3: Are there complementary benefits in pre-
senting both natural language explanations and
retrieved passages?

We investigate these questions through a series
of human studies: we show participants claims that
need to be verified, potentially aiding them with
different pieces of evidence (Figure 1). This is a
between-subjects study; thus, we vary the evidence
presented to participants in different conditions:

* Baseline: We show users only the claims without
any additional evidence.

* Retrieval: We show the top 10 paragraphs re-
trieved from Wikipedia along with the claim to
be verified.

+ Explanation: We show the ChatGPT' explana-
tion along with the claim.

* Contrastive Explanation: We present users
ChatGPT’s supporting and refuting arguments
side by side.

* Retrieval + Explanation: We present both the
retrieved passages as well as the (non-contrastive)
natural language explanations to users.

In the Explanation and Retrieval + Explanation

conditions, the ChatGPT prediction on whether the

claim is true or false is part of the explanation,
while in the other conditions, users only see the
evidence but not the prediction.

4 Study Design Overview
4.1 Task, Data, and Variables

We ask human annotators to look at claims and
decide whether it is true or false. We use the
FoolMeTwice dataset (Eisenschlos et al., 2021)
over other claim-verification datasets because
FoolMeTwice is adversarial: crowdworkers write
claims based on Wikipedia to maximally fool an-
other set of annotators whose task is to verify these
claims. This ensures that all the claims are hard to

'We use gpt-3.5-turbo in all experiments.



verify, mimicking potential real-world fake news
arms race. For our human studies, we create a
test set by randomly sampling 200 claims where
half are true and half are false. To ensure that the
selected claims are sufficiently complex, we only
sample claims requiring at least two different sen-
tences from Wikipedia to verify.

We sample 20 claims (half true and half false)
for each participant to verify and randomize their
order. For each claim, we ask for the participant’s
binary decision of whether they think the claim
is true or false. We measure the accuracy of hu-
man decisions given that we know the gold labels
of these claims. We also ask for the participant’s
confidence in their judgment on a scale of 1 to 5,
and record the time used for verifying each claim.
We also ask for a free-form response of how the
annotator makes their judgments. Appendix A.1
and Figure 6 illustrate the interface setup.

4.2 Retriever

For the Retrieval and Retrieval + Explanation
conditions, we show users the most relevant pas-
sages from Wikipedia. Specifically, we adopt a
similar retrieval setup as Min et al. (2023), where
we use the state-of-the-art Generalizable T5-based
Retriever (GTR-XXL), an unsupervised dense pas-
sage retriever (Ni et al., 2021). We retrieve the
top 10 most relevant paragraphs from Wikipedia,
where each paragraph has an average length of 188
words. To measure the retrieval quality, we report
two metrics on our test set. The full recall measures
how often the top 10 retrieved passages contain all
evidence sentences required to verify the claim,
which is 81.5%; the partial recall measures how
often the top 10 retrieved passages contain at least
one evidence sentence required to verify the claim,
which is 93.0%.

4.3 Explanation Generation

We study two types of natural language explana-
tions with ChatGPT: non-contrastive explanation
and contrastive explanation. In the Explanation
and Retrieval + Explanation conditions, we gen-
erate non-contrastive explanations, where we con-
struct the prompt by concatenating the top 10 re-
trieved passages, followed by the claim to be ver-
ified, then appending the question “Based on the
evidence from Wikipedia, is the claim true? Explain
in a short paragraph.” We measure the accuracy of
these explanations by manually extracting the an-
swer (true or false) from the explanations and com-

paring with the gold labels. ChatGPT-generated
explanations achieve an accuracy of 78.0% (judged
based on the Al predictions only, not the reason-
ing processes). In the Contrastive Explanation
condition, we prompt ChatGPT to generate both a
supporting answer and a refuting answer. Specif-
ically, after concatenating the retrieved passages
and the claim, we append two different questions:
1) “Based on the evidence from Wikipedia, explain
in a short paragraph why the claim is true.” and 2)
“Based on the evidence from Wikipedia, explain in a
short paragraph why the claim is false.” We then
show both of these generated explanations to an-
notators, which functions similarly to a single-turn
debate (Parrish et al., 2022; Michael et al., 2023).

Additionally, in Retrieval + Explanation, we
automatically insert citations to the explanation
text to attribute the arguments to corresponding
retrieved passages. This is implemented by prompt-
ing ChatGPT where we provide a manually crafted
example of inserting citations into the explanations
based on the retrieved passages, which has been
shown to be an effective method for enabling cita-
tions in language model generations (Gao et al.,
2023). For all cases, we ground the explana-
tion generation on the retrieved passages. This
is because grounding significantly improves the
accuracy of explanations. For example, for non-
contrastive explanations, grounding improves the
accuracy from 59.5% to 78.0%. For all cases, we
use a temperature value of 0 for ChatGPT genera-
tion to minimize randomness.

4.4 Users

We recruit participants from Prolific. We recruit 16
annotators for each condition and each annotator
verifies 20 claims, resulting in 20 x 16 x 5 = 1500
annotations across all 5 conditions. We compensate
all annotators at least $14 per hour, as well as ad-
ditional bonuses to users who perform particularly
well on the task or who have left very insightful
comments as an additional incentive. Our experi-
ment is approved by an IRB.

S Experiment Results

5.1 RQI1: Are natural language explanations
more effective than retrieved passages for
human fact checking?

We compare three conditions: the Baseline
condition (showing users only the claims); the
Retrieval condition (showing the top 10 para-
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Figure 2: Human decision accuracy and average time
spent on verifying a claim. Both retrieval and explana-
tion significantly improve human verification accuracy,
while explanation takes a significantly shorter time.
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nation is correct. nation is wrong.

Figure 3: Human verification accuracy broken down
into two subsets: examples on which the explanation
gives the correct labels, and examples on which the ex-
planation gives the wrong labels. Humans over-rely on
explanations so that they achieve significantly lower ac-
curacy than the baseline when the explanation is wrong.

graphs retrieved from Wikipedia); and the
Explanation condition (showing the ChatGPT ex-
planation along with the claim). We do not set a
time limit but record the time taken for each claim.

Figure 2a shows the Al-assisted human verifica-
tion accuracy across conditions. We test the sig-
nificance of our results using Student’s t-tests with
Bonferroni correction.> We start with examining
whether ChatGPT explanations and retrieved pas-
sages are indeed helpful for humans.

Showing ChatGPT explanation improves hu-
man accuracy. When showing explanations to
users, the accuracy is 4 = 0.74 & 0 = 0.09 com-
pared to the baseline condition where claims are
shown without any additional evidence (0.59 £
0.12). The improvement in accuracy is significant
(z = —4.08,p = 0.00015).

Showing retrieved passages improves human
accuracy. When showing retrieved passages to
users, they achieve the accuracy of (0.73 £ 0.12)
as compared to the baseline condition where claims

2We inspected all data with histograms and Q-Q plots to
verify that the data approximate normality before applying
t-tests.

are shown without any additional evidence (0.59 &
0.12). The improvement in accuracy is significant
(z = —3.15,p = 0.0018). Now that both ChatGPT
explanation and retrieved passages help humans
more accurately verify claims, we examine their
comparative advantages in both accuracy and time.
Showing ChatGPT explanation does not
achieve significantly higher accuracy than show-
ing retrieved passages. Comparing the accuracy in
the explanation condition (0.74 £ 0.09) and the re-
trieval condition (0.73 £0.12), the improvement in
accuracy is not significant (z = —0.48, p = 0.32).
However, reading ChatGPT explanation is sig-
nificantly faster than reading retrieved passages.
We compare the time taken to verify claims in Fig-
ure 2b. When verifying with retrieved passages, the
time taken to verify each claimis (2.534+1.07) min-
utes while for the explanation condition, it takes
(1.01 £ 0.45) minutes. Showing explanations al-
lows significantly faster decision time than showing
retrieved passages (z = —5.09,p = 9.1e — 6).

5.2 Breakdown Analysis: The Danger of
Over-Reliance

While ChatGPT explanations show promise in aid-
ing human fact verification, the aggregate results
obscure the danger when the explanation gives
wrong answers. To examine what happens in
those cases, we break down the analysis, manu-
ally annotating the ChatGPT explanation for each
claim based on whether it gives the correct answer
(whether the claim is true or false). We then split
all user responses into two subsets: ones with cor-
rect answers from ChatGPT and ones where the
ChatGPT explanation is wrong (Figure 3a and Fig-
ure 3b, respectively).

Users achieve the highest accuracy when the
explanations are correct, but below-random
accuracy when the explanations are wrong.
When the explanation is correct, users’ accuracy is
(0.87+0.13), higher than the baseline of having no
evidence (0.61£0.13) as well as the retrieval condi-
tion (0.79 4 0.15). However, when the explanation
is wrong, users tend to over-trust the explanations
and only achieve an accuracy of (0.35 £ 0.22) as
compared to the baseline condition (0.49 £ 0.24)
and the retrieval condition (0.54 £ 0.26). More-
over, users spend similar time on claims with
correct and wrong explanations, further indicat-
ing that they are not deliberately differentiating
correct and wrong explanations and instead tend to
trust most of the explanations. We also look at the
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Figure 4: Verification accuracy and time broken down
by whether the (non-contrastive) explanation is correct.
Contrastive explanation achieves significantly higher
accuracy than non-contrastive explanation on examples
where the non-contrastive explanation is wrong, with
some drop in accuracy on examples where the non-
contrastive explanation is correct.

free-form responses from users for their decision
rationales, the most common responses include:
(1) ChatGPT’s explanation looks convincing, es-
pecially with quotes from the retrieved passages
(even when the quotes or reasoning are wrong); (2)
They do not have any prior knowledge on the topic
so would just trust ChatGPT.

In comparison, retrieved passages suffer less
from over-reliance. On examples where the Chat-
GPT explanations are correct, the retrieval condi-
tion achieves the accuracy of (0.79 £ 0.15), sur-
passing the baseline condition (0.61 + 0.13). On
examples where the ChatGPT explanations are
wrong, the retrieval condition achieves the accu-
racy of (0.54 4+ 0.26) compared to the baseline
(0.49 £ 0.24). While there is still an accuracy drop
in these examples, possibly because they are harder
to verify, the performance discrepancy between the
two cases (ChatGPT explanation correct vs wrong)
is much less severe in the retrieval condition. This
highlights the pitfall of using ChatGPT explanation
to aid helpful verification: users over-rely on the
explanations, even when they are wrong and mis-
leading. To combat this problem, we next explore
two strategies for mitigation: contrastive explana-
tion and combining retrieval and explanation.

5.3 RQ2: Can contrastive explanations
mitigate over-reliance and be more
effective than non-contrastive
explanations?

In addition to the three conditions from the
previous section (Baseline, Retrieval, and
Explanation), we additionally compare the
Contrastive Explanation condition where we
present users ChatGPT’s supporting and refuting
arguments side by side. The experiment results are
in Figure 4. We first compare contrastive explana-
tion with non-contrastive explanation.

Contrastive explanation achieves higher hu-
man accuracy than non-contrastive explana-
tion when the non-contrastive explanation is
wrong. When the non-contrastive explanation
is wrong, humans only achieve an accuracy of
(0.35+0.22) due to over-reliance, but when switch-
ing to contrastive explanation improves the accu-
racy to (0.56 + 0.24), which is significantly higher
(z = —2.52,p = 0.009). When analyzing the
free-response rationales of human judgment, the
most common patterns of how people make cor-
rect judgments based on contrastive explanations
are: (1) The correct side of the explanation is more
compelling or thorough; (2) The wrong side of the
explanation contains factual errors and wrong rea-
soning; (3) Both sides of the explanations give the
same answer (even though ChatGPT was prompted
to explain why the claim is true and false in the two
sides of explanations).

However, contrastive explanation achieves
lower human accuracy than non-contrastive ex-
planation when the non-contrastive explanation
is correct. When the non-contrastive explana-
tion is correct, humans achieve an accuracy of
(0.87 £ 0.13), higher than contrastive explana-
tion (0.73 + 0.15), indicating a significant drop
(z = —2.56,p = 0.008). Unlike the case in non-
contrastive explanations where users can just take
the Al prediction as the answer, for contrastive ex-
planations they have to decide between the two
sides of the explanation and choose one, which can
sometimes be difficult since LLMs can generate
convincing explanations even for the wrong state-
ments. For example, given the false claim “Joe
Torre was the manager of the New York Yankees
and guided the team to four World Series champi-
onships, and ranks third all-time in MLB history
with 2,326 wins as a manager.”, ChatGPT gener-
ates the supporting explanation “Yes, the claim is



true. According to the evidence from Wikipedia, Joe
Torre was the manager of the New York Yankees
Jfrom 1996 to 2007. He also ranks third all-time in
MLB history with 2,326 wins as a manager.” and
generates the refuting explanation “7he claim is
false. According to the evidence from Wikipedia,
Joe Torre was the manager of the New York Yan-
kees and guided the team to six pennants and four
World Series championships. He ranks fifth all-time
in MLB history with 2,326 wins as a manager, not
third.” The fact is that Torre ranks fifth all-time
in MLB history with 2,326 wins as a manager but
ChatGPT still generated a convincingly looking
explanation for the wrong side by hallucinating he
ranks third all-time rather than fifth. As a result,
some users were misled into the wrong judgment.
Overall, contrastive explanation shows promise in
reducing over-reliance but incurs a trade-off in ac-
curacy when the non-contrastive explanation is cor-
rect. Next, we also compare contrastive explana-
tion with retrieval.

Contrastive explanation does not significantly
improve human accuracy over retrieval. On ex-
amples where the non-contrastive explanation is
correct, providing contrastive explanation achieves
the human accuracy of (0.73 £ 0.15), lower than
the accuracy in the retrieval condition (0.79+0.15).
On examples where the non-contrastive explana-
tion is wrong, contrastive explanation has com-
parable human accuracy of (0.56 + 0.24) com-
pared to retrieval (0.54 £ 0.26), and the difference
is not significant (z = 0.29,p = 0.61). There-
fore, in both cases, contrastive explanations do not
achieve significantly better human accuracy than
retrieval, despite the results that contrastive expla-
nations can mitigate over-reliance as compared to
non-contrastive explanations.

Apart from the above quantitative results, we
also manually analyze the free-form responses of
user decision rationales to understand how users
leverage contrastive explanations to make deci-
sions. Users mostly base their judgment on the
relative strength of the two sides of the expla-
nations (i.e., is the supporting or refuting expla-
nation more convincing) (41.8%). Example user
rationales include: “The refutation seems more
logically sound.” and “The support explanation
seems like it’s trying too hard to make the claim
true, but the refute puts it more plain and simple
and makes more sense.” Sometimes both sides
converge on the same answer (26.9%) and users
would just agree with that. For example, for the
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Figure 5: Verification accuracy and time breakdown.
Combining retrieval and explanation is not significantly
better than just showing retrieved passages alone.

false claim “The only verified original sled prop
from Citizen Kane was sold at a price of over a
hundred thousand dollars.”, users found that “Both
sides acknowledge that there were more than 1 sled
prop, therefore refuting the claim.”, even though the
ChatGPT supporting explanation said “The claim
is true.” In several cases, ChatGPT would simply
say the claim is true even though we prompt it for a
refuting explanation (and vice versa), giving users
a clear cue that the model could not make a strong
argument for the wrong side.

5.4 RQ3: Are there complementary benefits
in presenting both natural language
explanations and retrieved passages?

Apart from the Baseline, Retrieval, and
Explanation conditions from earlier, we also com-
pare with the (Retrieval + Explanation) condi-
tion where we present both to users.

5.5 Results

Results are plotted in Figure 5 and we start by
comparing whether combining explanation with
retrieval is better than explanation alone.
Combining retrieval and explanation does not
achieve significantly higher accuracy than expla-
nation alone in cases where the explanation is
correct. When the explanation is correct, users
achieve the accuracy of (0.87 £ 0.13) relying on
explanations, as compared to combining both re-



trieval and explanation (0.87+0.12). We do not ob-
serve a significant advantage of combining retrieval
and explanation in this case (z = 0.084,p = 0.53).

Combining retrieval and explanation does not
achieve significantly higher accuracy than ex-
planation alone in cases where the explanation
is wrong either. When the explanation is wrong,
users’ accuracy (0.35 + 0.22) in the explanation
condition is slightly lower than combining retrieval
and explanation (0.43 & 0.16). The advantage of
combining retrieval and explanation is not signif-
icant (2 = —1.06,p = 0.15). Taken together,
combining explanation and retrieval is not better
than explanation alone. Next, we compare whether
combining explanation with retrieval is better than
retrieval alone.

Combining retrieval and explanation does not
achieve significantly higher accuracy than re-
trieval alone in cases where the explanation is
correct. When the explanation is correct, users
achieve the accuracy of (0.79 £ 0.15) in the re-
trieval alone condition as compared to combining
both retrieval and explanation (0.87+0.12). There
is a slight advantage of combining retrieval and
explanation in this setting but the advantage is not
significant (z = —1.48,p = 0.07).

Combining retrieval and explanation does not
achieve significantly higher accuracy than re-
trieval alone in cases where the explanation is
wrong. When the explanation is wrong, users’ ac-
curacy of (0.54 £ 0.26) in the retrieval alone con-
dition beats combining both retrieval and explana-
tion (0.43 +0.16), indicating a drop in accuracy in
this case when combining retrieval and explanation.
This means that combining retrieval and explana-
tion offers no complementary benefits compared to
retrieval alone. To understand whether users indeed
read both the explanation and retrieved passages,
we compare their reading time.

Combining retrieval and explanation takes
a longer time. In the retrieval alone condition,
users take (2.5 £ 1.1) minutes to verify a claim; in
the explanation condition, users take (1.0 £ 0.4)
minutes to verify a claim; in the retrieval + expla-
nation condition, users take (2.7 & 1.0) minutes to
verify a claim, indicating that combining retrieval
and explanation increases the verification time, so
users indeed spend time reading the explanation
and retrieved passages in most cases. Moreover,
in analyzing the free-form responses, the majority
of the users base their judgment on the retrieved
passages since the ChatGPT explanations are not

always credible, further indicating that presenting
ChatGPT explanations grounded on the retrieved
passages does not really offer additional benefits
than just presenting the retrieved passages them-
selves. Overall, our results suggest that combining
retrieval and explanation might be redundant and
inefficient.

5.6 Meta-Analysis

We also conduct a series of meta-analyses and sum-
marize the main findings below. We refer readers
to Appendix A.2 for more details.

» Confidence Calibration: Users are over-
confident on wrong judgments across all ex-
periment conditions, with average confidence
above 0.6 (Appendix A.2.1).

* Impact of Retrieval: The explanation accu-
racy is much lower when the retrieval recall is
low, and the human decision accuracy is also
much lower when the retrieval recall is low
(Appendix A.2.2).

* Correlation between Accuracy and Time:
The correlation is weak in all conditions (Ap-
pendix A.2.3).

* Analysis of Free-form Responses: We cat-
egorize and qualitatively analyze when users
disagree with ChatGPT explanations, which
mostly happens when they detect ChatGPT’s
self-contradictions, identify evidence from re-
trieved passages, or just rely on their own
knowledge (Appendix A.2.4).

* Additional Related Work: We discuss ad-
ditional related works from NLP and HCI in
Appendix A.3.

6 Conclusion

Our human studies highlight the false promise
of using natural language explanation produced
by ChatGPT to aid human fact-checking. Hu-
mans over-rely on explanations even when they are
wrong, making human accuracy worse than show-
ing retrieval or the baseline of not showing any
evidence. In attempts to combat over-reliance, con-
trastive explanation mitigates users’ over-reliance
on wrong explanations, while combining retrieval
and explanation does not achieve significant com-
plementary improvement. Overall, neither of these
two approaches significantly outperforms the re-
trieval baseline. highlighting the need for better
methods for combatting over-reliance on Al



Limitations

We acknowledge several limitations of this work:
(1) Our experiments are at a limited scale with
participants recruited from Prolific. It is possible
that other factors such as knowledge of the top-
ics, familiarity with language models, and trust in
automation in general, could impact our conclu-
sions and future work should consider scaling up
the study with diverse populations to capture such
nuances.

(2) We only experimented with a limited set of
explanation methods and our explanations are all
static (i.e., not personalized for different partic-
ipants). Future work could explore how to cus-
tomize the best sets of evidence for different users
in different conditions (Feng and Boyd-Graber,
2022; Bansal et al., 2020).

(3) We observed little benefit from combining re-
trieval and explanation, future work could further
explore how to strategically combine retrieval and
explanation so that they can actually complement
each other in both accuracy and efficiency. For in-
stance, when the explanation is likely to be correct,
we can show users the explanation; but when the
explanation is likely to be wrong, we should priori-
tize showing users the raw retrieved passages. This
might also require better uncertainty estimation or
calibration to help users identify Al mistakes.

Ethical Considerations

In our human studies, we made sure to compen-
sate all participants fairly, with a minimum rate
of $14 per hour. We do not expect any potential
mental stress or harm to the participants from the
experiments. Our work highlights and explores so-
Iutions for combatting human over-reliance on Al,
which has important societal implications given
that LLMs like ChatGPT are being widely used.
We hope our results can contribute positively to
society by reducing catastrophic harms caused by
such over-reliance and also offering practical guid-
ance for how to effectively verify potential fake
information on the Internet.
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A Appendix

A.1 Interface Design

Figure 6 shows an example user interface for the
Contrastive Explanation condition. We iden-
tify keywords as the non-stopwords in the claim
and highlight them in the claims and explanations
to aid reading (we also do keyword highlighting in
the retrieved passages in the retrieval conditions).
For the retrieved paragraphs, we rank them by rele-
vance and only show the first paragraph in full by
default and annotators can click to expand the other
paragraphs.

In the task instructions, we explicitly discourage
participants from searching the claims on the in-
ternet. Each participant verifies 20 claims one by
one. We provide a tutorial at the beginning of the
study. We include two attention check questions
at different points in the study asking participants’
selection from the most recent claim and rejecting
the responses from users who fail both attention
checks.

A.2 Meta-Analysis
A.2.1 Confidence Calibration

We convert users’ confidence levels into discrete
values C = {0,0.25,0.5,0.75,1.0}. Our goal is
for users to have high confidence in their correct
judgments and low confidence in their wrong judg-
ments. We plot their average confidence on cor-
rect and wrong judgments in Figure 7. User con-
fidence is always low in the Baseline condition,
which is reasonable since they do not have addi-
tional supporting evidence and are mostly making
educated guesses. On correct judgments, users gen-
erally have high confidence (above 0.6). However,
users are over-confident on wrong judgments,
with average confidence above 0.6 as well. The
Explanation and Contrastive Explanation
conditions incur lower user confidence on both
correct and wrong judgments as compared to the
Retrieval condition, as well as the Retrieval
+ Explanation condition. Overall, these results
highlight the difficulty of achieving appropriate
calibration in users’ judgments.

A.2.2 Impact of Retrieval Recall

In previous sections, we performed a breakdown
analysis based on the correctness of the explana-
tions. In this section, we analyze another important
dimension—the retrieval recall. We split exam-
ples into two categories: the first group where the
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top-10 retrieved passages contain all the necessary
evidence to verify the claim (i.e., full recall = 1),
and the second group where not all evidence is re-
trieved within the top-10 passages (i.e., full recall
= 0). We analyze how the retrieval recall affects
both the explanation accuracy as well as the human
decision accuracy.

The explanation accuracy is much lower when
the retrieval recall is low. Over the entire test set
of 200 examples, when the full recall = 1, the ex-
planation accuracy is 80.4%; when the full recall
= 0, the explanation accuracy is 67.6%. This in-
dicates that retrieval quality has a high impact on
explanation accuracy, which in turn affects human
decision accuracy.

Human decision accuracy is much lower when
the retrieval recall is low. Human decision ac-
curacy broken down by retrieval recall is plotted
in Figure 8. In all cases (apart from the Baseline
condition where users do not see any evidence),
the human decision accuracy is lower when the
full retrieval recall is 0, sometimes it is lower than
the case of full recall = 1 by large margins, e.g.,
in the Retrieval condition and the Retrieval +
Explanation condition.

A.2.3 Correlation Between Accuracy and
Time

We plot the correlation between human decision
accuracy and time in Figure 9. Overall, there is
little correlation between accuracy and time (r =
0.099). We also report the correlation broken down
for each condition:

* Baseline: » = —0.180

* Retrieval: 7 = 0.089

* Explanation: » = —0.539

* Contrastive Explanation: » = —0.008

* Retrieval + Explanation: » = 0.148

The correlation is weak for all conditions.

A.2.4 When Do Users Disagree with
Explanations

We manually analyze the free-form responses pro-
vided by the users as their decision rationales. We
first categorize these rationales in each condition
and perform manual coding to quantitatively mea-
sure the frequency of each category of rationales.
We analyze in what cases would users choose to
disagree with the answers given by ChatGPT, and
we break it down into the following two questions:

(1) How do users make the correct decision when
the explanations are wrong?



Task 1/20  T——————

Supporting Explanation

The claim that Queen Victoria was heralded throughout the
island North of England for starving the lIrish is not supported
by the evidence from Wikipedia. In fact, during the Great Famine
in Ireland, Victoria was labeled "The Famine Queen" and faced
criticism for her response to the crisis. While she did personally
donate £2,000 to famine relief efforts and supported the
Maynooth Grant to a Roman Catholic seminary in Ireland, her
actions were not widely seen as sufficient or effective in
addressing the scale of the famine. The claim that she was
heralded for starving the Irish is therefore not true.

Do you think the claim is true?

O No O Yes

How confident are you about your judgment?

O Very Uncertain O Uncertain O Neutral O Certain O Very Certain

How did you make that judgment?

Claim (Topic: Queen Victoria): Queen Victoria was heralded throughout the island North of England for starving the Irish.

Refuting Explanation

The claim that Queen Victoria was heralded throughout the
island North of England for starving the lIrish is false. The
evidence from Wikipedia shows that during the Great Famine in
Ireland, Victoria was actually labeled "The Famine Queen" and
faced criticism for her response to the crisis. While she did
personally donate a significant amount of money to famine relief
efforts and supported the Maynooth Grant to a Roman Catholic
seminary in Ireland, she was still criticized for not doing enough
to alleviate the suffering of the Irish people. Therefore, the claim
that she was heralded for starving the Irish is not supported by
the evidence.

Figure 6: Interface for the contrastive explanation condition. We present ChatGPT’s explanations for both sides
together to encourage more careful thinking. We also highlight all the keywords to ease reading.

* In the Explanation condition, most users rely
on self-contradiction in the ChatGPT explana-
tions (40.7%). For example, given the true claim
“Charles Evans Hughes shuffled off this mortal
coil in Massachusetts, and then was taken to
New York to be submerged in soil.”, ChatGPT
generates the explanation “The claim is false. Ac-
cording to the information provided, Hughes died
in Osterville, Massachusetts, and was interred at
Woodlawn Cemetery in the Bronx, New York City.”
where the explanation actually supports the claim
despite it saying the claim is false. Users did man-
age to catch this: “The explanation sounds like
it’s actually agreeing with the claim.” and made
the correct judgment.

e In the Retrieval Explanation condi-
tion, users mostly rely on information from re-
trieved passages (63.5%) and occasionally based
on ChatGPT’s self-contradiction (15.9%), e.g.,
users responded “I made the judgment by sum-
marizing the highlighted areas in the passages.”

The remaining less common cases are mostly based

on personal knowledge or guesses.

+

(2) When do users make wrong judgments even
when the explanations give correct answers?

¢ In the Explanation condition, most users rely
on personal knowledge or guess (46.4%) and
sometimes because the explanations have wrong
or poor-quality reasoning (25.0%). For example,
one user responded “I once took a tour of Alca-
traz and I believe I remember this as being true.”
to the claim “Within Alcatraz was a music room
where inmates could be rewarded for positive
behaviors with playing time.” which is in fact
false.

e In the Retrieval + Explanation condition,
users mostly misinterpreted the evidence (38.1%)
or there was just insufficient evidence (28.6%)
and they had to make educated guesses. For ex-
ample, to the false claim “The Bee Gees went on
tour eleven times.”, one user responded: “The
articles mention mostly their songs and a couple
tours. 1 didn’t find anything about 11 tours, just a
couple of them. It was mainly songs I saw.” and
they judged the claim to be true even though the
ChatGPT explanation is correct: “Based on the
evidence from Wikipedia, the claim that the Bee
Gees went on tour eleven times is not supported.
The evidence mentions several tours that the Bee
Gees went on, including the 2 Years On Tour,
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(b) Human confidence in their wrong judgments.

Figure 7: Human confidence broken down by their correct and wrong judgments. Users are over-confident are

wrong judgments.
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Figure 8: Human accuracy broken down by retrieval recall. Human accuracy is lower when the retrieval recall is

low.

Trafalgar Tour, Mr. Natural Tour, Main Course
Tour, Children of the World Tour, Spirits Having
Flown Tour, One for All World Tour, High Civi-
lization World Tour, and One Night Only World
Tour. However, the evidence does not provide
information about any additional tours beyond
these mentioned. Therefore, it cannot be con-
cluded that the Bee Gees went on tour eleven
times based on the evidence provided.”

A.3 Additional Related Work

On Fact-Checking: Fact-checking is a well-
established task in NLP where the typical task for-
mat is to input evidence text (e.g., retrieved from
Wikipedia) and the claim to the model and output a
label of support or refute (or sometimes a third class
of not enough information) (Vlachos and Riedel,
2014; Thorne and Vlachos, 2018). Automated
fact-checking systems often make use of multi-
ple evidence pieces for making predictions, and
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optionally generating generations along with pre-
dictions (Popat et al., 2018a,b; Chen et al., 2023).
Various HCI studies have also analyzed how fact-
checking systems are used by domain experts such
as journalists (Flores-Saviaga et al., 2022; Beers,
2019).

On Explanations: Explanations have been long
sought as a useful tool to help users, not only in
understanding Al predictions (Lee and See, 2004)
but also aiding them in calibrating their reliance
on these predictions (Bussone et al., 2015a). Some
works find that explanations can support human-Al
decision-making by exceeding both human-alone
or Al-alone performance (Feng and Boyd-Graber,
2018; Bowman et al., 2022), whereas some other
works find that explanations lead to worse human-
Al performance (Alufaisan et al., 2021; Bansal
et al., 2020; Wang and Yin, 2021). Vasconcelos
et al. (2022) and Fok and Weld (2023) argue that
to facilitate complementary human-Al decision-
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Figure 9: Correlation between each participant’s average decision accuracy (y-axis) and time (x-axis). We do not
observe a strong correlation overall.

making, explanations must aid users in verify-
ing the Al prediction to yield truly complemen-
tary human-Al performance. Explanations target-
ing verifiability have indeed shown promising av-
enues in human-Al collaborations (Feng and Boyd-
Graber, 2018; Vasconcelos et al., 2022; Goyal et al.,
2023).

On Explanations for Mitigating Over-Reliance:
In line with explanations, model indicators such as
confidence (Zhang et al., 2020) and accuracy (Yin
et al., 2019) have been found to yield mixed ben-
efits. On the one hand, uncertainty indicators can
promote slow thinking (Prabhudesai et al., 2023),
helping users calibrate trust in Al prediction. On
the other hand, humans find it difficult to interpret
numbers, leading to limited utility of such indica-
tors Zhang et al. (2020). Further, these indicators
can be unreliable as models’ accuracy in-the-wild
may differ from the reported accuracy on the evalu-
ation set (Chiang and Yin, 2021) and models’ con-
fidence tend to be uncalibrated (Guo et al., 2017).
To resolve these limitations, Bussone et al. (2015b)
find that detailed explanations exacerbates the over-
reliance on the model predictions, whereas less
detailed explanations lead to distrust in the model,
but increases users’ self-reliance.
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