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Content Warning: This article contains descrip-001

tions and examples of hate speech, which some002

readers may find upsetting.003

Abstract004

This paper explores the ability of large lan-005
guage models (LLMs) to detect hate speech006
in low-resource settings with a focus on the007
Russian language. It specifically evaluates how008
well models like GPT-3.5 Turbo and LLaMA 2009
can classify hate speech against LGBTQ+ in-010
dividuals and Ukrainian war refugees. Zero-011
shot, few-shot, and fine-tuning methods are012
applied to assess model performance in non-013
English contexts. To address the lack of la-014
belled hate speech data, high-quality data sets015
were created mainly sourced from Russian so-016
cial media. While LLMs have some success,017
they struggle due to the dominance of English018
in their training data. (Heidloff, 2023) Fine-019
tuning and instruction-based methods show020
promise for improving classification accuracy.021
The study highlights the need for specialized022
data and training to boost performance in under-023
represented languages.024

1 Introduction025

Online communication is everywhere, making it026

hard to maintain social harmony and affecting027

users’ mental health due to hate speech (Spence028

et al., 2023). With the growth of online spaces and029

artificial intelligence (AI), LLMs have been evolv-030

ing to handle complicated language tasks. These031

models mark a new era in addressing complex Nat-032

ural Language Processing (NLP) tasks and rep-033

resent a significant advancement, especially for034

traditionally underserved languages (Ramlochan,035

2023). The recent geopolitical conflicts, such as036

Russia’s invasion of Ukraine, have increased online037

hate speech, highlighting the importance of this re-038

search (Thapa et al., 2022; Rule of Law in Armed039

Conflicts Project (RULAC), 2024).040

Attribute Details
Language Russian, Surzhik
Validation Method Cross-labelling
Total Dataset Size 524
Fine-tuning Subset 368
Validation Subset 156
Data Sources Social Media, AI Generation,

News Platforms

Table 1: Dataset Characteristics for Hate Speech on War
Victims and LGBTQ+ Community (262 entries each)

In this paper, we explore the ability of LLMs to 041

detect hate speech in low-resource environments 042

focusing on Russian hate speech against LGBTQ+ 043

individuals and Ukrainian refugees. By conducting 044

experiments using GPT-3.5 Turbo (further referred 045

to as GPT-3.5) and LLaMA 2, this study entertains 046

the theory that, despite their primary training in 047

data-rich languages such as English, LLMs can 048

significantly benefit settings considered to be low- 049

resources (Magueresse et al., 2020). This potential 050

is attributed to methodologies, including few-shot 051

and zero-shot in-context learning. 052

2 Datasets 053

The datasets used for the experiments were derived 054

from selected samples from a large amount of on- 055

line data from social media platforms, YouTube, 056

Odnoklassniki, X (formerly known as Twitter), and 057

VKontakte (Statista, 2024). These platforms were 058

chosen due to their popularity in Russian-speaking 059

communities and the prevalence of hate speech 060

content. 061

Instead of directly using all collected data, we 062

adopted a hybrid approach: relevant data were gath- 063

ered from these platforms using carefully curated 064

keywords associated with hate speech, and this 065

data was then manually streamlined and adapted. 066

This approach ensured high-quality data, providing 067
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greater control over contextual relevance and diver-068

sity. The context of the ongoing conflict between069

Russia and Ukraine, coupled with the introduction070

of anti-LGBTQ+ legislation in Russia, provided071

a rich source of contemporary examples for the072

database (Thapa et al., 2022; Trevelyan, 2024).073

The datasets also contain partially synthetic data074

generated by LLMs such as Gemini and ChatGPT-075

3.5 to enhance and diversify the datasets. This076

approach was used only for neutral and positive077

samples since usually the policies of publically078

available LLMs do not allow the creation of harm-079

ful content like hateful sentences (OpenAI, 2024).080

Additionally, there are some Surzhik examples081

present to provide more complex cases for the anal-082

ysis, since it is also used in the context of Russian083

hate speech against Ukrainians (Andrusyak et al.,084

2018).1 The datasets are divided into three main085

categories: positive, negative, and neutral,086

each further classified based on the presence or087

absence of profanity, resulting in six subsets total.088

Examples of the datasets entries can be found in089

the Table 2090

2 It is important to acknowledge that annotating091

such datasets comes with its challenges, particu-092

larly due to the emotional complexities inherent093

in hate topics. The data was annotated during the094

collection and organized into 6 groups: neutral,095

positive, or negative and whether a sentence is pro-096

fane. The Russian-speaking project members extra097

cross-annotated a subset of 90 entries from both098

datasets, which were then used for experiments as099

high-quality samples (Spence et al., 2023).100

The datasets have the potential to prove that a101

small, well-chosen set of examples could signif-102

icantly improve a model’s capability to generate103

relevant and high-quality content (Hennings, 2023).104

This is based on the concept of LIMA (Less is105

More for Alignment), which challenges the com-106

mon misconception that extensive data is necessary107

for fine-tuning LLMs. It demonstrates that modern108

LLMs can be significantly improved for specific109

tasks with just a few high-quality examples (Zhou110

et al., 2023).111

1Surzhik refers to a range of mixed sociolects of Ukrainian
and Russian languages used in certain regions of Ukraine
(Andrusyak et al., 2018).

2The datasets generated in the paper will be published
alongside other similar datasets as part of a larger research
project.

3 Methods 112

3.1 Experimental Setup 113

We utilize two classification tasks in this study: a 114

binary task, where the labels are hateful and not 115

hateful, and a ternary task, where the labels are 116

neutral, negative, and positive. These tasks are 117

common for hate speech research and form the 118

basis for evaluating the models’ performance in 119

detecting and classifying hate speech (Thapa et al., 120

2022; Pronoza et al., 2021). 121

Two large language models, GPT-3.5 and 122

LLaMA 2, were used for the experiments. They 123

were evaluated using zero-shot, few-shot, and in- 124

struction-based fine-tuning approaches. Zero-shot 125

and few-shot setups were used to assess the gener- 126

alizability of the models without extensive training. 127

At the same time, fine-tuning was conducted to 128

adapt the models to the specific nuances of Russian 129

hate speech. Both models underwent instruction- 130

based fine-tuning using the mentioned dataset. For 131

GPT-3.5, fine-tuning involved using instructions 132

(prompts) and examples to guide the model’s learn- 133

ing, while leveraging OpenAI’s user-friendly inter- 134

face. LLaMA 2, on the other hand, was used with 135

parameter-efficient fine-tuning (PEFT) with Low- 136

Rank Adaptation (LoRA), which reduced computa- 137

tional requirements while maintaining performance 138

(Hu et al., 2021). 139

For the fine-tuning of LLaMA 2, we employed 140

Low-Rank Adaptation (LoRA) with the follow- 141

ing hyperparameters: 4 epochs, a learning rate of 142

0.0002, batch size of 1, LoRA rank of 32, LoRA 143

alpha of 64, and a dropout rate of 0.05. 144

For GPT-3.5, fine-tuning was conducted over 6 145

epochs with a batch size of 4 and a learning rate of 146

1.00e-5. 147

3.2 Prompts 148

3 Two types of prompts were tested for the experi- 149

ments: zero- and few-shot prompts. 150

In the zero-shot setup, the models were tested 151

on their ability to classify hate speech without any 152

prior exposure to the labelled dataset. Example: 153

I’ll present a sentence, please label it 154

as ’negative’, ’neutral’, or ’positive’ to- 155

wards any specific group. 156

3The severity level prompt, also extra developed for this
research, asked the model to rate hate speech on a scale from
1 to 10. This approach faced challenges due to the subjectivity
of hate speech perception and inconsistencies across model
outputs. This is why it was not considered in further and final
experiments.

2



Few-shot learning involved providing the models157

with a few annotated examples to improve their158

understanding of the task. Example:159

“I’ll present a sentence; please label it as160

’negative’, ’neutral’, or ’positive’ with a161

focus on negative sentiments towards the162

LGBTQ+ community. Respond with one163

word. Here are some examples: 1. “I164

hate them!.“ Label: Negative 2. “This is165

normal“ Label: Neutral 3. “I love those166

people“ Label: Positive167

The full version of the prompts can be found in168

Appendix A.1.169

4 Results170

Few-shot and Zero-shot Learning: The experi-171

ments assessed the models’ ability to detect hate-172

fulness and negative sentiment toward vulnerable173

groups in zero-shot and few-shot setups. Both174

LLMs were tested with prompts tailored to im-175

prove their understanding of the context of hate176

speech. The results show that both models perform177

significantly better in the few-shot setup compared178

to zero-shot.179

GPT-3.5: In particular, fine-tuned GPT-3.5180

achieved a 5% higher Accuracy score in the few-181

shot setting. In Figure 4 (Appendix A.3), we182

present the test results for both datasets using183

few-shot and zero-shot prompts on the ternary184

task, comparing performance before and after fine-185

tuning.186

Few-shot learning effectively improved the187

recognition of nuanced hate speech, such as subtle188

derogatory terms often misclassified as neutral in189

zero-shot setups. Well-crafted examples likely pro-190

vided the context needed to interpret ambiguous191

language more accurately. Similarly, fine-tuned192

models demonstrated greater sensitivity to implied193

hate speech, enhancing both accuracy and nuanced194

understanding—key factors for effective content195

moderation.196

These findings highlight the value of high-197

quality, domain-specific examples for tasks like198

hate speech detection, particularly when less di-199

rect or explicit language is involved (Brown et al.,200

2020).201

For binary classification, the fine-tuned model202

achieved 0.87 accuracy, slightly improving over203

the base model’s 0.86. It performed well in distin-204

guishing non-hateful content, making it effective205

Figure 1: Comparison of Fine-tuned and base Model
GPT-3.5 on Outsource Datasets

for content moderation. In English tasks, the model 206

sustained 0.87 accuracy, with gains in recall for 207

non-hateful content, showing adaptability across 208

languages (see Appendix A.2, Figure 5). 209

The fine-tuned GPT model was tested across 210

several datasets (Appendix A.3, Figure 1), showing 211

improved accuracy from 75.5% to 80.0% on the 212

Abusive Language Dataset and perfect accuracy 213

of 100% on the HateCheck dataset (Andrusyak 214

et al., 2018; Röttger et al., 2021). On the Kaggle 215

Multi-Lingual Dataset, accuracy increased from 216

82.4% to 86.4%, and from 77.0% to 80.0% on 217

the Distorted Toxicity dataset (Gorbunova, 2022). 218

These results highlight the effectiveness of fine- 219

tuning for adapting models to different linguistic 220

environments and improving their ability to handle 221

nuanced hate speech, especially in multilingual 222

settings. 223

LLaMA 2: The LLaMA 2 model was evaluated 224

on both zero-shot and few-shot learning scenar- 225

ios for binary and ternary classification tasks. In 226

the zero-shot setup, LLaMA 2 achieved an accu- 227

racy of 70% for three-label classification, while it 228

performed slightly better at binary classification, 229

surpassing an accuracy of 0.8 (see 2). However, 230

the few-shot setup showed a drop in accuracy for 231

ternary classification, showing the model’s struggle 232

with more nuanced classification tasks. Prompts 233

with more examples, using 6 instead of 3 sentences, 234

show an increase in the accuracy of the model. This 235

suggests that LLaMA 2 benefits from more contex- 236

tual information, allowing it to better understand 237

patterns and nuances in the data, leading to im- 238

proved performance. 239

The results that are seen in Figure 2 suggest 240

that LLaMA 2 maintained consistent performance 241
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Figure 2: Comparison of Zero-Shot and Few-Shot Accu-
racy for LLaMA 2 in Binary and Ternary Classification
Tasks

for simpler binary tasks, but its effectiveness di-242

minished in the more complex ternary classifica-243

tion, especially without additional contextual in-244

formation provided by examples. This empha-245

sizes the need for targeted examples to improve246

the model’s ability to understand complex linguis-247

tic nuances. Moreover, the few-shot learning sce-248

nario highlighted that providing a small number of249

high-quality examples can significantly influence250

the model’s understanding and decision-making251

process, particularly when dealing with subtle lan-252

guage variations.253

5 Conclusion254

This study found that while models like LLaMA 2255

and GPT-3.5 demonstrate impressive language256

processing capabilities, accurately detecting hate257

speech in low-resource settings remains a challeng-258

ing task due to linguistic complexities like context,259

tone, and intent.260

Few-shot vs. Zero-shot Learning A comparison261

between few-shot and zero-shot learning demon-262

strates the superior performance of few-shot learn-263

ing, emphasizing the effectiveness of example-264

based learning in improving model performance.265

Impact of Profanity Profane language signifi-266

cantly affects the ability of base models to distin-267

guish between hate speech and non-hate speech268

accurately. Although fine-tuning reduces some of269

this effect, it does not eliminate it. Particularly in270

three-label classification, models frequently misla-271

bel neutral examples as negative, even after fine-272

tuning.273

Challenges in Identifying Neutral Content As-274

signing a ’neutral’ label remains particularly chal-275

Figure 3: Confusion Matrix based on Test Results for
LLaMA 2 with Zero-shot Prompt for Ternary Task

lenging for both LLMs (See Figure 3). This high- 276

lights a specific area where current models struggle, 277

emphasizing the need for future improvements in 278

distinguishing content that falls between explicitly 279

harmful and explicitly benign categories. 280

Contribution of New Dataset We introduce 281

unique, high-quality Russian datasets focused on 282

underexplored hate speech targets, laying the 283

groundwork for further academic investigation and 284

improvements in automated hate speech detection. 285

6 Future Work 286

Despite the availability of hate speech datasets in 287

Russian, significant gaps remain in coverage for 288

specific groups. While some data addresses hate 289

speech targeting Ukrainians and other nationali- 290

ties, representation of LGBTQ+ issues within these 291

datasets is notably limited. This underscores a 292

broader gap in Russian-language hate speech re- 293

search. Future investigations should focus on ex- 294

panding datasets for low-resource contexts, where 295

some target groups are underrepresented. Increas- 296

ing dataset size could enhance the accuracy of hate 297

speech detection in smaller models. 298

Further exploration could also examine the per- 299

formance of other LLaMA 2 variants or LLaMA 3, 300

specifically the 13 billion and 70 billion parameter 301

versions. Additionally, future work could explore 302

alternative fine-tuning techniques beyond LoRA 303

(Low-Rank Adaptation) to improve model perfor- 304

mance while maintaining computational efficiency. 305

7 Limitations 306

The research faced two main limitations. First, 307

the choice of the LLaMA 2 model with 7 billion 308

parameters was due to limited computational re- 309
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sources, which restricted the model’s potential com-310

pared to larger alternatives. Second, due to the311

sensitive nature of hate speech data, not all data312

was cross-labelled to protect the mental well-being313

of labellers, reducing the amount of labelled data314

available for analysis. Additionally, certain exam-315

ples were excluded to comply with OpenAI’s usage316

policies, further limiting the data used for model317

fine-tuning. Also, some examples of hate speech318

identified in the datasets were not acceptable under319

OpenAI’s usage policies and therefore could not320

be used in the fine-tuning process of the models.321

This further limited the range of data that could be322

effectively incorporated into the model training.323
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A Appendix406

A.1 Used prompts:407

An example of the severity-level prompt:408

Rate the severity of hate speech in each sen-409

tence on a scale from 1 to 10, where 1 indicates no410

hate speech and 10 signifies extremely severe hate411

speech.412

Zero-shot prompt:413

”I’ll present a sentence; please label it as either414

’negative’, ’neutral’ or ’positive’ with a focus on415

negative sentiments towards some group. Respond416

with one word.”417

Short few-shot prompt:418

“I’ll present a sentence; please label it as either ’neg-419

ative’, ’neutral’ or ’positive’ with a focus on nega-420

tive sentiments towards the LGBTQ+ community.421

Respond with one word. Here are some examples:422

1. Sentence: “Заебали своим ЛГБТ, не нужна423

эта зараза тут!. (You are so fucking annoying424

with your LGBT-shit, we don’t need this dirt425

here!)“426

Label: negative427

2. Sentence: “Для асексуалов понимание428

собственных границ и коммуникация с парт-429

нерами - охуенно важный аспект отноше-430

ний.(It is very fucking important for asexuals to431

communicate and understand their boundaries432

in their relationships.)“433

Label: neutral 3. Sentence: “Отъебитесь уже434

от людей, это же так охуенно жить в гар-435

монии со своей ориентацией. (Can you just436

leave people the fuck alone? It is so god-damn437

amazing to live in harmony with yourself.)“438

Label: positive“439

Sentence:440

Long few-shot prompt:441

I’ll present a sentence; please label it as either442

’negative’, ’neutral’ or ’positive,’ with a focus on443

negative sentiments towards some specific commu-444

nity or a group of people. Respond with one word.445

Here are some examples:446

1. Sentence: “Заебали своим ЛГБТ, не447

нужна эта зараза тут!. (You are so fucking448

annoying with your LGBT-shit, we don’t need449

this dirt here!)“450

Label: negative451

2. Sentence: “Для асексуалов понимание452

собственных границ и коммуникация с парт-453

нерами - охуенно важный аспект отноше-454

ний.(It is very fucking important for asexuals to455

communicate and understand their boundaries456

in their relationships.)“ 457

Label: neutral 458

3. Sentence: “Отъебитесь уже от людей, это 459

же так охуенно жить в гармонии со своей 460

ориентацией. (Can you just leave people the 461

fuck alone? It is so god-damn amazing to live 462

in harmony with yourself.)“ 463

Label: positive 464

4. Sentence: “Беженцам надо как-то блять 465

помочь. (We need to fucking help the refugees 466

somehow)“ 467

Label: neutral 468

5. Sentence: “И ведь все эти охуевшие 469

мрази, так или иначе, будут выдворены из 470

ЕЭС.(And all these fucking scum will be kicked 471

out of the EEC one way or another.)“ 472

Label: negative 473

6. Sentence: Беженцы не сидят на жопе 474

ровно блять, а ищут новые возможности для 475

образования и развития в новых странах. 476

(Refugees don’t sit on their fucking asses, they 477

look for new opportunities for education and 478

development in new countries.) 479

Label: positive 480

Sentence: 481

A.2 Examples of datasets’ entries: 482

Text Labels
Беженцам надо Neutral,

как-то помочь. Not profane
Украинцы - это Positive,
символ надежды, блять Profane
Опять АБВГДейку+-= Negative,
обижают - Not Profane

Table 2: Examples of Dataset Entries. Translation: (1)
We have to help the refugees somehow. (2) Ukrainians
are the symbol of hope, for fuck’s sake. (3) Someone
offended the ABCDies+-= again.

A.3 Figures: 483
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Figure 4: GPT-3.5 Turbo Results for both Datasets on
ternary task before and after Fine-tuning

Figure 5: GPT-3.5 Turbo Results for Different tasks
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