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Abstract

3D human pose lifting from a single RGB image is a challenging task in 3D vision.
Existing methods typically establish a direct joint-to-joint mapping from 2D to 3D
poses based on 2D features. This formulation suffers from two fundamental limita-
tions: inevitable error propagation from input predicted 2D pose to 3D predictions
and inherent difficulties in handling self-occlusion cases. In this paper, we propose
PandaPose, a 3D human pose lifting approach via propagating 2D pose prior to
3D anchor space as the unified intermediate representation. Specifically, our 3D
anchor space comprises: (1) Joint-wise 3D anchors in the canonical coordinate
system, providing accurate and robust priors to mitigate 2D pose estimation inac-
curacies. (2) Depth-aware joint-wise feature lifting that hierarchically integrates
depth information to resolve self-occlusion ambiguities. (3) The anchor-feature
interaction decoder that incorporates 3D anchors with lifted features to generate
unified anchor queries encapsulating joint-wise 3D anchor set, visual cues and
geometric depth information. The anchor queries are further employed to facilitate
anchor-to-joint ensemble prediction. Experiments on three well-established bench-
marks (i.e., Human3.6M, MPI-INF-3DHP and 3DPW) demonstrate the superiority
of our proposition. The substantial reduction in error by 14.7% compared to SOTA
methods on the challenging conditions of Human3.6M and qualitative comparisons
further showcase the effectiveness and robustness of our approach.
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Figure 1: Comparison between different 2D-to-3D human pose lifting manners. Previous methods
(a) generally concern 2D in-plane feature and directly predict 3D pose. Our method (b) mitigates
depth ambiguity by lifting in-plane feature to 3D space and interacting with joint-wise 3D anchors.
Then 3D pose will be estimated via anchor-to-joint ensemble prediction within 3D anchor space. Our
method is robust to both indoor and outdoor occlusion scenarios.

1 Introduction

Monocular 3D human pose estimation from a single RGB image has wide applications including
action recognition [44, 60, 5], virtual reality [11] and human-computer interaction [16, 34]. Compared
to sequence based methods [27, 57, 20, 50], image based counterparts [48, 54, 55] generally have
higher potential for real-time applications and insensitive to the length of input sequence. Recently,
benefiting from the advancement in 2D human pose estimation [4, 33], the research of 3D pose lifting
with input predicted 2D pose has drawn researchers’ attention. However, many challenges remain in
this field, including estimated 2D pose error propagation, high-frequency self-occlusion, efc. [53, 15].

Currently, the state-of-the-art image-based approaches [54, 55, 59] attempt to perform pose lifting
by introducing image features to supplement spatial context as shown in Fig. 1(a). Although these
methods demonstrate promising performance, they exhibit inherent limitations. First, they attempt to
establish the one-to-one mapping from 2D to 3D pose, increasing the dependency on the 2D pose
prediction quality. Consequently, minor noise in the input poses could lead to significant deviations
of predicted 3D pose, resulting in limited robustness. Second, self-occlusion of human body on
images is quite common due to the monocular nature. Existing methods [55, 50, 28] primarily rely
on image descriptive clues for 3D pose characterization, failing to explicitly model depth dimension
and consequently struggling with depth ambiguity and self-occlusion challenges. To overcome
these limitations, we propose to facilitate 3D pose lifting via propagating 2D pose prior to 3D
anchor space. Therefore, joint-wise 3D anchor setting and depth-aware feature lifting are proposed
for providing a robust anchor initialization to suppress noise and integrating hierarchical depth to
eliminate ambiguities in self-occlusion, forming the 3D anchor space, as shown in Fig. 1(b).

For joint-wise 3D anchors, we aim to propagate the input 2D pose priors into 3D joint priors that
possess both robust error tolerance and high accuracy. This mitigates error propagation issue in
previous pose lifting methods, which overly rely on the accuracy of input poses. Specifically, we
utilize 3D anchor set as a coarse initialization relevant to input poses and predict 3D anchor-to-joint
offsets for each joint in an ensemble manner, rather than directly estimating 3D joint positions. The
preliminary exploration in prior works [42, 14] are limited to a simplistic global fixed anchor setting,
which often results in excessively long anchor-to-joint regression offsets, leading to degradation in
accuracy and robustness with insufficient exploitation of the input pose. In contrast, we propose
joint-wise local anchors that fully exploit the guidance of the global 2D pose context. By adaptively
setting a cluster of anchors near each joint based on its 2D position in a learnable manner, aiming to
achieve a trade-off between robustness to errors in the input and accuracy of the initial 3D priors.

Self-occlusion remains a significant challenge for current pose lifting methods, given the monocular
nature of inputs images and poses. Solely rely on in-plane features can be severely semantically
corrupted in occluded regions. Incorporating spatial structural information serves as a potential
solution to recover predictions for self-occluded regions in other domains [17, 6, 51]. However, simply
introducing depth maps proves inadequate for millimeter-level human pose estimation, particularly
failing to resolve depth ambiguity in self-occluded joints. Consequently, we propose a joint-wise



feature lifting module that aligns image features to the domain of 3D anchor features under the
guidance of intermediate joint-level depth supervision. For the supervision, in the absence of dense
ground truth depth maps, we extract the depth value of ground truth joints instead of the complete
depth as supervision. This approach not only inherently furnishes crucial prerequisites for the
reconstruction of self-occluded joints through depth stratification but also facilitates a more practical
approach to fitting the actual joint depth distributions. At the feature level, we leverage 2D pose
priors for feature sampling of visual features to resist background noise, simultaneously reducing
computational memory cost. The sampled features interact with depth information before being
projected into 3D anchor space, enabling robust joint localization against occlusions.

The initial anchor queries, derived from joint-wise 3D anchor setting, undergo multiple attention-
based interactions with depth features and lifted image features within the 3D anchor space. The
resulting output queries integrate cross-modal information from visual, depth, and geometric anchor
data, which are then transformed into anchor offsets and weights towards each joint. This anchor-
to-joint prediction mechanism produces robust 3D pose predictions that maintain both resilience to
input 2D pose inaccuracies and effectiveness against self-occlusion.

The superiority of our proposed PandaPose is verified on three well-established datasets (i.e., Hu-
man3.6M [13], MPI-INF-3DHP [26], 3DPW [39]). The experiments demonstrate our approach
essentially outperforms all the state-of-the-art image based counterparts. Especially under challeng-
ing scenarios (e.g. occlusion) in Human3.6M, our method achieves a significant improvement of
11.3% in MPJPE and 14.7% in PA-MPJPE. Overall, the main contributions of this paper include:

e We propose PandaPose to address image based 3D human pose lifting via propagating 2D
pose prior to 3D anchor space as intermediate representation, and achieve effective and
occlusion-resistant 3D pose estimation through anchor-to-joint ensemble prediction;

e We design joint-wise 3D anchor setting to provide an accurate and robust mapping to 3D
joint, thereby mitigating the impact of input 2D pose inaccuracies;

e A novel 2D-to-3D feature lifting method is proposed to resist self-occlusion and depth
ambiguity issues, via estimating joint-wise depth distribution with sparse depth supervision.

2 Related Works

2D-to-3D human pose lifting. With advancements in 2D human pose estimation [4, 33], lifting 2D
poses to 3D has become a critical research area, with methods generally categorized into sequence-
based and image-based approaches. Sequence-based methods [27, 22, 40, 47, 57, 19, 20, 50, 31,
28] use long temporal sequences using GCN [52] or Transformer [38] to model spatial-temporal
correlations in 2D poses. Despite significant performance gains with longer sequences [50, 20],
these methods also face increased computational complexity and memory demands. With single
frame input, some works [43, 48, 56, 21] attempt to model the spatial relationships within the human
skeleton to capture the spatial correlation between 2D and 3D poses. Other approaches propose to
leverage visual features [54, 55, 59] from 2D pose estimators to compensate for the weak descriptive
capability of 2D pose positions. However, due to the limitations of in-plane features, they commonly
lack explicit modeling of depth, leading to challenges in handling depth ambiguity and self-occlusion.
In our work, we explicitly incorporate joint-wise depth distribution to enhance feature with depth
awareness and alleviate prediction difficulty using an adaptive anchor-to-joint regression manner.

Anchor based pose estimation. In hand pose estimation, some works [42, 12, 8] designed
anchor-to-joint paradigm by treating 2D anchors as local regressors to estimate hand poses. A2J-
Transformer [14] further proposed combining the 3D anchor setting with Transformer [23] to enhance
the resistance towards occlusion. However, the anchor settings in these methods are fixed and cannot
adapt to the content of the image, leading to suboptimal performance in certain scenarios. We are the
first to explore the use of anchors in 3D human pose lifting and leverage 2D pose prior to enhance
anchor design from static to learnable adaptive.

Visual feature with 3D enhancement. For pose estimation, some works expanded visual features into
3D voxels [37, 45, 32, 25] and applied 3D CNNss to regress 3D human poses. Although effective, the
accuracy of 3D human pose estimation may be constrained by the voxel resolution due to limitations
in memory usage and computational cost. To efficiently construct 3D feature representations, some
works in 3D object recognition [29, 17, 51, 6, 46] have made positive explorations. These methods
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Figure 2: Overview of PandaPose pipeline. Given input single-frame 2D pose and intermediate image
features, we adaptively sample anchors in 3D space. By estimating joint-wise depth distributions and
employing a 2D pose prior based sampling strategy, we lift features from 2D to 3D domain. After 3D
anchor-feature interaction, we obtain predicted 3D pose through anchor-to-joint ensemble prediction.

typically extend in-plane features into 3D space using given or predicted depth maps. However,
a single foreground depth map is insufficient for accurate 3D pose estimation, especially under
self-occlusion with significant depth ambiguity. Therefore, we propose to predict joint-wise depth
distributions and integrate them with in-plane features to lift them into depth-aware 3D features.

3 Method

3.1 Overview of main pipeline

The main technical pipeline is shown in Fig. 2. Following the two-stage pipeline of SOTA pose lifting
methods [55], given the input RGB image 7 of size H X W X 3, an off-the-shelf 2D pose estimator [33]
generates the corresponding 2D human pose PiD € RV2 along with intermediate pyramid feature
maps, where N, is the number of joints. Given the input 2D pose, we propose to form 3D anchor set A
via adaptive joint-wise local anchor and fixed global anchor setting (Sec. 3.2). To lift the input visual
2D in-plane features into depth-aware 3D features, we predict the joint-wise depth distribution maps
Distp and depth embedding Fp (Sec. 3.3). We also design a 2D pose prior based feature sampling
strategy to extract joint-related visual features F; (Sec. 3.4), aiming to minimize computational costs
while filtering out background noise. The 3D anchors are encoded as learnable anchor queries Qg ncnor
and interact with lifted 3D features within 3D anchor space, thus making anchor queries as an unified
representation encapsulating 3D anchors, visual cues and depth information (Sec. 3.5). Finally, the
predicted 3D pose P3P € RN s obtained through anchor-to-joint ensemble prediction (Sec. 3.6).

3.2 Joint-wise adaptive 3D anchor setting

In contrast to current pose lifting methods that typically establish a direct joint-to-joint mapping
from 2D to 3D poses, we construct 3D anchors as coarse initialization relevant to the input 2D
poses and then predict 3D anchor-to-joint offsets for each joint in an ensemble manner. Previous
anchor-based methods [42, 14] typically employ fixed anchor settings sparsely located in 3D space,
lacking adaptability to specific pose patterns and thus leading to large offsets for distant anchors
from human regions (Fig. 3). Given that predicting large offsets involves a greater margin for error,
it potentially degrades overall performance in joint localization, especially under occlusions or 2D
pose inaccuracies. To address this, we propose evolving the anchor setting from static to dynamic
adaptive by leveraging 2D pose priors. We conduct a comparison with different anchor settings on
the Human3.6M [13] (Fig. 3). By selecting top-50 anchor-to-joint weights, we identify informative
anchors contributing most to joint prediction and calculate their proportion relative to the total. Our
adaptive setting significantly reduces the offset from 154.6mm to 69.7mm.

The adaptive 3D anchor generation procedure is shown in Fig. 4. The input 2D pose P%D is first
normalized to [—1, 1]. Then 3D local anchors are adaptively generated, producing a set of K sampled
3D offsets § € RX*3 for each joint j € J:

6, = Linear(P3"), 6, e RNVKS,

ey
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Due to the consideration of global 2D pose context, it has a good adaptability to locally inaccurate
2D joints, as shown in Fig. 10. Simultaneously, the normalized 2D joint position (j, jy) is initialized
as a 3D position at depth 0, formed (j, jy, 0). The 3D local anchor set Ay is then generated by
adding the sampling offsets to the corresponding joint 3D position (jy, jy, 0):

Atocat = {@ | Pa = (ju jy 0) + 64 j € J k € K} )

To enhance the model’s generalizability and training stability, we integrate a subset of global fixed
anchors to complement local adaptive anchors with a stable global context. Specifically, we preset 3D
global anchors Agjpa € R23®3  which are uniformly distributed on the plane of root joint in 3D space
with in-plane stride S, = H/16 and S, = W/16. Finally, the 3D anchor set A is the combination of
global anchors and local anchors:

A= Aglobal U Ajocal- 3)

The 3D anchor set A are then used to facilitate anchor-feature interaction in the form of anchor query
Qanchor- Their 3D position P3P is the initial position for anchor-to-joint prediction.

'
® Joint 1 @ Joint2 | Downsampled ;| Label confusion 4 Training:

_- 1_feature map —

- 0.2 T 0.6 H

3.3 Joint-wise depth distribution estimation

In 3D human pose lifting, one of the key chal- ¢ 1 depth label Joimt 2 depth abel

lenges lies in resolving self-occlusion. Current < B y fare Same depil Demfceor”efnjsj
methods are generally limited by relying on con- A

strained 2D features, which leads to difficulties ;
in handling depth ambiguity. However, simply Figure 5: Existing methods typically predict a
estimating a single depth map as a supplementto single depth map. Due to projection distortion,
image features is insufficient for achieving pre- joints far apart in 3D space may appear close in
cise pose estimation requirements. First, pose 2D planes, often overlapping in the downsampled
estimation focuses more on the relative depth feature map, causing significant confusion during
relationships between joints, and a single depth  training and inference.

map cannot provide effective depth predictions
for occluded or 2D-proximity joints. Second,
without ground truth depth maps, how to en-
able models to perform more accurate depth
estimations remains a challenge. As illustrated
in Fig. 5, joints far apart in 3D space to appear
close in 2D planes due to projection distortion, Figure 6: Illustration of joint-wise depth distri-
often overlapping in the downsampled feature bution. Each joint has a corresponding predicted
map. This leads to ambiguous training, where depth map, allowing occluded or nearby joints on
one point maps to multiple GT depths, and inac- the plane to have distinct depth distributions.
curate inference, where multiple joints share the

same incorrect depth. Thus, the inherent depth ambiguities cannot be truly well resolved.

Therefore, we innovatively design a joint-wise approach to predict individual depth distributions
for each joint as shown in Fig. 6. The process of joint-wise depth distribution estimation is shown
in Fig. 7(a). We utilize a light-weight depth net to estimate joint-wise depth (architecture is provided
in Appendix A.2). We use multi-scale features from a pretrained 2D pose estimator to estimate
depth distribution maps at corresponding scales. To balance efficiency with feature richness, we
choose a single H/8 x W/8 resolution feature map as input and estimate depth distributions for each



joint independently. To simplify the continuous depth value prediction, we segment the depth range
[—dmin, dnax] iInto Ky, bins, treating each bin as a distinct class, thereby formulating depth estimation
as a classification task [30, 1]. The resulting depth distribution maps N; x H/8 X W/8 X K}, are then
upscaled via interpolation to match different image resolutions, forming Distp. Additionally, we use
a single Transformer encoder layer [7] on the features output by depth net to generate depth-aware
embeddings Fp, encoding geometric depth cues for 3D anchors.

To address the challenge of generating accurate depth distribution consistent with 3D pose in the
absence of the ground-truth dense depth map, we introduce leveraging 3D pose annotations as sparse
supervision. Consequently, we first map the depth value of GT 3D pose to the corresponding bin as
the label, and then compute binary cross entropy loss [6] separately for each joint depth map. To
mitigate learning complexity and filter out irrelevant noise, the loss calculation is limited to the r» X r
region surrounding the 2D joint.

N (l,—-1 Kbin
1
-Edeprh = N Z Z lOngn,O) + Z lOgP]((n,l) (4)
n=1 \k=0 k=1,

where N = N; X r X r indicates the total number of joint-wise depth supervision pixels.

3.4 2D pose prior based feature sampling

For 3D human pose estimation, attention-based models typically process each pixel, which can
introduce background noise and increase computational load without improving accuracy. To address
these, we propose a 2D pose prior based feature sampling strategy to improve the feature extraction
of traditional attention modules. Our method leverages 2D poses as prior, selectively focusing on
features within a r X r region around joints instead of the whole image (see Fig. 7(b)). This approach
reduces irrelevant information interference while enhancing computational efficiency. Regarding
multi-scale features, our strategy is applied to the first two high-resolution layers, with the sampling
radius proportional to the resolution (r = H/16), preserving global semantic information in lower-
resolution layers. And we normalize image feature channels to the same C;. The similar sampling
strategy is employed for depth distributions, ensuring that the Ny tokens fed into the anchor feature
interaction decoder are pixel-aligned, where Nr is the number of pixel tokens that are summed after
flattening the multi-layer sampled feature map. The sampled image features F; € R¥*CI and depth
distributions Distp, € RV*Kin are then processed with the anchor-feature interaction decoder for
further interaction within 3D anchor space, enabling robust joint localization against occlusions.
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Parameters (M) for

Method Venue Frame Lifting Module MPIJPE | PA-MPJPE |
PoseFormer [57] ICCV’21 81 9.5 443 34.6
MHFormer [20] CVPR’22 351 24.8 43.0 344
Sequence | MixSTE [50] CVPR’22 243 33.6 40.9 32.6

based P-STMO [31] ECCV’22 243 4.6 43.0 34.4
STCFormer [35] CVPR’23 243 18.9 41.0 32.0
KTPFormer [28] CVPR’24 243 35.2 40.1 31.9
Full test set
GraphSH [43] CVPR’21 1 3.7 51.9 -
HCSF [48] ICCV’21 1 - 479 39.0
GraFormer [56] CVPR’22 1 - 51.8 -

Image Diffpose [10] CVPR’23 1 1.9 49.7 -

based Zhou et al.[59] AAATI'24 1 - 46.4 -
HiPART [58] CVPR’25 1 24 42.0 -
CA-PF [55] NeurIPS’23 1 14.1 414 335
PandaPose (Ours) 1 15.2 39.8 ( ) 32.7 ( )
Challenging subset
CA-PF [55] NeurIPS’23 1 14.1 82.4 82.0
PandaPose (Ours) 1 15.2 73.1 ( ) 69.9 ( )

Table 1: Comparison with state-of-the-arts methods on Human3.6M. MPJPE and PA-MPIJPE are
reported in millimeters. The best results are shown in bold. Our method not only achieves leading
performance on the full test set, but also shows significant improvement on challenging subset.

Then, the depth-aware 3D anchor queries are fed into the inter-anchor self-attention layer to promote
articulated clues between anchors. Finally, we lift the flatten in-plane features F; into 3D space
using the joint-wise depth distribution Distp via the outer product F3p = Distp ® Fy, and apply a
3D deformable cross-attention (DCA) layer to enable 3D anchor queries effectively aggregate visual
characteristics of the 3D scene. Then, using the 3D anchors as reference points, for a specific anchor
a located at the position P,, we perform feature interaction through 3D deformable cross-attention:

DCA@) = ) Wad(Fsp, Py + AS ). (©)
neN

Following [61], each anchor is associated with N adaptive sampling points near P4, whose offsets
AS,, are predicted from the input anchor query Quucnor through a linear layer. This allows the
Transformer to dynamically attend to sparse yet semantically rich local regions in a data-driven
manner, enhancing both efficiency and accuracy. The term ¢(F3p, P, + AS ) denotes the trilinear
interpolation to sample features from the expanded 3D feature map F3p. The output anchor query
forms a unified representation in the 3D anchor space, integrating multimodal information and helping
to solve the depth ambiguity issues.

3.6 Anchor-to-joint prediction

With anchor queries Qcnor OUtput from decoder, we use MLP layers to extract the offsets O and
weights W of the anchors with respect to all joints. The joint positions are positioned in the form of
weighted sum of anchor-to-joint offsets:

P;D = Z Wa,j(Pa + Oa,j)’ @)
acA
where P; and P, indicate the 3D position of the certain joint j and anchor a. O, ; denotes the offset
from a towards j. W, ; is the softmax-derived weight of a towards j.

3.7 Loss Function

We train the joint-wise depth distribution map in a sparsely supervised manner (Sec. 3.3), denoted as
Lepn, and use MPJPE [27, 57] to supervise the training of 3D pose, denoted as .L,s. The overall
loss function is formulated as:

L= /llipuse + /IZLdepth (8)

Here we set 1; = 2 and A, = 0.1 for scale balance.

4 Experiments

4.1 Datasets and evaluation metrics



Method PCK 1 AUC 1 MPIPE | Method MPJPE PA-MPJPE |

GF';:” test sg” 190 58 STRGCN [2] 1129 69.6

rarormer [ D0 A . - =
Lieral[18] 81.2 46.1 99.7 VideoPose [27] 101.8 63.0
HCSF [48] 81 462 i PoseFormer [57] 118.2 73.1
Zhou et al.[59] 88.2 593 - Learning [49] 91.1 54.3
CA-PF [55] 98.0 75.4 32.7 PCT [9] 83.1 53.9
PandaPose (Ours) 98.6 (0.67) 75.8 (0.47) 31.8(0.9])  DiffPose[10] 82.7 53.8

Challenging subset Dfpose [41] 79.3 50.1
CA-PF [55] 84.5 53.2 66.6 HiPART [58] 77.2 48.8
PandaPose (Ours) 94.3 (9.87) 62.5 (9.37) 51.8( ) PandaPose (Ours) 74.9( ) 46.9( )

Table 2: MPI-INF-3DHP comparisons with image- Table 3: Cross-dataset comparison of our

based methods. method with SOTA methods on 3DPW.
Global fixed  Adaptive local | MPJPE| MPIPE | Anchor Depth MPIPE| MPJPE |
anchor anchor (Full) (Challenging) feature  distribution | (Full) (Challenging)
PandaPose w/o anchor 42.1 81.9 2D - 40.9 80.8
v 40.8 (13]) 76.2(5.00) 3D Single 40.3 (0.61) 759 (4.9])
v 40.1(2.11)  74.0(7.20) 3D Joint-wise | 39.8 (1.1]) 73.1(7.7])
v v 39.8 ( ) 73.1( )

Table 4: Anchor setting strategy comparison.

We train our model separately on the two commonly
used 3D human pose datasets (i.e., Human3.6M [13]
and MPI-INF-3DHP [26]) to demonstrate the effec-
tiveness of PandaPose. To better verify the general-
ization ability, we train our model on Human3.6M
and conduct a cross-dataset evaluation on 3DPW [39]
in-the-wild dataset. To better illustrate the robust to
occlusion and 2D pose inaccuracy, we select samples
from Human3.6M and MPI-INF-3DHP with an error
> 5 between the predicted 2D pose and GT 2D pose
as the challenging subset (=~ 5% in dataset). Addi-
tional general information about each dataset and the
evaluation metrics are provided in Appendix A.1.

4.2 Implementation details

Our model is implemented with PyTorch. Follow-
ing [55], we use pre-trained frozen HRNet-w32 [33]
as image backbone and only extract the pyramid fea-
ture maps for model input. For fair and in line with
previous works, we use CPN-detected [4] 2D pose
as input in Human3.6M and 3DPW, GT 2D pose in
MPI-INF-3DHP. The experiments are conducted on
2 NVIDIA RTX 3090 GPUs, using AdamW opti-
mizer [24] with a learning rate of 4¢~* and weight
decay of 0.98 in total 30 epochs. All ablation studies
are conducted on Human3.6M [13].

4.3 Comparison with state-of-the-art methods

Table 5: Ablation study of joint-wise 3D feature
lifting.
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Human3.6M dataset. We evaluate our model with SOTA methods on Human3.6M in Table 1,
covering both image based and sequence based methods. When compared to SOTA image based
methods, our model demonstrates a notable improvement in MPJPE, reducing the MPJPE from
41.4mm to 39.8mm (1.6mm decrease), alongside a 0.8mm reduction in PA-MPJPE. Notably, our
single-frame model matches the performance of SOTA sequence based methods, achieving an MPJPE
from 40.1mm to 39.8mm without requiring temporal context. To showcase our method’s superiority,
we conducted a comparison with CA-PF [55] in challenging subset. Our method achieves a significant
improvement by 9.3mm in MPJPE and 12.1mm in PA-MPJPE. Visual comparison under challenging
subset is provided in Fig. 11. We additionally made a performance comparison for the non-challenging

case in Appendix A.3.
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Table 6: Comparison of depth discretization strat- 1able 7: Feature sampling strategy comparison.
egy.

MPI-INF-3DHP dataset. We evaluate the performance on MPI-INF-3DHP dataset in Table 2. Our
PandaPose achieves the best result, outperforming the existing SOTA image based models by 0.6%
in PCK, 0.4% in AUC and 0.9mm in MPJPE. Under challenging subset (e.g.row 3 in Fig. 11), our
method achieved a significant advantage by 9.8% in PCK, 9.3% in AUC and 14.8mm in MPJPE.

3DPW dataset. We evaluate our model pre- Input CA-PF Ours Ground truth
trained on Human3.6M to 3DPW dataset, as -
shown in Table 3. Under the same cross-dataset
setting, our model achieves the SOTA perfor-
mance with a notable improvement of 2.3mm
in MPJPE and 1.9mm in PA-MPJPE, showcasing
the strong generalization ability of our method.

T

4.4 Ablation study I R
3D anchor setting. To validate the effectiveness "
of the anchor-to-joint regression and our adap-
tive 3D anchor setting, we conducted ablation
studies as shown in Table 4. The baseline model,
which directly regresses 3D poses using an MLP
from the output feature of decoder, shows a sig-
nificant performance drop (MPJPE decreases by
2.3mm in full test set and 8.1mm in challenging
subset compared to the anchor-to-joint regression
manner). Further, both global and adaptive local
anchors improve performance, with adaptive lo-
cal anchors providing better accuracy due to their
closer alignment with joint positions. In challeng-
ing subset, adaptive anchor improved by 2.2mm
compared to the global anchor. When combining
global and local anchors, integrating both global
and local context yields the optimal performance »
for the model. These findings prove that an ef- Figure 12: Visualization on samples out of dataset
fective regression manner and carefully designed from Internet including various scenarios and vir-
3D anchors can enhance the performance of 3D  tual avatars.

pose estimation.

Figure 11: Visual comparison on challenging
cases (e.g. significant occlusion or 2D pose inac-
curacy). The circles highlight locations where our
method has better predictions.

Input Reconstruction Input Reconstruction

Joint-wise 3D feature lifting. To assess the effectiveness of lifting 2D features to depth-aware 3D
features, we conduct ablation studies on key propositions in Table 5. We first remove the entire depth
branch and use only the 3D anchor and in-plane 2D feature for interaction as the baseline. Next, we
predict a single depth map and add the 3D deformable cross-attention and depth cross-attention to
facilitate feature lifting. The performance improved, highlighting the importance of spatial context for
3D pose estimation. Subsequently, we predict joint-wise depth distributions instead of only one single
depth map. It is observed that the performance improved, especially under the challenging subset,
MPJPE shows a significant improvement by 7.7mm, indicating that fine-grained depth information at
the joint level contributes to the accuracy of 3D pose estimation, particularly under self-occlusions.

Depth Discretization Strategy We replace the classification depth head with a regression head for
comparison, as shown in Table 6. The classification approach achieves better accuracy, with the
optimal bin number being 64. The improved performance can be attributed to the better alignment
between the task complexity and the lightweight classification head, which helps alleviate fitting
difficulty. Especially under challenging cases with significant occlusion, the predicted MPJPE
improved by 4.1mm (77.2 - 73.1). We also observe that using too many bins can degrade performance.



Robustness to noisy 2D pose. We add random Gaussian noise to the input 2D pose to compare the
performance under varying noise levels in Fig. 9. As 2D pose estimate quality decreases, our method
retains higher accuracy than others, demonstrating lower sensitivity to 2D pose estimator stability
and greater practical flexibility. As shown in Fig. 10, our adaptive anchors demonstrate superior
generalization under challenging scenarios, maintaining a distribution close to the ground truth even
with inaccurate 2D poses.

2D pose prior based feature sampling. We verify the effectiveness of 2D pose prior based feature
sampling as shown in Table 7. At the batch size 176, our strategy achieves stable performance while
using nearly half the GPU memory compared to utilizing the full multi-scale feature map. In contrast,
random sampling of an equal number of features leads to a significant performance drop, indicating
that our approach efficiently captures essential features while reducing environmental noise.

4.5 Qualitative analysis

To intuitively demonstrate the superiority and generalization of our method, we evaluate our method
on samples out of datasets (i.e., Human3.6M and MPI-INF-3DHP) as in Fig. 12. To ensure diversity,
we select different events, viewpoints, and clothing, and also test our model on virtual avatars. Our
method exhibited promising results, revealing potential for real-world applications. Additional
visualizations, analysis of efficiency and failure cases are provided in Appendix A.

5 Conclusions

In this paper, we propose PandaPose, a novel approach for 3D human pose lifting by propagating 2D
pose prior to 3D anchor space as a unified intermediate representation. 3D anchor space comprises:
joint-wise 3D anchors in the canonical coordinate system that offer accurate and robust priors to
mitigate errors from 2D pose estimation; depth-aware joint-wise feature lifting that hierarchically
integrates depth information to resolve ambiguities caused by self-occlusion; and an anchor-feature
interaction decoder that combines 3D anchors with lifted features to generate unified anchor queries
encapsulating joint-wise 3D anchor sets, visual cues, and geometric depth information. The anchor
queries are further employed to facilitate anchor-to-joint ensemble prediction. Experiments on
Human3.6M, MPI-INF-3DHP and 3DPW datasets demonstrate that PandaPose not only addresses
the aforementioned challenges but also achieves state-of-the-art performance, especially under
challenging scenarios. Limitations and broader impacts are discussed in Appendix A.7.
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Figure 13: Illustration of light-weight depth network.

MPJPE MPJPE MPJPE
Method (Challenging subset) | (Non-challenging subset) (Full test set)
27377 samples 515967 samples 543344 samples
CA-PF [55] 82.4 39.9 414
PandaPose (ours) 73.1 ( ) 38.8 ( ) 39.8 ( )

Table 8: Performance comparison of different subsets on Human3.6M test set. The non-challenging
subset refers to the remaining samples after excluding the challenge subset from the full test set.

A Technical Appendices and Supplementary Material

A.1 Datsets and evaluation metrics

Human3.6M [13] is a widely used benchmark for 3D human pose estimation. Following previous
protocols, we train our model on 5 subjects (S1, S5, S6, S7, S8) and evaluate it on 2 subjects (S9, S11).
We report MPJPE and PA-MPJPE on Human3.6M. We select samples with an error > 5 between the
predicted 2D pose and GT 2D pose as the challenging subset (27.4k samples, about 5% in test set).
These samples with 2D pose inaccuracy generally have strong occlusions or confusing pose patterns,
as shown in Fig. 11.

MPI-INF-3DHP [26] is also widely used benchmark for 3D human pose estimation, collected in
both indoor and challenging outdoor environments. We report PCK (Percentage of Correct Keypoint)
with the 150 mm range, AUC (Area Under Curve) and MPJPE as evaluation metrics. Following the
same principles as described above, we selected 111 samples (about 4%) as the challenging subset.

3DPW [39] is a challenging in the-wild dataset. We train our model on Human3.6M and test it on
3DPW to evaluate the generalization ability. We report MPJPE and PA-MPJPE on 3DPW.

A.2  Depth network structure

The lightweight depth network we employ is illustrated in Fig.13. This network has approximately
SM parameters and is composed of multiple convolutional layers. It takes a single-layer image
feature map as input, which is then processed through a feature projection layer. Subsequently, the
convolutional layers extract deep features, which are further refined by an ASPP Fig.[3] (Atrous
Spatial Pyramid Pooling) module to capture multi-level information. From this process, two outputs
are derived:

o The depth features are passed through a 1x1 convolution to generate depth distribution maps
for each joint.

o A single-layer Transformer encoder, comprised of the self-attention mechanism, processes
the depth features to produce a depth embedding.

A.3 Performance analysis on different subsets

In Table 1, we compare the performance of PandaPose with other SOTA methods on the full test set
as well as on the challenging subset to demonstrate its superiority, particularly in terms of robustness
to occlusions and 2D pose inaccuracies. Furthermore, it would raise a concern that improvement on
difficult samples could come at the expense of weaker performance on easier cases. To address this
concern, we conducted additional experiments in Table 8 by excluding the challenging subset from
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Figure 15: Failure case visualization under motion blur or self-occlusion.

the full test set, defining it as the non-challenging subset, and compared it with CA-PF [55]. Our
approach exhibits notably improvements even on relatively normal cases.

A.4 Performance analysis on different 2D pose estimator

We select three widely used 2D pose estimators (i.e., CPN [4], HRNet-w32 [33], HRNet-w48 [33])
for ablation experiments to examine how predicted 3D pose quality varies with input 2D accuracy.
The results are listed in Table 10. The accuracy of PandaPose remains relatively stable with respect to
the errors of the 2D pose estimator. Compared with CPN and HR-Net-w48, the 2D accuracy (mAP)
decreases by 5.5%, but the error of PandaPose only increases by 1.5%. Meanwhile, in Figure 9 of
the main text, we gradually add Gaussian noise to the 2D pose to study the method tolerance to
noise levels and our method maintains the best anti-noise ability. When the pixel-level noise scale
ranges from O to 5, the error of PandaPose only increases by 16% (from 39.8 to 48.2), while the
image-based SOTA CA-PF [55]increases by 56% (from 41.4 to 64.9), and the sequence-based SOTA
KTPFormer [28] increases by 112% (from 40.1 to 86.9). The noise resistance can be attributed to
different 3D anchor setting and anchor-to-joint ensemble prediction mechanism.

A.5 Running efficiency comparison

Table 9 presents an efficiency comparison among our proposed method (PandaPose), the state-
of-the-art image based method (CA-PF [55]) and sequence based methods (MixSTE [50] and
MHFormer [20]) on Human3.6M [13]. All metrics are evaluated on an NVIDIA RTX3090 GPU.
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Lifting Module | MPJPE | MPJPE |
Method FPS | parametersM) | (Full) | (Challenging)
Sequence based
MHFormer(T=27) [20] - 24.8 45.9 -
MHFormer(T=351) [20] - 24.8 43.0 -
MixSTE(T=243) [50] - 33.6 40.9 -
Image based

CA-PF [55] 19 14.1 41.4 82.4

PandaPose w/ 3 decoder | 16 15.2 39.8 73.1

PandaPose w/ 2 decoder 18 12.7 40.3 75.6

Table 9: Running efficiency comparison.

2D pose estimator mAP on COCO T MPJPE on Human 3.6M |

CPN 68.6 40.1
HR-Net-w32 74.4 39.8
HR-Net-w48 76.3 39.5

Table 10: Comparison of 2D pose estimators on COCO and Human 3.6M datasets.

Due to the differences in experimental setup, we omit the FPS metric for the sequence-based methods.
Compared to the sequence-based methods, PandaPose takes fewer parameters while maintaining
comparable performance. To demonstrate the superiority of PandaPose, we reduce the number of
layers in the decoder from 3 to 2. This adjustment result in a parameter reduction of 2.5M, with only
a performance drop of 0.5mm on the full test set and 2.5mm on the challenging subset. Compared
to CA-PF [55], PandaPose reduces parameters by 1.4M while maintaining comparable running
efficiency. Notably, on the challenging subset, PandaPose outperforms CA-PF by 6.8mm MPJPE.
This also indicates that PandaPose holds essential potential to further efficiency enhancement, but
still ensuring promising performance.

A.6 More visualization results

We present more visualization cases in Fig. 14 and compare them with state-of-the-art image based
method (CA-PF [55]) and ground truth. Our method demonstrates superior handling of the relative
depth relationships between joints when dealing with severe self-occlusion or noisy 2D pose inputs,
resulting in more accurate 3D pose predictions.

Additionally, some representative failure cases are shown in Fig. 15. In scenarios with severe
motion blur or self-occlusion, the human subject may become confused with the background, leading
to inaccurate predictions of 2D poses. Thus, the quality of 3D pose predictions will be affected.
Our method, due to its explicit modeling of the relative depth relationships between joints and the
integration of anchor-to-joint ensemble prediction, is capable of predicting relatively more reasonable
3D human poses in such scenarios.

A.7 Limitations and boarder impacts

Despite the achievements of our method in image based 3D human pose estimation, several limitations
remain that are worth further improvement. As a single-frame method, PandaPose lacks temporal
smoothness compared to sequence-based methods, which use information from adjacent frames. This
can lead to jitter in pose estimation during continuous actions, especially with rapid or complex
movements. Additionally, PandaPose introduces the processing of image features and complex
operations including feature lifting and ensemble prediction in the 3D anchor space. While these
steps improve accuracy, they inevitably come with a computational resource cost. Future research will
aim to develop more lightweight approaches with similar performance but reduced computational and
memory costs, exploring efficient feature lifting and optimization methods. Our approach exclusively
utilizes publicly available datasets during the training process, thereby having no broad societal
impact, not involving Al ethics, and not involving any privacy-sensitive data.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper accurately conveys the contributions and scope of this work in the
abstract and introduction sections, and provides a bullet-point summary at the end.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The paper discusses the limitations of the method in Appendix A.7.

Guidelines:

The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.
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o Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All experiments presented in this paper are reproducible. We will release the
code and model following the acceptance of the paper.

Guidelines:

e The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

e While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We will release the code and model after the acceptance of the paper.
Guidelines:

e The answer NA means that paper does not include experiments requiring code.

e Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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e While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

e The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

e The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

e The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

e Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide a detailed description of our experimental setup and results in
Sec. 4 of the main paper.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: Our experiments are stable across multiple runs.
Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

e The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

e The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

e For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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8.

10.

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Sec. 4 and Appendix A.5, we provide a detailed account of our computa-
tional overhead and model efficiency.

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The paper adheres to the NeurIPS Code of Ethics in all respects.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

e The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: In Appendix A.7, we elaborate on the lack of societal impact of our work.
Guidelines:

o The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

o Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

e The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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o If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks as elaborated in Appendix A.7.
Guidelines:

e The answer NA means that the paper poses no such risks.

e Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

e Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

e We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper employs publicly available datasets and code for training and

comparative evaluation, adhering to all protocol restrictions that accompanied their release,
and cites the relevant literature.

Guidelines:
e The answer NA means that the paper does not use existing assets.
e The authors should cite the original paper that produced the code package or dataset.

e The authors should state which version of the asset is used and, if possible, include a
URL.

e The name of the license (e.g., CC-BY 4.0) should be included for each asset.

e For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

o For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

o If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: Upon acceptance of the paper, we will release our model and code under the
CC BY-SA 4.0 license.

Guidelines:
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e The answer NA means that the paper does not release new assets.

e Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

e The paper should discuss whether and how consent was obtained from people whose
asset is used.

o At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

e According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

o The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

e Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

e We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

o For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components, we only use LLM during paper writing for
grammar check and polish.

Guidelines:
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e The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

e Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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