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Abstract

The difficulty of the information extraction001
task lies in dealing with the task-specific la-002
bel schemas and heterogeneous data structures.003
Recent work has proposed methods based on004
large language models to uniformly model dif-005
ferent information extraction tasks. However,006
these existing methods are deficient in their in-007
formation extraction capabilities for Chinese008
languages other than English. In this paper,009
we propose an end-to-end chat-enhanced in-010
struction tuning framework for universal infor-011
mation extraction (YAYI-UIE), which supports012
both Chinese and English. Specifically, we uti-013
lize dialogue data and information extraction014
data to enhance the information extraction per-015
formance jointly. Experimental results show016
that our proposed framework achieves state-of-017
the-art performance on Chinese datasets while018
also achieving comparable performance on En-019
glish datasets under both supervised settings020
and zero-shot settings.021

1 Introduction022

Information extraction (IE) aims to extract struc-023

tured information from unstructured text automat-024

ically (Grishman, 2019). Depending on the ex-025

tracted objects, the IE tasks can be categorized into026

multiple sub-tasks, including named entity recog-027

nition (NER), relation extraction (RE), event ex-028

traction (EE), and so on. The traditional IE meth-029

ods mostly develop isolated datasets and models030

for each task, schema and domain, which greatly031

hinders the practical applications of the IE tasks032

(Mengge et al., 2020; Wang et al., 2021; Qin et al.,033

2021; Wang et al., 2022a).034

Recently, large language models (LLMs) have035

demonstrated tremendous capabilities in solving a036

variety of natural language tasks and are equipped037

with strong generalization abilities. Therefore, Lu038

et al. (Lu et al., 2022) first introduced the con-039

cept of universal IE to uniformly model various040

IE tasks. They also proposed a large-scale pre- 041

trained universal IE model called UIE. However, 042

UIE still requires model fine-tuning for different 043

downstream tasks, which leads to its poor perfor- 044

mance on unseen data. Lou et al. (Lou et al., 2023) 045

proposed USM and designed three unified token- 046

linking operations to decouple various IE tasks, 047

but its training and inference processes suffer from 048

inefficiency. Wang et al. (Wang et al., 2023) de- 049

veloped an end-to-end unified information extrac- 050

tion framework InstructUIE based on instruction 051

tuning, which utilizes descriptive instructions to 052

enable LLMs to understand different IE tasks. Nev- 053

ertheless, these existing methods are deficient in 054

their IE capabilities for Chinese languages other 055

than English. 056

In this paper, we propose YAYI-UIE, an end-to- 057

end chat-enhanced instruction tuning framework 058

for universal information extraction that supports 059

both Chinese and English. Our framework con- 060

sists of the following two instruction-tuning steps. 061

The first step involves utilizing dialogue data to 062

fine-tune a base LLM for obtaining a chat model 063

with common understanding abilities. In the sec- 064

ond step, we focus on enhancing the chat model’s 065

performance in IE tasks. To achieve this, we con- 066

struct the largest and most comprehensive Chinese 067

IE benchmark dataset and combined it with the ex- 068

isting English benchmark. The universal IE model 069

is obtained by instruction-tuning the chat model 070

using this combined dataset. 071

• We propose an end-to-end instruction tuning 072

framework YAYI-UIE for universal informa- 073

tion extraction that supports both Chinese and 074

English, which leverages dialogue data and 075

information extraction data to enhance the in- 076

formation extraction performance jointly. 077

• We construct the most comprehensive Chi- 078

nese instruction tuning benchmark for univer- 079
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Figure 1: Examples of our chat-enhanced instruction tuning framework for universal information extraction.

sal information extraction, which consists of080

16 datasets from various domains.081

• The experimental results demonstrate that our082

YAYI-UIE achieves the SOTA performance in083

both supervised and zero-shot settings for Chi-084

nese, while also displaying remarkable profi-085

ciency in English.086

2 Methodology087

In this section, we describe the proposed chat-088

enhanced instruction tuning framework for univer-089

sal information extraction (YAYI-UIE). We start090

with the task schema and the inference procedure091

of our universal information extraction framework.092

Then we introduce the design of the two-step in-093

struction tuning, including instruction tuning for094

chat and information extraction respectively.095

Figure 1 gives examples of our text-to-text gen-096

eration framework for universal information extrac-097

tion to illustrate the task schema and the inference098

procedure. To uniformly model the IE tasks, in-099

cluding NER, RE and EE, we formalize these tasks100

by the following task schema:101

Ouput = YAYI-UIE (Instruction, Input) (1)102

where the detailed descriptions of the properties in103

the schema are as follows:104

• Instruction is a natural language text se-105

quence that includes three elements: task type,106

task option, and output format. It consists of107

a description of the task type to specify the108

task; a description of the task option to restrict109

the range of the labels in the output; and a de- 110

scription of the desired format of the output. 111

• Input is a textual instance of the IE tasks that 112

is fed to the large language model along with 113

the instruction, and the model generates the 114

output based on the constraints provided by 115

the given instruction. 116

• Output is a sentence that represents the struc- 117

tured information extracted from the input text. 118

Specifically, our YAYI-UIE chooses JSON as 119

the output format for all the IE tasks. 120

On this basis, we design a two-step instruction 121

tuning for universal information extraction. As 122

shown in Figure 2, we first fine-tune a pre-trained 123

LLM on the dialogue instruction corpus to enhance 124

the instruction-following ability. Following that is 125

the instruction tuning for information extraction, 126

which aims to better constrain the model to gener- 127

ate the desired structured results for the IE tasks. 128

2.1 Instruction Tuning for Chat 129

To enhance the model’s understanding of open- 130

world languages and improve the performance of 131

instruction fine-tuning in fully supervised and zero- 132

shot settings, intuitively, the dialogue data in real 133

life is a good fit for strengthening the understanding 134

of human language instructions. In the first step of 135

the proposed two-step instruction tuning, we use 136

open-source dialogue data with instructions and 137

a self-constructed corpus to train a chat-enhanced 138

language model to facilitate instruction tuning for 139

multiple information extraction tasks. 140
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Figure 2: Overview of our chat-enhanced instruction tuning framework for universal information extraction.

Dialogue Data During the data acquisition, to141

align the model for following human instructions142

better, we first perform general instruction tuning143

to train a chat-enhanced model using dialogue cor-144

pus in both English and Chinese. The corpus is145

sourced from the general internet webpages and146

public datasets, including high-quality data such as147

news articles, encyclopedic contents, books, codes,148

etc. In addition to the open-source datasets, we also149

leverage some field-specified data in the domains150

of finance, politics, and security. These self-built151

data, with a large portion in Chinese, include press152

conference records, company identification, and153

sensitive boundary recognition, etc.154

For data processing, the corpus is constructed155

based on the self-instruct framework (Wang et al.,156

2022b), formatted as tuples of instruction, input157

and output. Specifically, we iteratively perform158

instruction tuning using the instances generated by159

our model. At each iteration, the distribution of160

the generated data is revised using a filtering step,161

where the meaningless, incomplete, sensitive, or162

duplicate samples are rejected. In addition, for the163

field-specified data, we further manually filter the164

data with regard to format (e.g., line breaks and165

punctuation errors) and content (e.g., data timeli-166

ness and hallucination issues).167

Training During the training process, we fine-168

tuned a base LLM on the constructed dialogue cor-169

pus to obtain the chat LLM:170

LLMchat = SFT (LLMbase, Ddialogue) (2)171

where LLMbase is a pre-trained LLM, LLMchat 172

is the fin-tuned chat model, Ddialogue is the con- 173

structed dialogue corpus. 174

2.2 Instruction Tuning for IE 175

After training on the chat data, the chat model gains 176

a fundamental understanding of open-world lan- 177

guage and has been further enhanced in its Chinese 178

language capabilities. In the second step of the 179

proposed two-step instruction tuning, we adapt the 180

model to the IE tasks via the IE instruction datasets 181

and standardize the output format of the model. 182

Moreover, we construct the most comprehensive 183

Chinese IE instruction benchmark dataset to sup- 184

port the supervised fine-tuning for the IE tasks. 185

Information Extraction Data Due to the lack 186

of Chinese datasets in existing IE benchmarks, we 187

collect 16 Chinese datasets for NER, RE, and EE 188

tasks from diverse domains to build a comprehen- 189

sive Chinese instruction benchmark, and then com- 190

bine it with the existing English benchmark IE 191

INSTRUCTIONS (Wang et al., 2023). 192

Figure 3 gives an overview of the English and 193

Chinese IE data for instruction tuning, which in- 194

cludes the distribution of the data across different 195

tasks, domains, and languages. It covers more than 196

10 domains, such as general, finance, biology, and 197

healthcare. Specifically, the built IE data covers 198

various label types. 199

Training To enhance the generalization ability, 200

we perform negative sampling on the labels of each 201
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Figure 3: The distribution of information extraction
data.

instance during the training phrase. For input text202

t containing n types of labels L = {l1, l2, · · · , ln},203

we randomly add several labels to L that do not204

belong to L. During the training process, we fine-205

tuned the chat LLM on the IE corpus to obtain the206

universal IE model:207

LLMie = SFT (LLMchat, Die) (3)208

where LLMie is the fine-tuned universal informa-209

tion extraction model, Die is the information ex-210

traction corpus.211

3 Experiments212

In this section, we conduct experiments under both213

supervised settings and zero-shot settings to eval-214

uate the effectiveness of YAYI-UIE. For imple-215

mentation, we choose Baichuan2-13B (Yang et al.,216

2023) as the backbone model and perform the pro-217

posed chat-enhanced instruction tuning on it with218

the 10−5 learning rate. For the evaluation metrics,219

we adopt the F1 value to evaluate each dataset in220

NER, RE and EE tasks in a strict matching manner,221

and report the respective average F1 of the English222

datasets and the Chinese datasets on the three tasks.223

Dataset BERT-base UIE InstructUIEYAYI-UIE
ACE2005 87.30 85.78 86.66 81.78
AnatEM 85.82 77.68 90.89 76.54
bc2gm 80.90 74.77 85.16 82.05
bc4chemd 86.72 82.79 90.30 88.46
bc5cdr 85.28 78.82 89.59 83.67
broadtwitter 58.61 67.02 83.14 83.52
CoNLL03 92.40 92.99 92.94 96.77
FabNER 64.20 73.71 76.20 72.63
FindVehicle 87.13 91.56 89.47 98.47
GENIA-Ent 73.30 67.46 74.71 75.21
HarveyNER 82.26 58.13 88.79 69.57
MIT Movie 88.78 79.56 89.01 70.14
MIT Rest. 81.02 81.67 82.55 79.38
multiNERD 91.25 91.75 92.32 88.42
ncbi-disease 80.20 80.13 90.23 87.29
Ontonotes 91.11 86.25 90.19 87.04
polyglot 75.65 68.01 70.15 70.85
tweetNER7 56.49 63.81 64.97 66.99
wikiann 70.60 82.11 85.13 72.63
wikineural 82.78 92.14 91.36 87.63
Avg 80.09 78.81 85.19 80.95

Table 1: Overall results of YAYI-UIE on English NER
datasets. To provide a comprehensive comparison, we
conduct experiments on 18 datasets to obtain the exper-
imental results of UIE, which are marked with under-
lines.

3.1 Experiments on Supervised Settings 224

3.1.1 Datasets 225

We conduct supervised experiments on 32 En- 226

glish datasets and 8 Chinese datasets. The English 227

data provided from the benchmark dataset IE IN- 228

STRUCTIONS (Wang et al., 2023). Based on IE 229

INSTRUCTIONS, we further collect 8 Chinese 230

datasets to verify the IE capabilities in Chinese 231

under supervised settings. Specifically, for NER 232

task, we adopt CCKS2017 (Xia and Wang, 2017), 233

CCKS2018 (Luo et al., 2018), MSRA (Levow, 234

2006), and eCommerce (Liu, 2011) dataset. For 235

RE task, we adopt DuIE (Li et al., 2019) and In- 236

structIE (Gui et al., 2023) dataset. For EE task, 237

we adopt DuEE-Fin (Han et al., 2022) DuEE-1.0 238

(Li et al., 2020). These datasets cover multiple 239

domains, such as healthcare, finance and biology. 240

3.1.2 Baselines 241

We choose the following representative method as 242

the baselines: 243

• UIE (Lu et al., 2022) is a unified text-to- 244
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Dataset BERT-base YAYI-UIE
CCKS 2017 92.68 90.73
CCKS 2018 90.82 90.39
MSRA 96.72 95.57
eCommerce 73.70 88.07
Avg 88.48 91.19

Table 2: Overall results of YAYI-UIE on Chinese NER
datasets.

structure generation framework that generates245

target extraction via schema-based prompts.246

• USM (Lou et al., 2023) is a unified IE tasks247

framework, which converts IE tasks to a se-248

mantic matching problem.249

• InstructUIE (Wang et al., 2023) proposes250

a unified information extraction framework251

based on multi-task instruction tuning.252

• BERT-base (Kenton and Toutanova, 2019)253

refers to task-specific supervised models254

with state-of-the-art results based on the pre-255

trained language model BERT.256

3.1.3 Results257

Named Entity Recognition Table 1 gives the258

experimental results of the comparative methods259

and YAYI-UIE on 20 English NER datasets. As260

shown in the table, YAYI-UIE achieves a higher av-261

erage F1 value than UIE and BERT-base methods.262

When compared to the strong baseline InstructUIE,263

YAYI-UIE performs slightly worse. The possible264

reason is the backbone model and training data of265

InstructUIE are both limited to English only, while266

the backbone and fine-tuning data of YAYI-UIE267

are primarily in Chinese, which may affect its ca-268

pability on English datasets.269

Table 2 gives the experimental results of the com-270

parative methods and YAYI-UIE on 4 Chinese NER271

datasets. As the existing universal information ex-272

traction methods only support the English language,273

we compare YAYI-UIE to the strong BERT-based274

methods. In the table, YAYI-UIE achieves the high-275

est average F1 value of 91.19%. For the CCKS276

2017, CCKS 2018 and MSRA, YAYI-UIE is only277

off by less than 2% in F1 values, while for eCom-278

merce, it achieves an improvement of 14.37%. The279

experimental results show that our model outper-280

forms the baselines on the Chinese NER task.281

Dataset UIE USM InstructUIE YAYI-UIE
ADE corpus - - 82.31 84.14
CoNLL04 75.00 78.84 78.48 79.73
GIDS - - 81.98 72.36
kbp37 - - 36.14 59.35
NYT - - 90.47 89.97
NYT11 HRL - - 56.06 57.53
SciERC 36.53 37.36 45.15 40.94
semval RE - - 73.23 61.02
Avg - - 67.98 68.13

Table 3: Overall results on English RE datasets.

Dataset BERT-base YAYI-UIE
DuIE 74.30 81.19
InstructIE 49.21 59.52
Avg 61.76 70.36

Table 4: Overall results on Chinese RE datasets.

Relation Extraction Table 3 gives the exper- 282

imental results of the comparative models and 283

YAYI-UIE on 8 English RE datasets. We can see 284

from the table that YAYI-UIE achieves the highest 285

average F1 value, and gains a significant improve- 286

ment on kbp37 compared to the strong baseline 287

InstructUIE. Compared with UIE and USM, YAYI- 288

UIE performs better on the 2 datasets. It should 289

be noted that the model and code for USM are not 290

available, and we cannot reproduce UIE on these 291

RE datasets due to the lack of position information. 292

Table 4 gives the experimental results of the com- 293

parative models and YAYI-UIE on 2 Chinese RE 294

datasets. From the table, we can see that YAYI-UIE 295

achieves the highest average F1 value, and gains 296

8.6% F1 improvement compared to the baselines. 297

In general, the experimental results demonstrate 298

the effectiveness of our YAYI-UIE for both English 299

and Chinese RE tasks. 300

Event Extraction Table 5 gives the Event Trig- 301

ger and Event Argument F1 value experimental 302

results of the comparative models and YAYI-UIE 303

on 3 English EE datasets. Our YAYI-UIE achieves 304

the highest average F1 score for the event argument 305

extraction task. Compared with UIE, YAYI-UIE 306

performs better on 3 out of 6 datasets, while com- 307

pared with InstructUIE, YAYI-UIE performs better 308

on 2 out of 6 datasets on EE task. 309

Table 6 gives the experimental results of the com- 310

parative models and YAYI-UIE on 2 Chinese EE 311
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Dataset BERT-base USM UIE InstructUIE YAYI-UIE

Event Trigger

ACE2005 72.5 72.41 73.36 77.13 65.00
CASIE 68.98 71.73 69.33 67.80 63.00
PHEE - - 64.77 70.14 63.00
Avg - - 69.15 71.69 63.67

Event Argument

ACE2005 59.9 55.83 54.79 72.94 62.71
CASIE 60.37 63.26 61.3 63.53 64.23
PHEE - - 63.70 62.91 77.19
Avg - - 59.93 66.46 68.04

Table 5: Overall results on English EE datasets. The results marked with underlines are reproduced in this paper.

Dataset UIE YAYI-UIE

Event Trigger
DuEE-Fin 84.53 82.50
DuEE-1.0 82.18 85.00
Avg 83.36 83.75

Event Argument
DuEE-Fin 75.73 70.02
DuEE-1.0 70.68 78.08
Avg 73.21 74.05

Table 6: Overall results on Chinese EE datasets.

datasets. In the table, we can see that YAYI-UIE312

achieves the highest average F1 score for both the313

event trigger and argument extraction tasks. The314

experimental results demonstrate that our model315

outperforms the comparative models on the Chi-316

nese EE task.317

3.2 Experiments on Zero-shot Settings318

3.2.1 Datasets319

To validate the zero-shot capability of YAYI-UIE,320

we collected 16 datasets and tested their perfor-321

mance on three tasks separately, which do not ap-322

pear in the training set. For NER task, we evaluate323

English capability on five CrossNER (Liu et al.,324

2021) subsets (AI, literature, music, politics, sci-325

ence) and Chinese capability on the datasets of326

boson 1, clue (Xu et al., 2020) and weibo (Peng327

and Dredze, 2015). For RE task, we evaluate the328

model’s English ability on FewRel (Han et al.,329

2018) and Wiki-ZSL (Chen and Li, 2021), and330

Chinese capability on SKE 2020 2, COAE 2016331
3, IPRE (Wang et al., 2019). For EE task, we test332

the event argument and event trigger extraction333

separately, which use Commodity News Corpus334

1https://github.com/InsaneLife/
ChineseNLPCorpus/tree/master/NER/boson

2https://aistudio.baidu.com/datasetdetail/
177191

3https://github.com/Sewens/COAE2016

(Lee et al., 2022) for the English capability, FewFC 335

(Zhou et al., 2021) and CCF law 4 for the Chinese 336

capability. 337

3.2.2 Baselines 338

We choose the following representative models for 339

comparative baselines: 340

• ZETT (Kim et al., 2022) is a framework that 341

extracts relation triplets from unstructured 342

text. 343

• ChatGPT (Ouyang et al., 2022) is a state-of- 344

the-art conversational AI language model that 345

is built upon the GPT-3.5 architecture. 346

• ChatGLM (Du et al., 2022) is an open-source, 347

Chinese-English bilingual conversation lan- 348

guage model. 349

• KnowLM (Zhang et al., 2023) is an open- 350

source and extensible knowledge graph extrac- 351

tion tool that can extract entities and relations. 352

3.2.3 Results 353

Named Entity Recognition Table 7 gives the 354

zero-shot experimental results of the comparative 355

models and YAYI-UIE on 5 unseen English NER 356

datasets and 3 unseen Chinese NER datasets. For 357

the English NER task, YAYI-UIE outperforms sev- 358

eral strong baselines except for ChatGPT. For the 359

Chinese NER task, YAYI-UIE achieves the highest 360

average F1 score. 361

Relation Extraction Table 8 gives the zero-shot 362

experimental results of the comparative models and 363

YAYI-UIE on 2 unseen English RE datasets, and 364

3 unseen Chinese RE datasets. We can observe 365

that YAYI-UIE achieves the SOTA on both En- 366

glish and Chinese datasets. For the English RE 367

4https://aistudio.baidu.com/projectdetail/
4201483
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Method
EN CH

AI Literature Music Politics Science Avg boson clue weibo Avg
ChatGPT 54.40 54.07 61.24 59.12 63.00 58.37 38.53 25.44 29.3 31.09
ChatGLM2-6b 0.01 0.03 0.00 0.46 0.68 0.24 1.13 0.07 8.09 3.10
UIE 31.14 38.97 33.91 46.28 41.56 38.37 40.64 34.91 40.79 38.78
USM 28.18 56.00 44.93 36.10 44.09 41.86 - - - -
InstructUIE 49.00 47.21 53.16 48.15 49.30 49.36 - - - -
KnowLM 13.76 20.18 14.78 33.86 9.19 18.35 25.96 4.44 25.20 18.53
YAYI-UIE 52.40 45.99 51.20 51.82 50.53 50.39 49.25 36.46 36.78 40.83

Table 7: Zero-shot performance on NER task, including 5 English datasets and 3 Chinese datasets.

Method
EN CH

FewRel Wiki-ZSL Avg SKE 2020 COAE2016 IPRE Avg
gpt-3.5-turbo 9.96 13.14 11.55 24.47 19.31 6.73 16.84
ZETT(T5-small) 30.53 31.74 31.14 - - - -
ZETT(T5-base) 33.71 31.17 32.44 - - - -
InstructUIE 39.55 35.20 37.38 - - - -
KnowLM 17.46 15.33 16.40 0.40 6.56 9.75 5.57
YAYI-UIE 36.09 41.07 38.58 70.8 19.97 22.97 37.91

Table 8: Zero-shot performance on RE task, including 2 English datasets and 3 Chinese datasets.

task, YAYI-UIE outperforms the best comparative368

model InstructUIE in average F1 score by 1.2%.369

The performance on FewRel is not obviously due370

to the small size and insufficient learning of the371

model. For the Chinese RE task, our proposed372

model performs much better than the baselines.373

Event Extraction Table 9 gives the zero-shot ex-374

perimental results of the comparative models and375

YAYI-UIE on 1 unseen English EE dataset and376

2 unseen Chinese EE datasets. The result shows377

that YAYI-UIE achieves the SOTA performance378

for Chinese EE task, and also comparable perfor-379

mance for English EE task. It is worth mentioning380

that InstructUIE only has English capability, and381

our model has added a large amount of Chinese382

data in the training, which has reduced the English383

capability of the model to some extent.384

4 Ablation Study385

We conduct the ablation study to further evaluate386

the effectiveness of the instruction tuning for chat387

using dialogue data in our framework. We con-388

duct separate experiments with Baichuan2-13B-389

base and Baichuan2-13B-chat (Yang et al., 2023) as390

the backbone model for IE instruction fine-tuning.391

The performances of the two models are measured392

by calculating the strict F1 score for each dataset.393

We report the average F1 score for each task. Ta- 394

ble 10 shows that Baichuan2-chat’s performance 395

for each task significantly outperforms Baichuan2- 396

13B-chat by more than 10 points, which verifies 397

the effectiveness of the chat fine-tuning for the uni- 398

versal information extraction task. 399

5 Related Work 400

Large Language Models The advent of large 401

language models (LLMs) has instigated a revo- 402

lutionary paradigm shift within the field of nat- 403

ural language processing (Guo et al., 2023; Qin 404

et al., 2023; Bubeck et al., 2023). LLMs, such 405

as LLaMA (Touvron et al., 2023a,b), ChatGPT 406

(Ouyang et al., 2022) and GPT4 (OpenAI, 2023), 407

have exhibited remarkable abilities across various 408

applications. These LLMs undergo three primary 409

training stages: pre-training, supervised fine-tuning 410

(SFT), and reinforcement learning from human 411

feedback (RLHF). During the pre-training phase, 412

LLMs gain extensive skills and knowledge. How- 413

ever, they face a challenge in adhering to specific 414

instructions. To mitigate this limitation, SFT is 415

incorporated as a supplementary step. This process 416

entails additional training of the LLM utilizing a 417

dedicated annotated dataset that includes instruc- 418

tions and corresponding responses, augmenting its 419

capabilities in accurately following instructions. 420
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Method
EN CH

commodity news FewFC CCF law Avg

Event Trigger

ChatGPT 1.41 16.15 0.00 8.08
UIE - 50.23 2.16 26.20

InstructUIE 23.26 - - -
YAYI-UIE 12.45 81.28 12.87 47.08

Event Argument

ChatGPT 8.60 44.40 44.57 44.49
UIE - 43.02 60.85 51.94

InstructUIE 21.78 - - -
YAYI-UIE 19.74 63.06 59.42 61.24

Table 9: Zero-shot performance on EE task, including 1 English datasets and 2 Chinese datasets.

Task
EN CH

Baichuan-base Baichuan-chat Baichuan-base Baichuan-chat
NER 67.21 81.21 66.98 89.15
RE 48.99 65.78 44.45 62.67
Event Argument 44.44 63.48 63.03 68.98
Event Trigger 45.67 61.33 74.31 84.50
Avg 51.58 67.95 62.19 76.34

Table 10: Baichuan-13B-chat and Baichuan-13B-base’s performance on each IE task

RLHF, by incorporating human feedback into the421

training loop, serves as a pivotal mechanism for422

steering LLMs toward generating high-quality and423

harmless responses.424

Information Extraction Information extraction425

constitutes a longstanding field devoted to the auto-426

mated extraction of diverse information structures427

from unstructured textual sources. Classic IE meth-428

ods (Mengge et al., 2020; Wang et al., 2021; Qin429

et al., 2021; Wang et al., 2022a) necessitate the430

formulation of task-specific architectures and the431

training of dedicated models, which reveals limita-432

tions in the generalization ability of models across433

diverse IE tasks and imposes stringent demands for434

annotated data. To fulfill the personalized demands435

of real-world users. Jiao et al. (Jiao et al., 2023)436

proposed on-demand IE and developed ODIE to437

extract the desired content which can be specified438

by the user. Lu et al. (Lu et al., 2023) also proposed439

Open-world IE for a more general situation provid-440

ing broader applicability for information extraction.441

Lu et al. (Lu et al., 2022) have recently pioneered442

UIE by uniformly modeling IE tasks with a text-to-443

structure framework. However, a notable limitation444

of UIE lies in its deficiency in transferring learning445

capabilities across diverse tasks or schemas. Lou et446

al. (Lou et al., 2023) proposed USM by designing447

three directed token-linking operations to decouple 448

task-specific IE tasks into two extraction abilities, 449

resulting in a notable increase in both training and 450

inference time. Wang et al. (Wang et al., 2023) 451

proposed InstructUIE by utilizing instructive guid- 452

ance to direct LLMs toward the task, facilitating 453

the generation of target structures. Unfortunately, 454

this method is deficient in IE capabilities for Chi- 455

nese languages other than English. In this paper, 456

we propose an end-to-end framework YAYI-UIE 457

for universal information extraction that supports 458

both Chinese and English. 459

6 Conclusion 460

In this paper, we propose a chat-enhanced instruc- 461

tion tuning framework YAYI-UIE for universal in- 462

formation extraction, and build the most compre- 463

hensive Chinese IE instruction benchmark. The 464

proposed framework consists of two instruction- 465

tuning steps. It first utilizes dialogue data to fine- 466

tune a base LLM for obtaining common understand- 467

ing abilities, and then utilizes the constructed Chi- 468

nese IE benchmark dataset along with the existing 469

English benchmark for IE instruction fine-tuning. 470

Experimental results show that our proposed frame- 471

work achieves state-of-the-art performance in Chi- 472

nese while maintaining English language capabili- 473

ties. 474
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Limitations475

The limitations of our YAYI-UIE are as follows:476

• In our experiments, we only choose477

Baichuan2-13B (Yang et al., 2023) as the478

backbone model, so the performances of479

other pre-trained LLMs are not clear.480

• In terms of instruction diversity, our training481

data only includes fewer than 5 types of in-482

struction for each task.483
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