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Abstract001

Model pruning is a performance optimization002
technique for large language models like R1 or003
o3-mini. However, existing pruning methods004
often lead to significant performance degrada-005
tion or require extensive retraining and fine-006
tuning. This technique aims to identify and007
remove neurons, connections unlikely leading008
to the contribution during the human-computer009
interaction phase. Our goal is to obtain a much010
smaller and faster knowledge distilled model011
that can quickly generate content almost as012
good as those of the unpruned ones. We pro-013
pose MAMA Pruning, short for Movement014
and Magnitude Analysis, an improved prun-015
ing method that effectively reduces model size016
and computational complexity while maintain-017
ing performance comparable to the original un-018
pruned model even at extreme pruned levels.019
The improved method is based on weights, bias020
fixed in the pre-training phase and GRPO re-021
wards verified during the post-training phase022
as our novel pruning indicators. Preliminary023
experimental results show that our method out-024
performs and be comparable to state-of-the-art025
methods across various pruning levels and dif-026
ferent downstream computational linguistics027
tasks.028

1 Introduction029

Large language models face significant computa-030

tional challenges due to massive model sizes and031

the high query loads that these systems need to sup-032

port. These models, along with related large-scale033

production systems, are responsible for processing034

and integrating vast amounts of data, including web035

pages, videos, and multimodal content into under-036

lying network architectures such as Transformers037

and Diffusion models (Li, 2025).038

One crucial cost factor is the query processing039

per user, which must scale with both data size and040

query load. As a result, large foundational models041

devote substantial hardware and energy resources042

to this kind of generation task. There has been 043

extensive research on improving query processing 044

performance, including work on various caching 045

techniques, retrieval information systems, and high- 046

performance knowledge representation. To address 047

these challenges, a significant number of optimiza- 048

tion techniques, commonly referred to as model 049

pruning and distillation, have emerged to enhance 050

the efficiency and effectiveness of the generation 051

processes (Dean, 2025). 052

In this paper, we propose an improved model 053

pruning algorithm based on novel indicators de- 054

rived from an in-depth analysis of weights, biases, 055

activations and rewards. Our method significantly 056

enhances the performance and efficiency of large 057

language models. We also want to demonstrate 058

through extensive experiments that our approach 059

outperforms existing state-of-the-art pruning tech- 060

niques across various evaluation metrics (Jiang, 061

2024). 062

2 Proposed Methods for pruning 063

MAMA Pruning is grounded in a systematic ap- 064

proach that identifies and preserves dynamically 065

significant weights by redistributing less impor- 066

tant weights to more critical connections within the 067

network. This ensures the maintenance of overall 068

information flow and network adaptability, even 069

under high pruning ratios. The methodology en- 070

compasses three core steps: 071

Step 1. Identify the pruned weights. The first 072

step involves identifying weights eligible for prun- 073

ing based on both their magnitude and dynamic 074

behavior during pre and post training. This dual 075

analysis ensures that weights contributing mini- 076

mally to the network’s performance are targeted for 077

pruning. 078

Step 2. Redistribute weights to related neurons. 079

Following the identification of prunable weights, 080

MAMA Pruning undertakes a redistribution phase, 081
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wherein the values of unimportant weights are082

"moved" to more significant connections within the083

same layer. This strategic redistribution ensures the084

preservation of the network’s knowledge.085

Step 3. Execute the pruning. The final step086

involves pruning the identified weights to achieve087

the desired sparsity level within the model. This088

step actualizes the reduction in model parameters,089

preparing the network for deployment or further090

optimization.091

3 Related Work092

3.1 The Magnitude Pruning Algorithm093

The magnitude pruning algorithm (Han et al., 2015)094

is one of the simplest and most widely used meth-095

ods for reducing the size of neural networks. It op-096

erates by pruning weights based on their absolute097

magnitude: weights with smaller absolute values098

are considered less critical to the model’s perfor-099

mance and are pruned, while larger weights are100

retained. The typical approach involves setting a101

global threshold—determined by the desired spar-102

sity ratio—below which weights are set to zero.103

Magnitude pruning is unstructured, meaning it104

can prune individual weights from any part of the105

model, leading to irregular sparsity patterns.106

3.2 The SparseGPT Pruning Algorithm107

The SparseGPT pruning algorithm (Frantar and108

Alistarh, 2023) is an advanced method specifically109

designed to handle large language models like GPT.110

It employs a gradient-based approach, utilizing gra-111

dient information during pruning to identify and112

remove less important connections in the model.113

By calculating the gradients of the loss function114

with respect to network weights, SparseGPT as-115

sesses the significance of each weight, allowing for116

more informed pruning decisions.117

3.3 The Wanda Pruning Algorithm118

The WANDA (Weights and Activations) pruning al-119

gorithm(Sun et al., 2024) introduces an importance-120

aware approach to pruning by considering both121

weight magnitudes and activation statistics. By in-122

tegrating activation information, WANDA makes123

more informed pruning decisions based on the rela-124

tive importance of weights to the network’s output.125

3.4 The Model Distillation Algorithm126

The DeepSeek distillation algorithm(DeepSeek-AI,127

2024) aims to provide an effective and efficient re-128

inforcement learning (RL) framework for the post- 129

training stage. Using GRPO, different strategies 130

and rewards are employed during the post-training 131

phase to conduct model distillation(team, 2025). 132

The purpose is to preserve knowledge from large 133

language model using smaller models complying 134

with some probability distribution(Hinton et al., 135

2015). 136

3.5 Comparison to Our Work 137

MAMA (Movement And Magnitude Analysis) 138

pruning is fundamentally different from existing 139

pruning methods in its approach to identifying and 140

preserving important neural connections. Unlike 141

magnitude-based pruning, which simply removes 142

weights below a certain threshold, or methods like 143

SparseGPT that use gradient information, MAMA 144

employs a novel three-step process that considers 145

both the magnitude and the dynamic behavior of 146

weights during training. We will describe our pro- 147

posed methods in detail in the following sections. 148

4 Experimental Results 149

Table 1 presents the effectiveness of the Weights as 150

a major pruning indicator measured by perplexity. 151

Below are the key observations: 152

1. Low Pruning Levels (0.01 - 0.20) 153

• "Prune by Weights" produces very low per- 154

plexity values at these levels. 155

• "Prune by -Weights" shows relatively higher 156

perplexity, indicating that this method has a 157

larger impact on performance early on, poten- 158

tially making the model less effective in terms 159

of perplexity. 160

2. Medium Pruning Levels (0.30 - 0.50) 161

• At these levels, "Prune by Weights" contin- 162

ues to have low perplexity values (e.g., 6.669 163

at 0.30, 17.285 at 0.50), suggesting it main- 164

tains good performance even as pruning level 165

increases. 166

• "Prune by -Weights" perplexity remains sig- 167

nificantly higher (e.g., 335747.406 at 0.30, 168

227413.484 at 0.50), indicating a larger nega- 169

tive impact on model performance. 170

3. Higher Pruning Levels (0.60 - 0.80) 171

• At 0.60, both methods show a noticeable in- 172

crease in perplexity, but "Prune by Weights" 173
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sees a much steeper rise (559.987 compared174

to 185086.078 for "Prune by -Weights"). This175

indicates that "Prune by Weights" starts to176

struggle at this point, although it still outper-177

forms the alternative in perplexity.178

• By 0.80, "Prune by Weights" perplexity has179

jumped to 132175.578, while "Prune by -180

Weights" starts to plateau at 188488.000. This181

suggests that both methods show diminishing182

returns in terms of perplexity improvement at183

these high pruning levels.184

4. Extreme Pruning Levels (0.90 - 0.99)185

• "Prune by Weights" still yields results (e.g.,186

317879.250 at 0.90), though the perplexity is187

extremely high. This is expected, as models188

pruned this heavily often perform worse.189

• "Prune by -Weights" is unavailable at the high-190

est pruning levels (0.95 and 0.99), suggesting191

that the method becomes inapplicable or ir-192

relevant as the model becomes excessively193

sparse.194

• Interestingly, "Prune by Weights" is still oper-195

ational even at 0.99, albeit with a high perplex-196

ity of 222543.047, implying that this method197

retains some function even in extreme pruning198

cases.199

In conclusion, the table suggests that "by200

Weights" is generally more stable and effective201

at various pruning levels, particularly if maintain-202

ing low perplexity is critical. However, the rapid203

increase in perplexity at higher pruning levels indi-204

cates that innovative model distillation method is205

needed for further optimization.206

Table 2 presents perplexity results for pruned207

model (Llama-7B) from domain human experts208

and below are the key observations:209

1. General Trend with Pruning210

• As the pruning level increases, i.e., a higher211

fraction of the model’s parameters are re-212

moved, the perplexity values generally in-213

crease for all methods. This trend is expected214

as a greater loss of parameters typically leads215

to a degradation in model performance.216

2. High Pruning Levels (0.50 - 0.90)217

• From 0.50 onward, the differences be-218

tween the methods become more pronounced.219

Pruning Level by Weights by -Weights

0.00 5.677 5.677
0.10 5.806 104948.891
0.20 6.020 352772.500
0.30 6.669 335747.406
0.40 8.601 260632.641
0.50 17.285 227413.484
0.60 559.987 185086.078
0.70 48414.551 273153.688
0.80 132175.578 188488.000
0.90 317879.250 185304.016

Table 1: Effectiveness of the pruning indicators

SparseGPT and Wanda maintain significantly 220

lower perplexity scores compared to Magni- 221

tude and MAMA, which exhibit a rapid in- 222

crease in perplexity. 223

• At 0.70 pruning, for instance, SparseGPT has 224

a perplexity of 27.214, while Magnitude and 225

MAMA reach over 48,000 and 51,000 respec- 226

tively. 227

3. Extreme Pruning Levels (0.95 and 0.99) 228

• All methods show significantly higher perplex- 229

ity values, yet SparseGPT and Wanda con- 230

tinue to outperform Magnitude and MAMA 231

by a large margin. 232

• At 0.99 pruning, SparseGPT has a perplex- 233

ity of ∼16,869, whereas Magnitude and 234

MAMA exhibit perplexities of ∼222,543 and 235

∼214,966 respectively. 236

4. In conclusion 237

• SparseGPT and Wanda consistently outper- 238

form Magnitude and MAMA pruning meth- 239

ods, especially at medium to high pruning 240

levels (0.60 and above). 241

• Magnitude and MAMA pruning methods ex- 242

hibit significant degradation in performance 243

(higher perplexity) at more aggressive pruning 244

levels. 245

• SparseGPT is the most resilient pruning 246

method across varying pruning levels, main- 247

taining the lowest perplexity even at extreme 248

pruning levels (0.90 and 0.95). 249
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• SparseGPT (and Wanda to some extent) seem250

to be the preferred methods when applying251

aggressive pruning to large models, as they252

better preserve performance as indicated by253

perplexity.254

5 Conclusion255

In this paper, we introduced the MAMA pruning256

algorithm for model pruning and distillation in257

large language models. Our methods estimate the258

likelihood that neurons produce expected results259

by leveraging various neuron features, collections,260

and query statistics. We plan several extensions261

for future work. This includes conducting experi-262

ments with other teacher models such as DeepSeek,263

LLama, GPT and Doubao etc., which may poten-264

tially lead to better performance. Additionally, we265

plan to study the trade-off between model size and266

query cost under different cost models and actual267

query processing algorithms for applications such268

as search at scale.269

In addition to the planned experiments with dif-270

ferent teacher models, we aim to delve deeper271

into the integration of pruning and knowledge dis-272

tillation techniques within the GPRO framework.273

When it comes to model pruning, we will explore274

more sophisticated strategies that are tailored to275

the unique characteristics of large language mod-276

els. Instead of relying solely on the likelihood of277

neurons producing expected results, we will also278

consider the semantic importance of different neu-279

ral connections. This can be achieved by analyzing280

the contribution of each connection to the overall281

meaning representation of the model.282

For knowledge distillation, we will focus on op-283

timizing the transfer of knowledge from the base284

model to the distilled model. We will experiment285

with different types of knowledge, such as syntac-286

tic knowledge, semantic knowledge, and pragmatic287

knowledge. By carefully selecting and transferring288

the most relevant knowledge, we can enhance the289

performance of the distilled model while reducing290

its size.291

To effectively incorporate these techniques into292

the GPRO framework, we will design a series of293

experiments with various reward functions. The re-294

ward functions will be designed to balance between295

model compression, knowledge retention, and per-296

formance improvement. For example, we can de-297

fine a reward function that rewards the distilled298

model for achieving high accuracy while maintain-299

ing a small size. This will encourage the model 300

to efficiently retain the most important knowledge 301

during the distillation process. 302

Regarding the basic data flow, we will enhance 303

the process of generating highly knowledgeable 304

knowledge from the base model. We will explore 305

the use of advanced data augmentation techniques 306

to expand the knowledge base of the base model. 307

This can include generating synthetic data that 308

mimics real world scenarios, or using knowledge 309

injection from external sources. 310

Once we have a well defined framework for prun- 311

ing and distillation within the GPRO framework, 312

we will conduct extensive experiments. We will 313

evaluate the performance of the distilled models un- 314

der different conditions, such as different levels of 315

pruning, different types of knowledge distillation, 316

and different reward functions. By comparing the 317

results, we can identify the optimal combination of 318

techniques for different applications such as search, 319

rec and gen. 320

Looking further ahead, we plan to integrate a 321

wisdom graph into our framework. A wisdom 322

graph can provide additional semantic information 323

that can be used to guide the pruning and distilla- 324

tion processes. For example, it can help us identify 325

the relationships between different concepts in the 326

model, which can be used to prune redundant con- 327

nections and transfer more meaningful knowledge. 328

We believe that by combining the power of pruning, 329

knowledge distillation, and the underline wisdom 330

graphs, we can achieve significant improvements 331

in the performance and efficiency of large language 332

models or even agents. 333
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Pruned Level Wanda SparseGPT Magnitude MAMA Prune and Distill

0.00 5.677 5.677 5.677 5.677
0.50 7.257 7.234 17.285 17.247
0.60 10.691 10.442 559.987 554.727
0.70 84.905 27.214 48414.551 51841.121
0.80 5782.432 182.463 132175.578 135494.797
0.90 19676.668 3198.101 317879.250 301472.500
0.95 28309.178 4088.413 273552.281 273629.750
0.99 108234.484 16869.203 222543.047 214966.484

Table 2: Perplexity on pruned model (Llama-7B) from domain human experts.

Limitations334

This paper has the following limitations. First,335

more extensive experimental results are needed to336

partially verify the proposed conceptual and math-337

ematical model. In addition, a production-level338

deployment is needed to transform knowledge into339

real world practice at scale.340
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