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ABSTRACT

Misusing the large language models (LLMs) has intensified the need for robust
generated-text detection through watermarking. Existing watermark methods pri-
oritize robustness but remain vulnerable to spoofing attacks, where modified text
retains detectable watermarks, falsely attributing malicious content to the LLM.
We propose the Multiple-Sampling Fragile Watermark (MSFW), the first frame-
work to integrate local fragile watermarks to defend against such attacks. By
embedding context-dependent watermarks through a multiple-sampling strategy,
MSFW enables two critical detection capabilities: (1) Modification detection via
localized watermark fragility, where any modification disrupts adjacent watermark
and reflected through localized watermark extraction; (2) Generated-text detection
using unaffected global watermarks. Meanwhile, our watermarking method is un-
biased and improves the diversity of the output by the multiple-sampling strategy.
This work bridges the gap between robustness and fragility in LLM watermark-
ing, offering a practical defense against spoofing attacks without compromising
utility.

1 INTRODUCTION

Large language modelsOpenAI (2023); Touvron et al. (2023); DeepSeek-AI (2024) (LLMs) have
greatly changed ways of text processing. Their output quality is improved to approach or surpass
the human level in some fields, greatly reducing the difficulty of word processing and attracting
great attention. However, these breakthroughs have raised another concern: the outputs of LLMs
that are similar to human-written text but without effective supervision may be used for various
malicious purposes, such as false message generation, chat fraud, etc. Pan et al. (2023); Kim et al.
(2024)Therefore, determining whether a text is generated by AI becomes particularly important
Chakraborty et al. (2024); Mitchell et al. (2023) and watermark is a promising method to reduce the
risks of LLM abuse Kirchenbauer et al. (2023b); Li et al. (2024); Wu et al. (2023).

Current watermark methods often focus on the total watermark score to improve robustness Kirchen-
bauer et al. (2023a); Zhao et al. (2024); Wu et al. (2024); Hu et al. (2024). Modification in the text
influences extracting watermark on nearby tokens but shows an inapparent impact on the total score,
which means the watermark information can still be accurately extracted, preventing it from being
easily removed and ensuring the effectiveness of generated-text detection by watermark. However,
these watermarking methods ignore the necessity of local watermark detection. For example, as
shown in Figure 1, the attacker modifies the text to make it contain malicious context. Although
modification influences the extraction of the watermark, the generated-text detector based on the
total watermark score still confirms that the modified text was generated by a large language model,
making the real attacker hidden. This type of attack makes use of the characteristic of total water-
mark score and can cause great damage to the owners of large language models, as it forces large
amounts of maliciously modified texts to be ”attributed” to the large language model through wa-
termarks, triggering public questioning the large language model Gloaguen et al. (2024); Qi et al.
(2024). We believe that although watermarks with total watermark score detection are ineffective
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Figure 1: The framework of MSFW method. We introduce the multiple-sampling strategy during
generation to improve the diversity of output. If any malicious attackers modify the watermarked

text and use it as evidence for spoofing attacks, MSFW method can reach modification detection by
local watermark detection to find the modified tokens in watermarked text. Besides, the detector
achieves generated-text detection by total watermark detection which proves the text is generated

by LLMs. By combining these two detection results, we conclude that the text is generated by
LLM but is modified, which resists spoofing attacks.

when facing watermark removal attacks, these methods are unable to defend against spoofing attacks
because they ignore the necessity of modification detection by local watermark detection.

To reduce the risk of spoofing attacks, we propose the concept of the fragile watermark for LLMs.
As shown in Fig.1, any tiny modification can cause an obvious influence of extracting the water-
mark on the next several tokens and diminish the local watermark score to an abnormal level that
is enough to prove the existence of modification. Besides, the unaffected watermark can still be
extracted to confirm the generated text. This kind of watermark can achieve modification detection
and generated-text detection simultaneously, which is suitable for practical use especially when fac-
ing spoofing attacks. Then we propose the multiple-sampling fragile watermark (MSFW) method
based on this concept. The method uses two context extraction strategies and randomly selects one
to sample the next token from logits to embed the watermark. The watermarking process does not
affect the output quality of the model, so the MSFW method is an unbiased watermark method. In
addition, we design the detector based on the multiple-sampling strategy. If any token in context is
modified, the detector fails to sample the same subsequent tokens as before and reflects the situation
in the local watermark detection which functions as evidence for modification. On the other hand,
the multiple-sample strategy of our method improves the diversity of generated text, which gener-
ates diverse text when using the same prompt rather than repetitive text. Experiments demonstrate
that our fragile watermark method can achieve effective dual detection capabilities: modification
and generated-text detection. Besides, our multiple-sample strategy for watermark is unbiased and
improves the diversity of generation.

Our main contributions are summarized as follows:

1. We propose the concept of the fragile text watermark for the output of LLMs for the first time
which introduces local watermark detection and enables detection of any tiny modifications in wa-
termarked text to defend against spoofing attacks.

2. We propose a novel multiple-sampling fragile watermark method that achieves dual detection
capabilities: modification and generated-text detection for the output of LLM by watermark.

3. We propose the multiple-sampling strategy for the watermarking method. It maintains the proba-
bility distribution of the original model output and improves the diversity of text generation. Exper-
iments show that the MSFW method with the multiple-sampling strategy generates diverse text with
the same prompt while maintaining unbiasedness, making the watermark more useful for practical
situations.
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2 METHOD

2.1 PRELIMINARY

In LLM generation, PM represents the probability distribution generated by pre-trained LLM, and
V is the total vocabulary set. In a typical LLM generation task, LLM receives a prompt x−np:0 and
outputs a sequence x1:n according to the prompt and the generated tokens x−np:i−1 by gradually
generating the next token xi. When generating the token xi, the probability of the token in the
vocabulary set V is given by the conditional probability distribution PM (xi | x−np:i−1). An unbi-
ased watermark requires that the expected value of the distribution after embedding the watermark
is equal to the expected value of the original probability distribution, that is, given prompt x−np:0

and key k if the watermark model PM,w satisfies

PM (xi | x−np:i−1) = Eθi∼PΘ

[
PM,w

(
xi | x−np:i−1, θi

)]
(1)

the above equation applies to any prompt p, any token xi. If any generation step 0 < i <= n holds,
then the watermarking method is unbiased for the original model PM , meaning that the embedding
of the watermark will not affect the expected output quality of the model.

2.2 MULTIPLE-SAMPLING STRATEGY

Previous watermarking methods often use the single-sampling strategy, which means they use the
context extraction function with a fixed hyper-parameter to extract a certain number of contexts to
sample watermarked tokens. For example, δ-reweight selects the previous n tokens in context, and
samples watermark tokens by these tokens. The advantage of this strategy is that the sampling result
remains the same in the same context. However, this strategy limits the diversity of watermarked
text, especially when watermarked tokens are sparse in a token list and forces the LLM to output
watermarked tokens like δ-reweight Hu et al. (2024). Therefore, we propose a multiple-sampling
strategy, which introduces randomness in the context extraction process to generate diverse text. As
shown in Figure 2, we use two sample functions with different hyper-parameters to extract from
previous tokens. Then we randomly select one to extract the context and sample the watermarked
tokens. Although only one context is used for sampling watermarked tokens at each time, the whole
sentence has more possible tokens sampled by different contexts rather than a fixed context when
generating tokens in a certain position. The multiple-sampling strategy increases the diversity of
text compared with the single-sampling strategy, especially the diversity of the original method is
poor.

2.3 FRAGILITY AND LOCAL WATERMARK DETECTION

Former robust watermark methods often employ the total watermark detection strategy, focusing
on extracting comprehensive watermark information from the entire text to determine whether it
was generated by LLM. However, these methods ignore local watermark information. Taking the
KGW method Kirchenbauer et al. (2023a) as an example, it encourages the model to produce green
tokens. However, generating green tokens is not mandatory, and red tokens may still be generated
regardless of watermark embedding. Therefore, the local red tokens are useless for both watermark
and modification detection.

To achieve local watermark detection, we need to observe obvious changes in the local, but the
robust watermark is so robust that modification is hard to influence the total watermark score, let
alone the local watermark. So we propose the fragile text watermark for LLM, which is highly
sensitive to modification and can reveal any possible modifications by detecting damaged water-
marks. According to the concept of fragile text watermark, we identify a potential characteristic
of fragility as shown in Figure 2: if the model is compelled to sample from specific watermarked
tokens list during generation, then the probability of any tokens outside the watermarked tokens list
in the detected text becomes 0, meaning it is impossible to generate such tokens when the water-
mark is embedded. In such cases, local watermark detection is meaningful because any abnormality
(probability of detected token is 0) from the local watermark detection can be accurately determined
as a modification, rather than the normal output of the watermark. Based on the characteristics of
fragility during watermark detection, we introduce fragility into watermarking and implement local
watermark detection, thereby achieving effective modification detection.
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Figure 2: The framework of MSFW method. (a) demonstrates the process of embedding
watermark, which introduces two sample functions with different context extraction sets and

randomly selects one from them to sample the watermarked token. (b) introduces the process of
watermark detection which calculates the watermark score for the token “beneficial” that is
consistent with watermarked tokens and the process of modification detection which reports

modification for non-watermarked token “side” that is inconsistent with watermarked tokens .

2.4 MSFW WATERMARK METHOD

Algorithm 1 Multiple-sampling Fragile Watermark Method
Input: LLM M , prompt p, context extraction function C1 and C2 with different extraction hyper-
parameter, sample function F , hash function h
Output: generated text x0:i−1

for Index i = 1, 2, . . . do
Obtain probability distribution PM (· | p, x0,i−1) from M
Randomly select context extraction function: C ← RandomSelect(C1, C2)
Extract context: ci ← C(x0:i−1)
Generate seed: si ← h(ci, key)
Sample watermarked token: xi ← F (si)

end for
return x0:i−1

According to the multiple-sampling strategy, we introduce two sample functions with different con-
text extraction sets and use a random selector to select one from them. As shown in Algorithm 1, we
obtain the logits of LLM and perform the softmax function to get probability distribution. Then use
the random selector to select one sample function. Next, generate a random seed based on context
and private key. Finally, use the seed to sample one token in probability distribution and output it
as the watermarked token. The watermark on tokens is fragile because the model is compelled to
sample from a fixed watermarked tokens list during generation. If the token has been modified, the
extraction of the watermark on this token is influenced.

2.5 MODIFICATION AND GENERATED TEXT DETECTION

We described modification and generated-text in Algorithm 2. According to the embedding process,
two sample functions were used throughout the generation process, so we constructed the same
sampling function to restore the scene at the time of generation. Unlike the δ-reweight method Hu
et al. (2024), we introduce the multiple-sampling strategy, which theoretically generates two possible
watermarked tokens but outputs one each time. So we reproduce the watermark lists by two sampling
settings. Based on the fragility of the watermark and local watermark detection strategy, we compare
the watermarked tokens list with the current token to determine whether the token has been modified.
If the current token is not in the watermarked tokens list, it should be marked as modified and the
detector should turn to the next token because it is impossible to generate such token when the
watermark is embedded. Otherwise, we compute the LLR score of each watermarked token by
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Algorithm 2 Modification and Generated Text Detection
Input: LLM M , prompt p, generated text x0:i−1, context extraction function C1 and C2 with
different extraction hyper-parameter, sample function F , hash function h
Output: Average watermark detection score LLRavg , Modification flag
Mflag

1: Initialize LLRtotal ← 0, Mflag ← false
2: for Index i = 1, 2, . . . do
3: Obtain probability distribution PM (· | p, x0,i−1) from M
4: Extract contexts: c1i ← C1(x0:i−1), c2i ← C2(x0:i−1)
5: Generate seeds: s1i ← h(c1i , key), s2i ← h(c2i , key)
6: Sample watermarked tokens: x1

i ← F (s1i ), x
2
t ← F (s2i )

7: if xi ∈ {x1
i , x

2
i } then

8: Compute log-likelihood ratio: LLR(xi)← log
(

1
PM (xi|x0,i−1)

)
9: Accumulate score: LLRtotal ← LLRtotal + LLR(xi)

10: else
11: Mark as modified: Mflag ← true
12: end if
13: end for
14: Compute average score: LLRavg ← LLRtotal

n
15: return LLRavg , Mflag

LLR(xi) = log
PM,w(xi|x−np:i−1,θi)

PM(xi|x−np:i−1)
. Traditional LLR score may result in LLR(xi) = −∞ when

the token xi is modified, then makes the detection fail. However, we detect the modification before
calculating the LLR score and discard the modified tokens directly. So LLR score is meaningful for
watermarked tokens in text. Finally, we calculate the sum of the watermark score and divide it by
the total number of tokens to reflect the strength of the watermark. If the average watermark score is
greater than the threshold, it is considered to carry a watermark and generated by LLM. Otherwise,
it is considered not to carry one:

LLRavg =
1

N

i=1∑
N

LLR(xi) (2)

3 EXPERIMENTS

3.1 SETTINGS AND DATASETS

We use the model OPT-6.7B Zhang et al. (2022) and set the sampling method to top-K=50 to gen-
erate datasets.

Diversity We used the same datasets and detection metrics as Fu et al. (2024) to measure the diver-
sity of results generated by different methods. Diversity is evaluated through test datasets based on
the question dataset, which contains 20 high-end prompts that are repeated 50 times. We use four
different watermark settings to generate test datasets with a maximum generated length of 128 to
investigate the diversity changes of watermark methods after embedding the watermark.

Unbiasedness We follow the same evaluation process to show our method is unbiased. We assess the
performance of MSFW with two seq2seq models: machine translation (MT) and text summarization
(TS). For the TS task, our experimentation employs the BART-large model Liu et al. (2020) as the
generator, and the CNN-DM Hermann et al. (2015) corpus as the test dataset. The MT task focuses
on English-to-Romanian translation and employs the Multilingual BART (MBart) model Liu et al.
(2020) on the WMT’14 En-Ro corpus dataset.

Modification Detection and Generated-text Detection We obtain 1,000 questions from the C4
dataset and use them as prompts to generate two datasets: one without watermark and the other with
watermark, each containing 1000 pieces of text, and the max-length of each text is 20. We use a
random perturbation parameter ϵ to create datasets subjected to different attack strengths and choose
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Table 1: Results of modification detection under different perturbation strengths and attacks.

Datasets KGW (δ=1) MSFW
TPR TNR Recall F1-score TPR TNR Recall F1-score

Addition (ϵ=0.1) 0.686 0.680 0.681 0.683 0.984 0.962 0.962 0.973
Addition (ϵ=0.2) 0.508 0.680 0.720 0.769 0.998 0.962 0.963 0.980

Replacement (ϵ=0.1) 0.727 0.680 0.694 0.710 0.923 0.962 0.960 0.941
Replacement (ϵ=0.2) 0.784 0.680 0.704 0.733 0.978 0.962 0.952 0.970

Deletion (ϵ=0.1) 0.725 0.680 0.693 0.709 0.979 0.962 0.962 0.970
Deletion (ϵ=0.2) 0.811 0.680 0.717 0.761 1.000 0.962 0.963 0.981

three types of attacks: addition, deletion, and replacement. For example, the addition dataset with ϵ
= 0.1 means 10% of tokens are added as malicious attacks rather than generated.

3.2 BASELINE AND EVALUATION METRICS

Modification Detection We implement the KGW method Kirchenbauer et al. (2023a) by counting
the number of tokens in the red token set and Z-score which reflects the number of red tokens to
detect modification. If z− score < |threshold|, then reports modified. We report watermarked and
modified text as positive examples while reporting watermarked and non-modified text as negative
examples Cai et al. (2025) and compute TPR, TNR, Recall, and F1-score to evaluate the ability of
modification detection on different datasets.

Diversity and Unbiasedness We choose three different types of methods. For the KGW method,
we set KGW with γ = 0.5 and δ in {1.0,2.0}. Meanwhile, we use two reweight methods and another
method DiPmark Wu et al. (2024) with partition parameter α in 0.4,0.5 as typical unbiased methods.
For diversity, we use Self-BLEU, Distinct 1-gram, and 2-gram to measure generation diversity. For
unbiasedness, we use BLEU, BERTSCORE, ROUGLE-1, and Perplexity to assess the performance
of the watermarking method in different situations.

Robustness We choose KGW and δ-reweight Hu et al. (2024) with the original LLR method max-
imin variant of the LLR (mmLLR) as watermark baselines. Specifically, we set KGW with γ =
0.5 and δ=1.0. For generated-text detection, we set KGW with γ = 0.5 and δ in {1.0,2.0} while
the hyper-parameter grid size of mmLLR is set to 10. We evaluate the performance of different
watermarking methods by reporting the Area Under Curve (AUC) of watermark detection.

3.3 MODIFICATION DETECTION

Table 1 presents results of the modification detection method on different datasets. MSFW method
exhibits better performance in detecting both modified text (TPR) and original text (TNR) than the
KGW method. Compared to the robust KGW method, MSFW method is fragile by outputting the
next token only from a specific watermarked tokens list during generation, then uses local watermark
detection that is sensitive to broken watermark: any tokens outside the watermarked tokens list in
the detected text are modified when the watermark is embedded. In short, MSFW method utilizes
the characteristic of fragility and local watermark detection and then achieves effective modification
detection.

3.4 DIVERSITY

As shown in Table 2, after adding the watermark by δ-reweight method which able to achieve modi-
fication detection, the Self-Bleu score increases to 1, while the Dist-1 and Dist-2 scores significantly
decrease. Although the MSFW method samples a fixed number of watermarked tokens each time
like δ-reweight, our approach shows no significant changes in the indicators of Dist-1 and Dist-2,
while the Self-Bleu score has a certain increase compared to another watermarking method like
DipMark. The multiple-sampling strategy introduces randomness in watermarked tokens by us-
ing different context extraction settings and then increases the number of potential sentences that
can be generated. Despite we only used two alternative settings, our method performs better than
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Table 2: Evaluation of three diversity indexes for different watermark methods in the QA task. For
KGW methods, we set the hyper-parameter in {1.0,2.0}. For DiPmark, we set the hyperparameter

to 0.5.
Methods Self-Bleu Dist-1 Dist-2

No Watermark 0.094 0.262 0.760

KGW (δ=1.0) 0.096 0.254 0.750

KGW (δ=2.0) 0.105 0.247 0.732

DiPMark (α=0.5) 0.100 0.253 0.749

γ-reweight 0.100 0.253 0.749

δ-reweight 1.0 0.014 0.019

MSFW 0.229 0.241 0.707

Table 3: Performance of different watermarking methods on TS and MT

Methods Machine Translation Text Summarization
BERTScore BLEU BERTScore ROUGE-1 Perplexity

No watermark 0.565±0.002 22.1±0.3 0.3267±0.0009 0.3865±0.0010 5.031±0.019
KGW (δ=1.0) 0.558±0.002 21.4±0.3 0.3232±0.0009 0.3820±0.0009 5.298±0.020
KGW (δ=2.0) 0.543±0.002 19.8±0.3 0.3120±0.0008 0.3713±0.0009 6.251±0.023
γ-reweight 0.566±0.002 22.3±0.3 0.3280±0.0009 0.3867±0.0010 5.011±0.019

DiPmark (α=0.4) 0.566±0.002 22.3±0.3 0.3268±0.0009 0.3861±0.0010 5.010±0.019
DiPmark (α=0.5) 0.566±0.002 22.3±0.3 0.3266±0.0009 0.3862±0.0010 5.000±0.019

MSFW 0.567±0.002 22.3±0.3 0.3246±0.0009 0.3861±0.0009 5.058±0.019

δ-reweight and even as well as other methods that are unable to achieve effective modification de-
tection, which means we balance the relationship between modification detection and diversity by
multiple-sampling strategy.

3.5 UNBIASED

Table 3 shows the mean and variance of score per token for TS and MT. By comparing the KGW
method with different δ parameters, our method achieves the same score distribution as well as other
unbiased methods like δ-reweight. So our method is unbiased. As a comparison, the BLEU score
of the KGW method decreases and the complexity increases when the δ parameter increases, which
damages the quality of the output.

3.6 GENERATED TEXT DETECTION

Apart from modification detection, generated-text detection is a significant function for watermarks.
So we show the result of AUC under different perturbation strength and perturbation methods in
Table 4. The MSFW method achieves an AUC of 0.987 on the original watermarked dataset, sur-
passing both the KGW and δ-reweight (mmLLR) method, which means our method has a low type
II error rate especially when the generated-text is short. Compared to the robust KGW method, the
AUC of MSFW decreases when the attack strength increases because MSFW method extracts more
tokens as context to diminish the probability of repetitive context, which influences the unbiased-
ness of the watermark. Yet it still achieves a certain level of robustness under modification attacks.
Compared to the unbiased δ-reweight method, our method shows better performance when using the
Top-K setting. Meanwhile, δ-reweight method with the mmLLR detection method does not perform
well due to the probability of most tokens being set to 0 according to Top-K settings and the mmLLR
method fails to make corresponding adjustments to this situation. So our MSFW method achieves
dual detection capabilities for the output of LLM by effectively detecting modification in text and
exhibiting certain robustness against modification.
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Table 4: AUC of generated-text detection for different methods under different perturbation
strength

Strength Method Addition Replacement Deletion

ϵ=0.0

KGW (δ=1) 0.808 0.808 0.808
KGW (δ=2) 0.940 0.940 0.940

δ-reweight (mmLLR) 0.760 0.760 0.760
MSFW 0.987 0.987 0.987

ϵ=0.1

KGW (δ=1) 0.776 0.767 0.772
KGW (δ=2) 0.922 0.914 0.912

δ-reweight (mmLLR) 0.632 0.607 0.618
MSFW 0.871 0.838 0.866

ϵ=0.2

KGW (δ=1) 0.753 0.720 0.736
KGW (δ=2) 0.896 0.866 0.855

δ-reweight (mmLLR) 0.580 0.562 0.566
MSFW 0.778 0.658 0.702

4 RELATED WORK

Watermarking for LLM There has been a recent emergence of watermarking large language
models for AI detection Kamaruddin et al. (2018); Yoo et al. (2024); Yang et al. (2022). Kirchen-
bauer et al. (2023a) proposed the first LLM watermark algorithm, which uses a hash function to
randomly divide the candidate word library into a red list and a green list, and by increasing the
logits of the tokens in the green list, the output text comes more from the green list. To reduce
the impact on the quality of text generation, Lee et al. (2024) considered the entropy of the text to
adaptively modify logits. To enhance the robustness of the watermark, Zhao et al. (2024) improved
the robustness by fixing the division of the red and green lists.

Unbiased Watermark The above methods will affect the quality of the text generated by the
LLM. To avoid damaging the quality of text generation, Hu et al. (2024) and Wu et al. (2024)
proposed unbiased watermark algorithms that can maintain probability distribution while embedding
the watermark.

Fragile watermark Fragile watermark is a technique used primarily for digital image authentica-
tion and integrity verification, characterized by its sensitivity to modifications Shehab et al. (2018);
Fridrich et al. (2000). It is designed to be easily altered or destroyed when the host image undergoes
any modification, whether intentional or non-malicious. Thus, fragile watermarking plays a pivotal
role in enhancing digital content integrity and is a key area of study in contemporary multimedia se-
curity research Lin et al. (2011). However, most existing research on fragile watermarking focuses
on images, with limited exploration in the context of text.

5 CONCLUSION

We propose the concept of fragile watermark for the output of LLMs for the first time and a novel
multiple-sample fragile watermark method (MSFW) which introduces local watermark detection
and enables detection of any tiny modification in watermarked text. Experiments show that the
MSFW method with the multiple-sampling strategy achieves generated-text detection and modi-
fication detection simultaneously. Besides, the method generates diverse text while maintaining
unbiasedness, making the watermark more useful for practical situations.
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