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Abstract001

Large language models (LLMs) have demon-002
strated impressive capabilities in disease diag-003
nosis. However, their effectiveness in identify-004
ing rarer diseases, which are inherently more005
challenging to diagnose, remains an open ques-006
tion. Rare disease performance is critical with007
the increasing use of LLMs in healthcare set-008
tings. This is especially true if a primary care009
physician needs to make a rarer prognosis from010
only a patient conversation so that they can take011
the appropriate next step. To that end, several012
clinical decision support systems are designed013
to support providers in rare disease identifica-014
tion. Yet their utility is limited due to their015
lack of knowledge of common disorders and016
difficulty of use.017

In this paper, we propose RareScale to combine018
the knowledge LLMs with expert systems. We019
use jointly use an expert system and LLM to020
simulate rare disease chats. This data is used to021
train a rare disease candidate predictor model.022
Candidates from this smaller model are then023
used as additional inputs to black-box LLM024
to make the final differential diagnosis. Thus,025
RareScale allows for a balance between rare026
and common diagnoses. We present results on027
over 575 rare diseases, beginning with Abdom-028
inal Actinomycosis and ending with Wilson’s029
Disease. Our approach significantly improves030
the baseline performance of black-box LLM by031
over 17% in Top-5 accuracy. We also find that032
our candidate generation performance is high033
(e.g. 88.8% on gpt-4o generated chats).034

1 Introduction035

Rare diseases, often overlooked in the medical land-036

scape, impact approximately 5.9% of the global037

population. For those affected, the journey to diag-038

nosis is fraught with challenges, with an average039

wait of four to five years. Patients typically en-040

dure three misdiagnoses and consultations with at041

least five doctors during this process. This pro-042

longed diagnostic odyssey is often due to limited043

provider knowledge, implicit biases, or symptom 044

overlap with common conditions (Kliegman and 045

Brett J Bordini, 2017; Office, 2021). Only in a few 046

instances does the absence of specific tests or the 047

extreme rarity of the disease present the challenge. 048

Clinical decision support systems focusing on 049

rare disease diagnoses emerged in the 1980s as a 050

tool to address this challenge Miller et al. (1982); 051

Buchanan and Shortliffe (1985); Barnett et al. 052

(1987); Lauritzen and Spiegelhalter (1988); Jack- 053

son (1998). Practical use of these systems, however, 054

has been constrained by several factors (Miller, 055

1994), including lack of integration with physician 056

workflows. Additionally, they are often custom- 057

built explicitly for rare diseases and exclude com- 058

mon conditions. 059

Recent advances in large language models 060

(LLMs; OpenAI (2024); Anthropic (2024); Meta 061

(2024); Jiang et al. (2023)) achieve state-of-the-art 062

performance on a variety of tasks (Zheng et al., 063

2023; Wang et al., 2019; Hendrycks et al., 2020), 064

including in high-stakes healthcare applications 065

(Chen et al., 2023; Thawakar et al., 2024; Nair 066

et al., 2024). Studies on rare disease diagnosis us- 067

ing LLMs show similar promise but have been on 068

smaller, curated datasets of clinical vignettes that 069

often include laboratory and imaging information 070

to diagnose (Hu et al., 2023; Shyr et al., 2024; Sand- 071

mann et al., 2024; Chen et al., 2024; Yang et al., 072

2024b,a; Mehnen et al., 2023; Shyr et al., 2024; 073

do Olmo et al., 2024). 074

Furthermore, the challenge with these studies is 075

that the first point of contact for the patient is the 076

primary care physician. For an untrained physician 077

in rare diseases, the overlap of symptoms (e.g., pul- 078

monary legionellosis usually manifests with symp- 079

toms similar to flu or pneumonia) makes it easy 080

to overlook without specialized knowledge. While 081

rare diagnoses often require additional informa- 082

tion beyond the initial symptom presentation, they 083

cannot be diagnosed if not considered in the first 084
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Figure 1: An overview of RareScale. Our approach consists of three stages. First, we simulate a corpus of rare
disease chats ( §3 and Figure 2). Then, we train a candidate generation LLM (§4.1). Finally, we perform inference
to generate a final DDx (§4.2).

place. This illustrates the criticality of including085

relevant rare diseases in the differential diagno-086

sis, even before any lab work, directly based on087

patient-provider history-taking conversations. We088

found that applying black-box LLMs to the task of089

rare disease diagnosis shows only moderate perfor-090

mance (e.g. 56.8% Top-5 accuracy using gpt-4o).091

This indicates that while LLMs have some knowl-092

edge of rare diseases, they also may struggle in093

certain cases.094

In this paper, we improve the diagnostic capabil-095

ity of LLMs in identifying rare diseases based on096

two key insights. First, given LLMs have some097

knowledge of rare diseases, can we more explic-098

itly target this knowledge? Second, can knowl-099

edge from rare expert systems be used to better100

evaluate and inform LLMs?101

We propose RareScale, which is designed to102

improve differential diagnoses of rare diseases di-103

rectly from history-taking dialogues. Figure 1 pro-104

vides an overview of our approach.105

We utilize a rare disease expert system and a106

medical case simulator to generate a broad set of107

structured clinical cases with closed-world assump-108

tions within the expert system. These cases consist109

of structured findings, that a patient with the given110

rare disease may exhibit. These cases are then used111

as inputs to the history-taking conversation simu-112

lator that generates free-form provider questions113

and patient answers that conform to those cases.114

This approach covers 575 rare diseases, beginning115

with Abdominal Actinomycosis and ending with116

Wilson’s Disease.117

Given that the expert system excludes common 118

diseases, we develop a rare disease candidate gen- 119

eration model instead of a full diagnosis system. 120

For each case, we generate a list of candidate rare 121

diseases to prompt a larger, black-box LLM, which 122

combines its general diagnostic capabilities with 123

the specialized knowledge of the smaller model. 124

Our results show statistically significant perfor- 125

mance improvements compared to relying solely 126

on LLMs like GPT-4o. For example, we find that 127

the Top-5 accuracy improves from 56.7% to 74.1% 128

on gpt-4o generated chats. We believe this illus- 129

trates the potential of integrating curated expert 130

knowledge sources and the power of LLMs. 131

2 Problem Setup 132

When a patient visits a medical provider with a 133

new, unknown health condition, the first step is un- 134

derstanding the issue deeply. This process, known 135

as history-taking, consists of collecting all relevant 136

information about the patient’s current health is- 137

sue, including positive and negative findings (or 138

symptoms), via a series of questions. These details 139

are used to make treatment decisions if a confident 140

diagnosis can be made. Alternatively, they inform 141

the selection of tests or imaging to help further 142

diagnose. 143

What if a possible diagnosis is not even consid- 144

ered because it’s so rare, and the medical provider 145

is unaware of it? This paper aims at proposing 146

a method RareScale as a step towards removing 147

that educational barrier. Given the history-taking 148

conversation between the provider and the patient, 149
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the goal is to identify possible rare diseases that150

need to be considered. When doing this, we must151

balance the fact that the disease is rare and that the152

patient is more likely to have a common disease.153

Overview of the approach Figure 1 provides the154

overview of RareScale: It trains a smaller expert155

LLM § 4 to generate candidate rare diseases using156

a simulated labeled conversational dataset using157

a combination of expert systems and LLMs (§ 3).158

The candidates generated from this model are used159

as additional inputs to the black-box LLM to enable160

better weighing rare and common diseases. This161

leads to improved efficacy over using only black-162

box LLMs.163

3 Corpus Simulation164

The use of synthetic data from large language mod-165

els has been widely studied (Li et al., 2023; Yu166

et al., 2023; Liu et al., 2024). However, our task167

requires generating history-taking conversational168

data with labeled differential diagnosis. Since iden-169

tifying differential diagnosis is the task we are try-170

ing to solve with RareScale, we took a different171

approach to generate labeled history taking chats172

to avoid simply evaluating an LLM based on it’s173

existing knowledge.174

As shown in Figure, 2, we first simulate an ex-175

ample using expert system knowledge. We start176

with a seed disease and generate a structured pa-177

tient case (represented as a list of findings). Such a178

generation can have ambiguity about the final diag-179

nosis. Therefore, we use the same expert system to180

assign a full differential diagnosis. The structured181

case is then used to simulate a history-taking con-182

versation as detailed in § 3.2 so that LLM needs183

to only generate a patient-facing question with the184

provided finding, while maintaining the conversa-185

tional flow. We repeat this process independently186

for all diseases. The resulting dataset of history-187

taking conversation and differential diagnosis pairs188

is used to train rare diseases candidate generation189

model (§ 4).190

3.1 Generation of structured cases191

We use a rare disease expert system, evolved from192

Internist-1 (Miller et al., 1982) and QMR (Miller193

and Masarie, 1990), to generate structured cases194

using expert-curated diagnostic rules based on a195

knowledge base of diseases, findings, and their196

relationships. Findings include symptoms, signs,197

lab results, demographics, or medical history. In198

this study, we focus on patient-answerable find- 199

ings and only focus on symptoms. Each finding- 200

disease link is defined by evoking strength and fre- 201

quency, scored from 1 to 5 by a team of medical 202

experts based on the studies for that disease. Evok- 203

ing strength measures the association between a 204

finding and a disease, while frequency indicates 205

how often a finding occurs in patients with the dis- 206

ease. Each finding also has a disease-independent 207

import variable, indicating its global importance. 208

Our simulation algorithm, adapted from medical 209

case simulator Parker and Miller (1989); Ravuri 210

et al. (2018), starts by sampling a seed disease and 211

sequentially constructing a set of findings. First, 212

demographic variables are sampled, followed by 213

predisposing factors, and then other findings are 214

made to decrease frequency relative to the disease. 215

Each finding is randomly determined to be present 216

or absent, with impossible findings excluded and 217

high co-occurrence findings prioritized. The simu- 218

lation concludes once all findings in the knowledge 219

base for that disease are considered, operating un- 220

der a closed-world assumption that limits diseases 221

and findings to those in the knowledge base. Un- 222

like previous approaches to simulation, we also use 223

the expert system to compute differential diagnosis 224

after the first six findings are sampled. We use this 225

to consider findings from other diagnoses in the 226

differential diagnosis to prioritize sampling addi- 227

tional negative findings that overlap with the seed 228

disease. This allows the sample to be slightly more 229

targeted at the seed disease. In turn, we widen the 230

gap between the seed disease and the remainder of 231

the differential diagnosis. 232

Each simulation includes a differential diagno- 233

sis of up to 5 diseases as ranked by expert system 234

scoring. A DDx may consist of multiple diseases 235

in cases where a final diagnosis may not be ascer- 236

tained without laboratory testing. We maintain this 237

differential diagnosis list for training in §4. We iter- 238

ate through 630 rare diseases in the expert system, 239

using each as a seed disease. We keep the generated 240

structured case if the seed disease is top-scoring in 241

the differential to reduce the effect of the noise in 242

the simulation process. We set a minimum of 50 243

valid simulations out of 200 attempts. Any diseases 244

falling below that are excluded (e.g. Friedreich’s 245

ataxia), as this typically indicates that the disease 246

is unidentifiable from symptoms alone. This re- 247

sults in 575 diseases in our dataset. We include an 248

example in Appendix §3. 249
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Figure 2: RareScale’s Corpus Simulation Pipeline (§3). Using an expert system, we create a set of structured case
simulations, which are then used to guide an LLM in history taking chat generation.

3.2 Generation of chats from structured cases250

For each (structured case, DDx) pair, we start with251

creating a complete demographic profile. This in-252

cludes name, gender, age, race, education, and lo-253

cation by first selecting from the structured case. If254

not present in the case, we randomly generate from255

the LLM. We incorporate location and education to256

introduce additional variability in patient language.257

This diversifies the profiles and reduces sensitivity258

to names and locations across different simulations,259

which could lead to misleading patterns.260

We use the structured case along with the261

expanded demographic profile to anchor LLM-262

powered history-taking chat simulation. We263

prompt an LLM to create a conversation that264

closely adheres to that case. The LLM-based chat265

simulator has access to the disease name, finding266

set, and demographic profile. For each finding, we267

include a definition if the expert system provides268

one so the LLM’s understanding of the term aligns269

with the expert system. For each disease, we persist270

a database of messages that correspond to each find-271

ing (e.g. “I feel hot” corresponds to fever (present)).272

We include the previous message in the prompt for273

each subsequent generation and ask the LLM to274

generate a different one so it does not repeat.275

We enforce a format for the chat, which begins276

with a "system" message with the patient’s demo-277

graphic information. The provider simulator starts278

the conversation open-ended, and the patient simu-279

lator reports the symptoms drawn from the findings280

set. For each patient utterance, the LLM outputs281

both the message and which findings are included.282

This is to encourage the message to be consistent283

with the findings. We prompt LLM for the patient284

simulator to report only at most, three findings in 285

a single message and also prompt the LLM for the 286

provider simulator not to generate leading ques- 287

tions. 288

For the simulation, we use two different LLMs 289

to generate our chats – OpenAI’s Gpt-4o and An- 290

thropic’s Claude-3.5-sonnet – and use the same 291

approach unless noted. All components of the gen- 292

eration pipeline use only one of the LLMs. For 293

chats generated by GPT-4o, we found that doing 294

this process in a single prompt is sufficient (see Ap- 295

pendix Prompt 1). For Claude, we found that this 296

generated chats which were very terse. Therefore, 297

we prompt Claude with the same information and 298

ask it to generate one patient-provider turn at a time 299

(see Appendix Prompt 2). The findings provided to 300

Claude are separated into findings already included 301

and those that need to be added. 302

For chats generated by both LLMs, we finally 303

run a checker prompt that ensures that the resulting 304

chats include all symptoms in the finding set and 305

edits the chat if not all are included. If the first edit 306

fails, we try two more times. If all other attempts 307

fail, we exclude this chat from our dataset. This 308

results in a corpus of rare disease chats – 28,589 309

using GPT-4o and 14,573 using Claude (further 310

statistics are included in Appendix Table 5). We 311

include a full example chat using GPT-4o in Ap- 312

pendix Figure 4 and using Claude in Figure 5. 313

4 Rare Disease Differential Diagnoses 314

The RareScale scalable synthetic generation 315

pipeline provides us with a sizable dataset of 575 316

rare disease history-taking conversations. However, 317

our expert system doesn’t provide information on a 318

variety of common diseases, such as the Common 319

4



Cold. A real-world diagnostic system will need to320

account for these diseases. Given the high diagnos-321

tic performance of many LLMs (Liu et al., 2025;322

Rutledge, 2024; Zhou et al., 2024; Tu et al., 2024),323

it would be challenging to meet their performance324

even with a corpus of similar non-rare chats.325

We therefore combine existing LLM diagnostic326

performance with a specialized rare-disease model.327

To do this, we train a rare disease candidate gen-328

eration system which proposes a set of at most329

5 rare diseases. This list is recall-oriented, to al-330

low several possibilities to be considered. These331

rare disease candidates are then passed through a332

prompt of a larger LLM to produce a final diagnos-333

tic list. The combination can leverage the niche334

expertise of an expert system while also leveraging335

the broader knowledge of general LLMs.336

4.1 Candidate Generation337

To generate rare disease candidates for a given338

history-taking conversation, we train a smaller339

LLM to generate a list of at most 5 rare diseases.340

We train using Llama 3.1 7b as our base model341

(Meta, 2024) using the chat text as input (train-342

ing details in Appendix §A.1). We exclude the343

structured findings and all other information used344

in the previous section. Note that these history-345

taking chats do not include a final diagnosis from346

the provider, so the model must make inferences347

from the chat alone. As the target output, we use348

the differential diagnosis list produced by our ex-349

pert systems which contains up to five diseases. We350

only include the disease names ordered by likeli-351

hood per the expert system score but do not include352

the scores themselves.353

4.2 Diagnosis Generation354

For the final step of generating the differential di-355

agnosis for the conversation, we use a larger black-356

box general LLMs1 (gpt-4o, claude, llama 3.3 70b)357

to fuse common and rare diseases seamlessly. We358

leave the role of identifying the relevant common359

diseases to the LLM, but infuse the candidate rare360

diseases through inferencing on the smaller model361

we trained according to § 4.1362

The prompt (Appendix Prompt 3) uses multi-363

stage instructions, instructing the LLM to generate364

a list of 5 diagnoses without considering the rare365

1We explored using the publicly-available MEDITRON-
70B(Chen et al., 2023), but it could not follow the DDx in-
structions in the prompt, instead outputting unrelated text.

list. Then, it is instructed to consider the rare dis- 366

ease candidate list. Finally, it selects whichever 367

from the two sections is most appropriate, includ- 368

ing discarding all rare candidates if best. The 369

prompt is also flexible, so we can remove instruc- 370

tions for incorporating candidate rare diseases or in- 371

clude other means of candidate rare diseases when 372

available. We study these variations in § 5.1. 373

5 Evaluation and Results 374

To understand the performance of RareScale, 375

we frame our evaluation around three questions. 376

First, does the RareScale end-to-end approach im- 377

prove rare disease diagnoses over black-box LLMs 378

(§5.1)? Second, how does our expert candidate gen- 379

eration model perform at producing an accurate list 380

of rare diseases for each case (§5.2)? Finally, how 381

accurate are the simulated chats as judged by ex- 382

perts (§5.3)? We include details on dataset creation 383

in Appendix §A.2. 384

5.1 DDx Improvements with RareScale 385

We compare the end-to-end RareScale to two base- 386

lines. First, in base gpt-4o, we generate a DDx 387

with no external candidate list. gpt-4o rare candi- 388

dates uses the RareScale prompt described in § 4.2 389

without any candidate list. Similar to RareScale, 390

gpt-4o rare candidates uses rare disease candidate 391

list, but obtained using a separate LLM prompt. In 392

contrast, RareScale uses a smaller trained model to 393

generate the candidate list. For all three methods, 394

we use the same prompt setup ( § 4.2) except for 395

the additional candidate list and instructions. 396

To be able to compare the generated DDx to 397

the ground seed disease, we use judge prompts 398

adopted from Tu et al. (2024) (Appendix Prompts 399

4 and 5), with gpt-4o as judge model. Previously, 400

these prompts were shown to be well-calibrated 401

with the human expert as a judge. The first judge 402

prompt returns a binary judgment, iterating through 403

the DDx list and taking the first match present, if 404

any. The second judge prompt compares the full 405

DDx list to the seed disease and returns a degree of 406

similarity (unrelated to exact match) We use Top- 407

1 accuracy, Top-5 accuracy, and mean reciprocal 408

rank (MRR) as the metrics. 409

Results Table 1 shows the performance of the 410

combination of our best-performing candidate gen- 411

eration model (gpt-4o + claude, see §5.2) with 412

gpt-4o serving as a DDx generator. We find that 413

RareScale produces the best performance across 414
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Differential Diagnosis gpt-4o test set (n=3403) claude test set (n=2868)

Top-5 Top -1 MRR Top-5 Top -1 MRR

baseline 56.80% 28.65% 0.390 56.69% 30.65% 0.406
gpt-4o rare candidates 52.66% 25.95% 0.357 55.47% 29.04% 0.388
RareScale candidates 74.38% 33.12% 0.471 71.41% 33.23% 0.461

Table 1: Performance on generated gpt-4o ddx task. All metrics for RareScale on both datasets (see bolded) are
significant using a two-sided Wilcoxon signed-rank test with p < 0.01 compared to the no candidates baseline.

DDx LLM Exact Extremely Rel. Relevant Somewhat Rel. Unrelated

baseline gpt-4o 22.8% 19.9% 4.9% 21.0% 31.3%
RareScale gpt-4o 55.8% 8.8% 2.3% 12.8% 20.2%

baseline claude 19.2% 16.9% 3.9% 14.5% 45.6%
RareScale claude 56.8% 10.7% 1.6% 10.6% 20.4%

baseline Llama 3.3 70b 20.3% 19.3% 5.3% 21.7% 33.5%
RareScale Llama 3,3 70b 47.3% 12.2% 3.3% 15.4% 21.9%

Table 2: We compare LLM baseline DDx generation performance to LLMs with addition of RareScale candidates.
We report the LLM as judge results across several categories of similarity, ranging from Exact Match to Unrelated.
We combine gpt-4o and claude test sets for this analysis.

the board, including statistically significant gains415

over the no candidate baseline. Notably, we also416

find that performance is worse when using gpt-4o417

as the rare disease candidate generator, reinforcing418

the utility of a specialized model.419

We believe the most crucial improvement is seen420

in the Top-5 performance, as adding the rare dis-421

ease candidate in the DDx would allow a provider422

to consider that disease. The degree of improve-423

ment – 17.42% – illustrates this impact. While we424

also see improvements in MRR performance, we425

also observe that the rare disease candidate is not426

very likely to be in the first position.427

Including the rare disease candidate but not over-428

relying on the candidate list is likely the preferred429

behavior (see § 5.2). In many cases, a common430

disease should be considered first, but the inclusion431

of a rare possibility can help a provider to best432

identify next steps. Using only our smaller rare433

disease candidate generation model would likely434

overproduce rare diagnoses, whereas providing a435

black box LLM with options allows it to weigh the436

entire picture. Alternatively, the LLM may not be437

able to properly diagnose a specific rare condition438

because it has no knowledge of it to begin with (see439

the analysis for further discussion).440

In Table 2, we compare LLM performance on441

the differential diagnosis task with and without442

RareScale broken down by similarity level. We 443

combine the gpt-4o and claude chats for this analy- 444

sis. Since this prompt uses varying levels of granu- 445

larity and compares the entire DDx, the distribution 446

is different than with the binary prompt, which only 447

compares diseases one-to-one. 448

In the case of gpt-4o, we see broad improve- 449

ments when adding RareScale. This includes a 450

33% improvement in the number of Exact Matches. 451

Yet we see even larger performance improvements 452

when applying RareScale to claude-sonnet’s DDx 453

capabilities. We see a 25.2% reduction in unrelated 454

diagnoses and a 37% increase in exact matches. 455

Surprisingly, we also see similar performance gains 456

on Llama 3.3 70b, including a 27% increase in ex- 457

act matches and an 11.7% reduction in unrelated 458

matches. While there is a gap between the closed- 459

and open-weight models, the margin is small. 460

Analysis We break down the results of the 461

RareScale gpt-4o dataset results in Table 1 into 462

performance by disease hierarchical category as 463

taken from our expert system. A disease can align 464

with one or more categories. The full results are 465

shown in Appendix Table 4. The group with the 466

largest number of diseases – Infectious diseases – 467

performs slightly less than the average. This could 468

potentially be due to the overall broader number 469

of diseases in this category, many of them closely 470
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Training Dataset Training Size gpt-4o test set (n=3403) claude test set (n=2868)

Top-5 Top-1 MRR Top-5 Top-1 MRR

claude 8837 48.37% 34.12% 0.4007 64.92% 45.64% 0.5371
gpt-4o 21782 88.04% 63.88% 0.7410 44.18% 28.45% 0.3490
gpt-4o downsampled 8813 70.88% 47.90% 0.5742 37.20% 23.25% 0.2884
gpt-4o + claude 30619 88.80% 64.21% 0.7463 77.82% 56.35% 0.6526

Table 3: Evaluation on the candidate generation task, with MRR, Top-5 and Top-1 Accuracy. We evaluate on models
only trained on claude data, gpt-4o data, and both, and evaluate separately on claude and gpt-4o test sets. We include
a model trained on a downsampled set of gpt-4o data that approximates the size of the claude training set.

related. Other large groups, such as Neoplastic dis-471

ease, Impaired cardiovascular function, and non-472

infectious inflammatory diseases have roughly av-473

erage performance. On the lower end, as expected,474

Congenital disorders due to abnormal fetal devel-475

opment performs worst at 53.3% Top-5 accuracy,476

whereas Disorders of smooth muscle contraction477

and/or relaxation performs best at 94.4%, although478

both are small categories.479

5.2 RareScale Candidate Generation480

We measure the performance of RareScale candi-481

date generation by comparing it to the seed disease.482

The candidate generator outputs a list of at most 5483

candidates, and we compare to the seed disease us-484

ing exact match. As before, we use MRR and Top-1485

and Top-5 accuracy. Since GPT-4o and Claude re-486

quired different approaches to generate the chat487

data, we considered different dataset variations to488

understand differences in the performance.489

Results Table 3 reports the performance of490

RareScale on candidate generation. Using the com-491

bined training set during training leads to the high-492

est performance – 88.8% Top-5 on gpt-4o, and493

77.82% on claude on the test sets. When only494

trained on one of the data sources, performance is495

best when applied to data from the same source.496

In our initial experiments, we found that includ-497

ing roughly 40 to 50 training examples per disease498

would achieve the same performance as more sam-499

ples (e.g. 100), but fewer would result in worse500

performance.501

While the gpt-4o test set performs similarly on502

gpt-4o trained models and combined training data,503

the claude chat test set sees a sizable performance504

bump when using all training data. Since our505

claude dataset is smaller in size, we hypothesize506

that the additional signal from the gpt-4o training507

examples helps improve performance on the claude508

test set. To illustrate this, we train a model on only 509

gpt-4o data but randomly (per-seed disease basis) 510

downsampled to roughly the same amount of data 511

in claude’s training set. We find a similar pattern – 512

the training data reduction (40.5% of the original 513

size) results in a 17% drop in Top-5 accuracy, and 514

similar reductions for other metrics. This suggests 515

the lower claude performance is due to dataset size 516

instead of worse corpus simulation performance. 517

While we only consider exact matches in Table 518

3, we also run the similarity judge prompt (Prompt 519

5) on the gpt-4o + claude trained model, gpt-4o test 520

set results. In only 5.2% of cases, the model re- 521

turns a DDx list unrelated to the seed diagnosis. In 522

the remaining cases, non-exact matches have some 523

degree of similarity. We also include validation 524

results in Appendix Table 7 525

5.3 Expert Evaluation of Chats 526

We evaluate whether our synthetically generated 527

chats are possible manifestations of the seed rare 528

disease. For this, we use an external reviewing 529

service that provides medical annotators and use 530

third-year medical students for this task as they 531

have been recently trained in similar tasks. They 532

can also use additional resources (e.g. medical ref- 533

erences) during annotation. We also included hard 534

negative examples during annotations to serve as 535

distractors. We include details in Appendix §A.2.1. 536

Results On our annotation set of 651 cases (with 537

73 annotation-specific negatives), we found the 538

overall agreement rate to be 88.6% with a Cohen’s 539

kappa of 0.53. For the expected positive cases, i.e. 540

the disease was indicated for that patient case dur- 541

ing simulation, the agreement rate was 90.48%. For 542

the negative cases, the agreement rate was 73.97%. 543

The high agreement rate of the positive examples 544

used for training illustrates the performance of our 545

synthetic generation pipeline. We include addi- 546

7



tional discussion in Appendix Section A.3.547

6 Deployment Considerations548

We show that RareScale significantly improves the549

ability to identify potential rare diseases over base-550

line LLM performance. We also know that most551

patients at a primary care clinic are likely to have552

a common disease. RareScale aims at balancing553

common diseases with rare diseases so that the pri-554

mary care physician does not oversubscribe to the555

possibility of a rare disease. Such rare diseases556

are hard to rule out without expensive testing and557

added mental toll.558

When deploying in practice, there are several559

possible approaches. For instance, a system could560

only include rare diseases in cases where common561

diseases are ruled out first. For example, pul-562

monary legionellosis presents similarly to the flu or563

pneumonia, and a provider would likely treat one of564

the common conditions first. But when flu or pneu-565

monia management fails, they can use RareScale to566

consider rarer conditions. Alternatively, RareScale567

could be used to gather more information from the568

patient and exclude rarer conditions more quickly.569

We believe that this is an open problem that may570

require physician training and clinical testing.571

7 Related Work572

Using LLMs for diagnosis is increasingly powerful573

(Liu et al., 2025; Rutledge, 2024; Zhou et al., 2024;574

Tu et al., 2024). Previous rare disease investiga-575

tions (Hu et al., 2023; Shyr et al., 2024; Sandmann576

et al., 2024; Chen et al., 2024; Yang et al., 2024a;577

Mehnen et al., 2023; Shyr et al., 2024; do Olmo578

et al., 2024) focus on generating diagnoses from579

smaller sets of vignettes, which are concise sum-580

maries of a patient’s health issue. Vignettes are581

commonly used in narrow settings. Comparatively,582

using the history-taking chat replicates a primary583

care setting where confirmatory testing has not584

been performed. Previous chat-related work fo-585

cused on a much smaller set (Yang et al., 2024b).586

Prompting methods such as chain of thought587

(Wei et al., 2022) may improve rare disease perfor-588

mance to a degree but cannot enable the integration589

of external knowledge. Other techniques such as590

retrieval augmented generation (Lewis et al., 2020)591

are unlikely to capture the complex nuances of592

symptoms as stated by patients. LLM performance593

on emerging data has also been studied (Mitchell594

et al., 2021; Gu et al., 2024). A related approach595

is Yao et al. (2024), which uses a smaller expert 596

model, but their approach seeks to update the orig- 597

inal model. (Gupta et al., 2024) illustrates that 598

model editing can also lead to the model losing 599

knowledge. Other work (Zhao et al., 2024) studies 600

LLM performance in other rare data situations, and 601

studies the related issue of hallucinations(Fabbri 602

et al., 2022; Min et al., 2023). 603

8 Conclusion 604

We propose RareScale as a multi-component ap- 605

proach to improve rare disease diagnosis. Based on 606

curated rare disease expert systems, we use a medi- 607

cal case simulator to generate structured cases and 608

differential diagnoses for each rare disease. In turn, 609

we prompt black-box LLMs to generate history- 610

taking conversations of these cases. This allows 611

us to benchmark the performance of LLMs on rare 612

disease history-taking conversations. We show that 613

explicitly training an LLM for disease candidate 614

generation, which can then provide suggestions to 615

a black-box LLM, achieves statistically significant 616

performance improvements compared to baselines. 617

While this paper focused on the rare disease diag- 618

nosis, we hope RareScale can transfer to other set- 619

tings. For example, one could leverage a location- 620

specific or population-specific expert system in- 621

stead of using a rare-specific expert system. This 622

could especially be useful in settings where the real- 623

world disease distribution differs significantly and 624

at the tail of the data distribution, which black-box 625

training data can not corroborate. 626

Although our approach scales the number of rare 627

diseases to 575, many rare diseases (NORD, 2025) 628

are left unaddressed. An inherent limitation of our 629

approach is that expert systems rely on the labor of 630

highly-trained medical experts who review medical 631

literature and curate knowledge. This allows us 632

to use the expert system as a surrogate source of 633

knowledge instead of directly integrating with rare 634

disease literature. Yet expanding an expert system 635

to all rare diseases with human experts alone is 636

likely impossible. Future work should focus on 637

using medical literature with techniques beyond 638

retrieval augmented generation, which likely strug- 639

gles to capture the subtlety and relative importance 640

of the various studies. Alternatively, explorations 641

that rely on electronic health record systems could 642

remove the need for the expert system while still 643

using a smaller model tuned for the rare disease 644

candidate generation to be used as in RareScale. 645
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9 Limitations646

One limitation of our work is that we are limited to647

the rare diseases and symptoms provided in our rare648

disease expert system. While our approach does649

cover a broader set of rare diseases than existing650

work, it does not cover the vast set of diseases651

present in the world. For example, (NORD, 2025)652

lists over 10,000. Yet rare diseases highly vary653

in prevalence, with only about 100 rare diseases654

accounting for 80% of diagnoses(Evans and Rafi,655

2016). Others are so rare that only a few cases have656

ever been identified. Expanding to these extremely657

rare diseases is a remaining challenge.658

We are also limited by the number of expert659

annotations that are feasible for this task. While660

the results were positive, we couldn’t annotate a661

larger amount without spending excessively more662

time and money. Additionally, we are unable to re-663

lease the datasets due to legal requirements. While664

this is a common issue in the medical domain, we665

hope that future work can provide open datasets for666

broader use.667
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A Appendix921

A.1 Training Details922

We train for 10 epochs using supervised fine-tuning923

only on 8 Nvidia A100s. Each training run, us-924

ing the huggingface transformers library (v4.43.3),925

took 2-3 hours depending on the setup. We used926

the AdamW 8-bit optimizer (Loshchilov and Hut-927

ter, 2017), a learning rate of 2e−05, and a batch928

size of 4. We selected these parameters based on929

early experiments on subsets of our larger disease930

set.931

A.2 Evaluation Details932

Following the approach in Section 3, we generate933

chats using gpt-4o and claude-sonnet 3.5. For each,934

we create train, validation, and test splits as detailed935

in Appendix Table 5. We also provide the average936

and standard deviation of the number of findings937

and the number of messages. To ensure that both938

the validation and test sets are distinct from the939

training set, we removed all examples from the940

training set that have the exact same structured941

case in the validation or test sets. We generated a942

smaller dataset for claude due to the additional cost943

and time of running multiple prompts per chat.944

A.2.1 Expert Evaluation945

We provide the annotators with the chat, list of find-946

ings, and the seed disease. They are asked “Assume947

the patient has a rare disease and more common948

conditions have been ruled out. Is this specific rare949

disease a possible diagnosis for the patient? This950

rare disease doesn’t need to be the most likely di-951

agnosis, but just a possible diagnosis.”. They are952

prompted to respond yes or no, and provide a 1-2953

sentence explanation. They are allowed to use any954

external reference material they choose.955

One challenge in this annotation task is that our956

dataset does not include negative examples as they957

are not required for training. However, only an-958

notating positive examples may lead to annotators959

blindly answering “yes”. Therefore, we generate960

negative training examples solely for expert evalu-961

ation and ask annotators to review datasets that are962

90% positives and 10% negatives.963

Generating a chat where a rare disease is not pos-964

sible is a challenging task. Providing annotators965

with cases that are obviously negative would not966

be informative. Generating cases where a disease967

is negative but close requires conclusively ruling968

out a disease, which is challenging in a history tak-969

ing setting where lab work isn’t performed. To 970

achieve a close approximation, we regenerate ex- 971

amples from our expert system and take diagnoses 972

that were present in earlier simulation phases but 973

removed later when additional findings were added. 974

These “discarded diagnoses” are likely to be nega- 975

tive diagnoses for the findings. 976

We separately generate chats for these find- 977

ings and discarded diagnosis using the process de- 978

scribed in Section 3. As a second filtering step, 979

we provide the chat and discarded diagnosis to a 980

gpt-4o prompt, and prompt it to provide the same 981

binary judgment and explanation as we do with the 982

annotators. Finally, we manually filter out chats 983

where the explanation rests mostly on likelihood 984

(i.e. disease A is unlikely because disease B is 985

more likely), and retain cases where there is a clear 986

separation. However, we want to emphasize that 987

even in these cases, it is hard to completely rule out 988

a rare disease. All cases were reviewed by at least 989

one annotator – cases where the original annotator 990

disagreed with the initial label was reviewed by a 991

second labeler. 992

A.3 Expert Evaluation Results 993

While the agreement rate for negative cases is 994

lower than the agreement for positive cases, it is 995

inherently challenging to create believably nega- 996

tive cases. It also does not impact RareScale’s 997

performance given that we only add negatives to 998

ensure that annotators do not blindly choose yes. 999

We include a selection of annotator reasoning in 1000

Appendix Table 6. In many cases where the anno- 1001

tator disagrees with our baseline label, they note 1002

that the full symptom set isn’t present for the dis- 1003

ease. While that may make it unlikely, that does not 1004

mean it can be ruled out entirely because an atypi- 1005

cal presentation could occur or further symptoms 1006

may arise. This tension is inherent when dealing 1007

with rare diseases. 1008
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Dx Category Top K Ac-
curacy

Top 1 Ac-
curacy

MRR N

Congenital disorders due to abnormal fetal develop-
ment

0.533 0.433 0.458 30

Immune system disorders 0.548 0.190 0.295 42
End organ damage secondary to other disorders 0.583 0.083 0.222 36
Disorders with excess or abnormal fluid accumula-
tion

0.603 0.256 0.370 78

Disorders of the hematopoietic and lymphatic sys-
tems

0.667 0.000 0.306 6

Drug induced injury alias adverse drug effects 0.699 0.192 0.361 73
Degenerative disorders 0.704 0.241 0.391 108
Infectious disease alias infections 0.711 0.278 0.424 862
Neoplastic disease 0.721 0.236 0.384 330
Disorders involving cysts stones or calculi 0.722 0.611 0.650 18
Impaired cardiovascular function 0.738 0.359 0.486 390
Disorders due to toxic or chemical or radiation injury 0.745 0.398 0.523 98
Musculoskeletal disorders 0.750 0.292 0.467 24
Non-infectious inflammatory disease 0.753 0.326 0.477 384
Metabolic disorders 0.778 0.333 0.482 144
Bleeding disorders and coagulopathies 0.783 0.267 0.449 60
Disorders of thorax cardiovascular system and lym-
phatic ducts

0.783 0.522 0.590 23

Endocrine disease 0.788 0.417 0.547 132
Fibrosis or scarring of visceral organ 0.796 0.245 0.436 49
Neuropsychiatric disorders 0.803 0.439 0.573 66
Disorders secondary to trauma 0.806 0.361 0.519 36
Impaired fluid flow within hollow viscus or viscera
non-vascular

0.833 0.583 0.649 24

Multisystem disorders 0.833 0.667 0.708 6
Disorders associated with pregnancy 0.833 0.542 0.663 24
Inherited congenital or degenerative disorders 0.847 0.458 0.588 144
Miscellaneous mechanical disorders 0.861 0.542 0.655 72
Kidney and urinary tract disorders 0.875 0.458 0.654 24
Disorders due to mechanical tear or trauma or vis-
ceral erosion

0.875 0.667 0.764 24

Disorders of abdomen digestive system and/or nutri-
tion

0.889 0.389 0.573 18

Disorders due to nutritional and/or vitamin deficiency 0.917 0.611 0.738 36
Electrophysiological neurological disorders 0.917 0.542 0.687 24
Disorders of smooth muscle contraction and/or relax-
ation

0.944 0.722 0.801 18

Table 4: Performance from RareScale, gpt-4o in Table 1 broken down by disease category. Note that a disease may
fall into multiple categories.
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Findings List:
Abdomen pain left upper quadrant (absent)
Abdomen pain non-colicky (absent)
Anorexia (present)
Chest pain lateral sharp (present)
Chest pain substernal exacerbation with cough
(present)
Cigarette smoking history (present)
Dyspnea abrupt onset (present)
Headache severe (present)
Myalgia (present)
Onset abrupt (absent)
Rigors (present)
Shoulder pain left (absent)
larger
DDx List:
pulmonary legionellosis (seed disease)
pneumococcal pneumonia
mycoplasma pneumonia
brucellosis

Patient-Doctor Chat:
System: Patient is Tyler, a 24-year-old male.
Doctor: Hi Tyler, I’m here to help you today. Can
you tell me what’s been going on?
Patient: Hey doc, I’ve been feeling really off
lately.
Doctor: Can you describe what you mean by off?
Are you experiencing any pain or discomfort?
Patient: Yeah, there’s this sharp pain on the side
of my chest, and it gets worse when I breathe.
[chest pain lateral sharp-present]
Doctor: That sounds uncomfortable. Have you
noticed any other types of chest pain, maybe when
you cough?
Patient: Not really sharp pain, but it does hurt
under my sternum when I cough.
[chest pain substernal exacerbation with cough-
present]

Figure 3: Example expert system simulation to chat

generation model split size findings messages

gpt-4o
train 21782 11.88 ± 1.91 17.54 ± 3.58
val 3404 11.69 ± 2.08 17.31 ± 3.78
test 3403 11.66 ± 2.05 17.27 ± 3.69

claude
train 8837 11.88 ± 1.90 14.54 ± 3.47
val 2868 11.69 ± 2.04 14.11 ± 3.38
test 2868 11.70 ± 2.08 14.30 ± 3.48

Table 5: Data statistics for train, validation, and test sets. We include the number of chats, the average number of
findings and standard deviation, and the average number of messages and standard deviation.
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Synthetic Annotator Disease Reasoning

yes yes histoplasma menin-
gitis

This disease is possible because the patient’s history of lym-
phoma and transplant makes them immunocompromised,
which increases their risk of histoplasmosis meningitis. The
histoplasmosis meningitis could cause this patient’s symp-
toms of nausea/vomiting, fever/chills, and severe headache.

yes yes cerebral malaria This disease is possible because urinary and bowel incon-
tinence, intractable headache, visual loss/retinopathy, and
fever point to an infectious cerebral process that could be
caused by cerebral malaria.

yes yes neurogenic os-
teoarthropa-
thy alias char-
cot_joint_disease

This could be possible charcot joint disease, which is set off
by trauma to a neuropathic extremity and can cause joint
pain. Although Charcot’s is technically most common in
the foot, it can also extend to any major joint like the knees,
shoulder, hip, etc.

yes yes glaucoma acute an-
gle closure

Blurriness with rainbow rings/halos, nausea/vomiting,
headache, decreased vision, and sudden onset are all symp-
toms of acute angle-closure glaucoma.

yes yes cytomegalovirus
infection dissemi-
nated

This disease is possible because the patient is immunocom-
promised by their organ transplant, and their symptoms of
vision changes, diarrhea, fever, chills, vomiting, and myal-
gias are consistent with a disseminated cytomegalovirus in-
fection.

yes no cutaneous anthrax Lack of bump/ulcer/eschar. though presence of pruritis and
exposure to possible animals infected as a vet, symptoms are
nonspecific.

yes no herpes zoster This disease is not possible because although herpes zoster
can have peripheral symptoms including this patient’s myal-
gia, headache, and abdominal pain, this patient does not have
the characteristic dermatomal rash, skin changes, or skin-
level pain of herpes zoster.

no no pulmonary as-
pergillosis invasive
type

This disease is not possible because the patient is not im-
munocompromised, has not had recent surgeries or pneu-
monia, or chemotherapy, and does not have a cough, which
I would expect from pulmonary aspergillosis since it is an
opportunistic pulmonary infection.

no no henoch schonlein
syndrome alias
henoch-schonlein
purpura

This disease is not possible because the patient does not re-
port the purpura around the legs/gluteus that is characteristic
for Henoch Schonlein purpura. The patient is also not in
the typical age group for this disease, which primarily is in
pediatric populations.

no yes bronchial asthma This disease is possible because of the patient’s history of
dyspnea at rest and worse with activity. The urinary fre-
quency could also be related because there are positive as-
sociations between bronchial asthma and increased urge to
urinate.

Table 6: Sample explanations from the annotation task. Note that the disease column indicates which disease they
were asked to annotate against – this is the expected disease for the positive synthetic labels, but is not expected for
the negative ones.

gpt-4o chats claude chats

Top K Top-1 MRR Top K Top-1 MRR

gpt-4o only 88.28% 63.13% 0.7384 47.25% 31.80% 0.3817
claude only 48.38% 34.43% 0.4025 65.93% 45.71% 0.5415
combined 88.57% 64.10% 0.7444 79.64% 57.46% 0.6675

Table 7: Candidate generation metrics for validation set.
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gpt-4o Generated Chat for disseminated intravascular coagulation
System: Patient is George, a 67-year-old male.

[age greater than 55 (present) , sex male (present)]
Doctor: Hi George, I’m here to help you today. Can you tell me what’s been going on?
Patient: Well, it all started pretty suddenly. I’ve been feeling really off.

[onset abrupt (present)]
Doctor: I see. Can you describe some of the symptoms you’ve been experiencing?
Patient: I’ve had a fever on and off. It’s been bothering me.

[fever (present)]
Doctor: Alright, fever can be quite uncomfortable. Have you noticed any changes in your appetite?
Patient: I haven’t really felt like eating much lately. Just no appetite.

[anorexia (present)]
Doctor: Got it. Have you experienced any issues with bleeding or bruising?
Patient: Yeah, even a small bump seems to make me bleed a lot. It’s strange.

[bleeding excessive after minor trauma (present)]
Doctor: That does sound unusual. Have you had any nosebleeds recently?
Patient: No, I haven’t had any nosebleeds.

[epistaxis or epistaxis severe history (absent)]
Doctor: Okay, and how about your breathing? Any issues there?
Patient: Yes, I’ve been feeling short of breath even when I’m just sitting around.

[dyspnea at rest (present)]
Doctor: That’s important to note. Have you had any recent surgeries?
Patient: Yes, I had surgery a few weeks ago.

[surgery recent history (present)]
Doctor: Thanks for sharing that. Have you experienced any vomiting?
Patient: Yes, I’ve been throwing up, and sometimes it looks really dark, like coffee grounds.

[vomiting coffee ground (present) , vomiting recent (present)]
Doctor: I see. Have you ever had a reaction to a blood transfusion?
Patient: Yeah, I’ve had a reaction before.

[transfusion reaction history (present)]
Doctor: Alright. Have you experienced any seizures?
Patient: Yes, I’ve had some seizures.

[seizures grand mal single or intermittent (present)]
Doctor: And how about any back pain?
Patient: No, my back’s been fine.

[back pain midline severe (absent)]

Figure 4: Example gpt-4o generated chat. The simulated findings are in italics. Note that we do not provide the
findings as input to train candidate generation model
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Claude Generated Chat for porphyria acute intermittent
System: Sarah is a 35-year-old female in Seattle, Washington.

[sex female (present) , age 26 to 55 (present)]
Doctor: Hello Sarah, I’m Dr. Smith. What brings you to see me today?
Patient: Hey doctor. I’ve been dealing with these terrible stomach pains lately. They come and go in

waves, and they’re really intense, especially in my upper right side. It started about two days ago.
[abdomen pain present (present) , abdomen pain acute (present) , abdomen pain colicky (present)]

Doctor: I’d like to know more about these pains. Have you had any pain in other parts of your stomach,
like around your belly button or on the left side?

Patient: No, not really. The pain is mostly just in my upper right side. It doesn’t really go to my belly
button area or the left side at all.
[abdomen pain periumbilical (absent) , abdomen pain left upper quadrant (absent)]

Doctor: How long have you been experiencing these stomach pains? Have you had similar episodes in
the past months?

Patient: No, this is really the first time it’s happened. Like I said, it just started a couple days ago. I
haven’t had any ongoing stomach issues before this.
[abdomen pain chronic (absent)]

Doctor: Have you noticed any issues with eating? Any trouble swallowing certain foods?
Patient: Actually, yeah. I’ve been having a hard time swallowing, especially with meat and bread. They

seem to get stuck, and I have to really work to get them down. It’s making eating pretty difficult.
[dysphagia solids (present)]

Doctor: Have you noticed any vision changes recently? Anything unusual when you’re looking at
objects?

Patient: Yeah, actually it’s weird - I keep seeing double. Like when I look at my computer screen at
work, I see two screens. It’s really making it hard to code.
[eyes diplopia (present)]

Doctor: Have you experienced any muscle cramps recently, like muscles tightening up and staying tight
for a minute or longer?

Patient: No, I haven’t had any muscle cramps like that. The stomach pain is bad enough, but my
muscles feel normal.
[muscle cramps (absent)]

Doctor: Could you tell me about your family background? Where are your ancestors from?
Patient: Oh yeah, my family is from Sweden and Norway. Both my parents’ families came from there a

few generations back.
[ethnic background northern european (present)]

Doctor: Have you noticed any connection between your symptoms and your menstrual cycle?
Patient: Now that you mention it, yes. I started my period right when these symptoms began. It seems

like the pain and other symptoms got worse when my period started.
[menses precipitation or exacerbation of disease history (present)]

Figure 5: Example claude generated chat. The simulated findings are in italics.
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1 Create a history taking conversation where a patient has the following medical
profile , and is chatting with a doctor.

2 Include only the history taking part of the chat , do not include any diagnosis
or include the doctor confirming the findings.

3 Be sure to use language appropriate to the patient 's profile , and do not make
the patient text technical unless indicated. Use informal terms when
appropriate

4 Ensure all findings are explicitly discussed , both present and absent statuses.
5 At the end of the chat , all findings must be included in a previous message.
6

7 The first message should consist of a generic system message which explicitly
states the patient 's name , age , gender (stated directly), race if present.
Do not include any findings beyond that list.

8 The second message should consist of a generic greeting from the doctor. The
doctor does not have any information at this point.

9 Do not include more than two findings in a question answer pair.
10 The patient is also unlikely to be able to explain their condition in a

coherent manner. Do not assume that they will clearly offer up the
findings , and the doctor may have to ask multiple questions before they get
to a finding.

11 The doctor should not ask leading questions.
12

13 Disease: {{ disease }}
14

15 --Patient Profile --
16 {{ demographics_str }}
17 --End Profile --
18

19 --Findings --
20 {{ findings_str }}
21 --End Findings --
22

23 Output format in yaml
24 --Format --
25 chat:
26 - role : "System"
27 msg : [MSG ABOUT GENDER , AGE , RACE]
28 findings :
29 - [FINDING 0 , STATUS]
30 - [FINDING 1 , STATUS]
31 ...
32 - role : "Doctor"
33 msg : [MSG]
34 findings : null
35 - role : "Patient"
36 msg : [MSG]
37 findings :
38 - [FINDING 0 , STATUS]
39 - [FINDING 1 , STATUS]
40 ...
41 ...
42 --End Format --
43

44 Chat:

Prompt 1: Prompt for generating chats with gpt-4o.
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1 Create a history taking conversation where a patient has the following medical
profile , and is chatting with a doctor.

2 Include only the history taking part of the chat , do not include any diagnosis
or include the doctor confirming the findings.

3 Be sure to use language appropriate to the patient 's profile , and do not make
the patient text technical unless indicated. Use informal terms when
appropriate.

4 Ensure all findings in the findings list are explicitly discussed , both present
and absent statuses.

5

6 You will generate one turn of messages at a time. A turn of messages is
defined as a Doctor asking a question and a patient response.

7 In the first turn of messages , there should be the following;
8 The first message of the first turn should consist of a generic system message

which explicitly states the patient 's name , age , gender (stated directly),
race if present. Do not include any findings beyond that list.

9 The second message of the first turn should consist of a generic greeting from
the doctor. The doctor does not have any information at this point.

10 The third message of the first turn should consist of the first findings they
report.

11

12 All previous turns should consist of a provider question and a patient response
.

13

14 At the end of the chat , all findings must be included in a previous message.
15

16 Do not include more than two findings in a question answer pair.
17 The patient is also unlikely to be able to explain their condition in a

coherent manner. Do not assume that they will clearly offer up the
findings , and the doctor may have to ask multiple questions before they get
to a finding.

18 The doctor should not ask leading questions.
19 Do not assume that the doctor can see the patient. Express everything only

through text.
20

21 When available , a definition and a previous message from a different patient.
for each finding is provided. Follow the definition of the finding
provided.

22 You must create a different message - including the content - than the previous
message if possible given the definition.

23 ---Example ---
24 tongue protrusion with marked deviation:
25 definition: upon protrusion of the tongue , there is significant digression

away from the midline , toward either the left or right side
26 previous message: Yes , actually. I'd say its towards the right side of my

tongue.
27 status: present
28 The next message should be discuss one of the other options in the definition (

e.g., left side). For example , "Hmm , maybe on the left side of my tongue ."
29 ---End Example ---
30

31 Disease: {{ disease }}
32

33 --Patient Profile --
34 {{ demographics_str }}
35 --End Profile --
36

37 Output format in yaml
38 --Format --
39 msg_turn:
40 [CONDENSED]
41 --End Format --

Prompt 2: Prompt for generating chats with claude.
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1 The following is a history taking conversation between a patient and a doctor.
2

3 Do the following steps;
4 First , generate 5 differential diagnoses that are likely given the history

taking chat. For each , briefly discuss the reasoning. Ignore the candidate
diagnoses for this step. Output the result in a section beginning with "--

First pass --" and ending with "--/First pass --"
5

6 {% if candidate_diagnoses -%}
7

8 Second , consider the following candidate diagnoses. You are not required to
use them , and should discard them if not appropriate. For each , briefly
discuss the reasoning. Output the result in a section beginning with "--
Candidate pass --" and ending with "--/Candidate pass --"

9

10 --Candidate Diagnoses --
11 {{ candidate_diagnoses }}
12 --End Candidate Diagnoses --
13

14 Finally , consider the diagnoses from 1) and 2), and pick the 5 most appropriate
ones. You must discard any that aren 't appropriate , either from step 1 or
2.

15

16 {% else %}
17 Finally , consider the diagnoses from 1) and pick the 5 most appropriate ones.

You must discard any that aren 't appropriate.
18

19 {% endif -%}
20

21 Output in yaml described at the end , where [DDx #] is replaced with the disease
name.

22 Include a likelihood rating of high , medium , or low in [LIKELIHOOD ]. Include a
short description of your reasoning in [REASON #].

23

24

25 --Chat --
26 {{ chat_formatted }}
27 --End Chat --
28

29 --Begin Output --
30 differential_diagnosis:
31 [DDx 0]:
32 likelihood: [LIKELIHOOD]
33 reasoning:
34 - "[ REASON 0]"
35 - "[ REASON 1]"
36 ...
37 [DDx 1]:
38 likelihood: [LIKELIHOOD]
39 reasoning:
40 - "[ REASON 0]"
41 - "[ REASON 1]"
42 ...
43 --End --

Prompt 3: Prompt for generating differential diagnosis. Note that the text between the if statements is only included
if candidates are provided.

1 Is our predicted diagnosis correct (Y/N)? It is okay if the predicted diagnosis
is more specific/detailed.

2 Predicted diagnosis: {{ prediction }}, True diagnosis: {{ gold_label }}
3 Answer [Y/N]:

Prompt 4: Prompt for judging binary differences between differential diagnoses (Tu et al., 2024).
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1 How close did the differential diagnosis (DDx) come to including the DIAGNOSIS
from the answer key?

2

3

4 DDX: {{ddx}}
5 DIAGNOSIS: {{ final_diagnosis }}
6

7 CHOICES:
8 - (Unrelated): Nothing in the DDx is related to the diagnosis.
9 - (Somewhat Related): DDx contains something that is related , but unlikely to

be helpful in determining the diagnosis.
10 - (Relevant): DDx contains something that is closely related and might have

been helpful in determining the diagnosis.
11 - (Extremely Relevant): DDx contains something that is very close , but not an

exact match to the diagnosis.
12 - (Exact Match): DDx includes the diagnosis.
13

14 Choice: Best from the CHOICES
15 Chosen Dx: diagnosis in DDX which was matched to DIAGNOSIS
16 location of Dx: location of the chosen Dx in DDX
17 Rationale: rationale for the choice

Prompt 5: Prompt for judging relative differences between differential diagnoses (Tu et al., 2024).

21


	Introduction
	Problem Setup
	Corpus Simulation
	Generation of structured cases
	Generation of chats from structured cases

	Rare Disease Differential Diagnoses
	Candidate Generation
	Diagnosis Generation

	Evaluation and Results
	DDx Improvements with RareScale
	RareScale Candidate Generation
	Expert Evaluation of Chats

	Deployment Considerations
	Related Work
	Conclusion
	Limitations
	Appendix
	Training Details
	Evaluation Details
	Expert Evaluation

	Expert Evaluation Results


