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Abstract
The expected regret of any reinforcement learning
algorithm is lower bounded by Ω

(√
DXAT

)
for undiscounted returns, where D is the diam-
eter of the Markov decision process, X the size
of the state space, A the size of the action space
and T the number of time steps. However, this
lower bound is general. A smaller regret can be
obtained by taking into account some specific
knowledge of the problem structure. In this arti-
cle, we consider an admission control problem to
an M/M/c/S queue with m job classes and class-
dependent rewards and holding costs. Queuing
systems often have a diameter that is exponential
in the buffer size S, making the previous lower
bound prohibitive for any practical use. We pro-
pose an algorithm inspired by UCRL2, and use
the structure of the problem to upper bound the
expected total regret by O(S log T+

√
mT log T )

in the finite server case. In the infinite server case,
we prove that the dependence of the regret on S
disappears.

1. Introduction
In the admission control problem, jobs arrive at the entrance
of a finite buffer queue, and the system decides whether to
accept or reject a job based on the filling status of the queue
and the job’s class. The arrivals of jobs follow independent
Poisson processes with class-specific rates. Accepted jobs
generate class-dependent rewards, while rejected jobs leave
without waiting. The system also incurs class-dependent
holding costs when accepted jobs that are not served imme-
diately wait for service.

Our goal is to minimize the expected total regret, which
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measures the difference between the maximum reward that
could have been achieved and the actual collected rewards.
For a concrete application, minimizing the regret or maxi-
mizing the average reward asymptotically yield an optimal
policy. However, by minimizing the regret, we control the
quality of transient policies. Minimizing the regret allows
to better manage jobs appearing during the learning and
limits the loss of revenue for the system operator due to the
exploration.

The admission control problem is highly relevant in com-
munication systems that experience losses due to limited
buffer space or service capacity. To ensure uninterrupted
data flow for critical traffic types, like voice or streaming
media, while still providing best-effort service for noncriti-
cal services, such as web traffic or file transfers, these jobs
are categorized into priority classes in Quality of Service
(QoS)-differentiated services (Carpenter & Nichols, 2002;
Zhou et al., 2017). Admission control protocols seek to
find a balance by accommodating as many jobs as possi-
ble while ensuring preferential treatment for higher-priority
jobs. Priority can be modeled through adequate definitions
of rewards and holding costs. Similar balancing issues can
be found in various fields, one example being electric ve-
hicles charging with different priorities (Alsabbagh et al.,
2019).

With the increasing success of reinforcement learning for in-
dustrial applications, it has now become important to study
not only the asymptotic optimality, but also regret minimiza-
tion for admission control.

1.1. Related work

The admission control literature is rich with articles inter-
ested in finding structural properties of the policies maximiz-
ing the long-term average reward. Feinberg and Yang (2011)
extended Haviv and Puterman’s work (1998) and Lewis et
al.’s article (1999) by considering several job classes and
class-dependent holding costs. This corresponds to our set-
ting, except that we minimize the regret and that we learn
the arrival rates. Feinberg and Yang have characterized opti-
mal, bias optimal, and Blackwell optimal policies, and have
adapted Miller’s Policy Iteration (PI) (1969) which yields
an optimal average reward policy to the continuous-time
admission control problem.
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These works have inspired algorithms that use the structural
properties of an optimal policy. For instance, Massaro et al.
(2019) proposed the Integer Gradient Ascent algorithm that
leverages the knowledge of the threshold structure to acceler-
ate the search for an optimal policy. They based their propo-
sition on an earlier work by Feinberg and Reiman (1994)
proving that, without holding costs, there exists an optimal
threshold policy where the thresholds define the number of
jobs in the queue above which jobs are rejected. Following
the same trend, Roy et al. (2022) proposed another structure-
aware two-timescale continuous time algorithm, similar to
an Actor-Critic algorithm, accepting a holding cost that de-
pends on the total number of jobs in the system. In this
paper, we leverage the special structure of PI for admission
control, highlighted by Feinberg and Yang (2011).

Regret minimization in reinforcement learning (RL) aims to
maximize the cumulative reward gained by an agent during
its learning process. For general Markov decision processes
(MDP), the expected total regret of any learning algorithm is
lower bounded by Ω(

√
DXAT )1, where D is the diameter

of the MDP, X is the size of the state space, A is the size of
the action space and T is the number of steps taken (Jaksch
et al., 2010). Note that for a queue of length S, X = S + 1
and A = 2m where m is the number of job classes.

Jaksch et al’s Upper Confidence Reinforcement Learn-
ing (UCRL2) algorithm has been designed to handle the
exploration-exploitation trade-off efficiently. It is an im-
provement of Auer and Ortner’s UCRL (2006), which is
itself an extension to RL of the Upper Confidence Bound
algorithm (see Lattimore & Szepesvári, 2020, Chapter 7
for a detailed presentation) that was developed for multi-
armed bandit problems. UCRL2 is a model-based algorithm
that estimates confidence bounds for the reward of each
state-action pair and for the probability transition matrix
of each action. These estimations allow the derivation of
a confidence set for the underlying MDP. The agent se-
lects actions that optimize the return of the optimistic MDP
within that confidence set, encouraging exploration of un-
certain or underexplored state-action pairs. As the agent
receives feedback, the confidence bounds are updated to
accurately reflect the learned information. UCRL2’s regret
is upper bounded by Õ(DX

√
AT ) 2 with high probability,

and other algorithms have later reached an upper bound of
Õ(

√
DXAT ) (Zhang & Ji, 2019; Tossou et al., 2019).

Structured decision processes, in queuing systems may
come with tighter bounds, as shown by Anselmi et al.
(2022). They have proposed an algorithm and an upper
bound on the expected regret for the specific case of an

1f(n) ∈ Ω(h(n)) if there exists a positive constant C and rank
n0 such that for all n ≥ n0, 0 ≤ Ch(n) ≤ f(n)

2f(n) ∈ Õ(h(n)) is equivalent to: ∃k, f(n) ∈
O
(
h(n) logk(h(n))

)
.

M/M/1/S queue with controlled service rate and an en-
ergy minimization objective. Their upper bound is asymptot-
ically independent of the number of states and the diameter
of the MDP.

In the context of admission control, Cohen et al. (Cohen
et al., 2024) have studied the asymptotic regret of a M/M/1
queue with a single class of job.

In this paper we consider a multi-class admission control
problem and propose a finite-time bound on the expected re-
gret. We consider an M/M/c/S queue with m job classes
and class-dependent rewards and holding costs. The oper-
ator does not know the arrival rates. We assume that the
number of servers and the service distribution are known. In
most admission control applications, this assumption holds
since the servers are owned by the system operator. More-
over, we assume that the operator knows the rewards and
holding costs of each job class.

1.2. Contributions

(i) We extend Feinberg and Yang’s (2011) results to state-
dependent arrival rates. This allows to extend UCRL2’s
optimism principle (Jaksch et al., 2010) to queues with
class-dependent holding costs, for which the priority order
of jobs can change with the number of jobs in the system.

(ii) We introduce the UCRL for admission control al-
gorithm (UCRL-AC) with class-dependent holding costs.
We show that its expected regret is upper bounded by
O(S log T +

√
mT log T ) when the number of servers is

finite and the immediate rewards R(i), i = 1, . . . ,m are
bounded. In the infinite-server case, this dependence on S
completely vanishes. By using PI, our algorithm can exploit
the structure of optimal policies to obtain a linear depen-
dence on S through results on the bias that are specific to
gain optimal policies. Note that in classical UCRL algo-
rithms, the upper bounds on regret depend on the diameter
D of the MDP, and D is exponential in S − c in our admis-
sion control problem (see appendix A) for a finite number
of servers c < S.

(iii) By using the structure of the problem to reformulate
Policy Iteration, our algorithm reduces its memory use to
O(mS), while previous implementations would require a
memory space of O(S2A).

(iv) We obtain closed-form expressions of the relative bias
for a given policy π that we leverage to reduce the time
complexity of PI.

(v) UCRL-AC can also work with Value Iteration (VI),
which is known to converge geometrically fast, at the cost
of an exponential dependence on the queue size S for the
regret bound at worst.
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The article is structured as follows. Section 2 presents the
admission control problem. Section 3 provides essential
background information. Section 4 describes UCRL-AC. In
section 5, we show how to accelerate the computation of the
bias function. We present the upper bound of the expected
regret in section 6. Experimental evaluations are conducted
in section 7, and we conclude in section 8. Detailed proofs
of our results can be found in the appendix.

2. Problem Formulation
2.1. Admission Control Problem

We consider the admission control problem in an
M/M/c/S queue with c identical servers, finite capacity
S, and m job classes under the first-in-first-out rule. Jobs
of each class i = 1, . . . ,m arrive at the system according
to independent Poisson processes with arrival rate λ(i) > 0.
We note Λ =

∑m
i=1 λ

(i) the global arrival rate, and we sup-
pose Λ ∈ [Λmin,Λmax]. Thus, an arrival has a probability
p(i) = λ(i)/Λ of being of class i. Upon arrival, the job class
is revealed. Each server has a service rate µ ∈]0,+∞[, so
that the time to serve a job follows an exponential distribu-
tion of the parameter µ. When s jobs are in the system, the
total service rate is µ(s) = min(s, c)µ.

When the queue is full, new arrivals are rejected. Otherwise,
a controller decides whether to accept or reject the arriving
job. If a server is free when a job enters the queue, it is
served immediately. Otherwise, the job waits in the queue.

Upon admitting a class i job, the system collects an imme-
diate non-negative reward R(i) and incurs a non-negative
holding cost C(W (s)) which depends on the random wait-
ing time W (s) spent in the system until joining a free server.
The expected reward for admitting job class i when s jobs
are already in the system is

r(i)(s) = R(i) − E [C(W (s))]

For instance, if the holding cost C(t) is proportional to
the waiting time t, i.e. C(t) = γt, then r(i)(s) = R(i) −
γE [W (s)] where W (s) for s ≥ c is an Erlang random
variable with parameters (s− c+ 1, cµ).

We suppose that the service rate µ is known. The arrival
rates λ(i), 1 ≤ i ≤ m are unknown.

2.2. Birth-and-Death Process

We formulate our problem as a CTMDP. When there are
s jobs in the queue, we say that the system is in state s.
Let us denote X = {0, 1, . . . , S} the state space and I =
{1, 2, . . . ,m} the set of job classes. An action a represents
the set of job classes to be admitted in the current state:
a ∈ A = P(I) where P(I) is the power set of I. When
choosing action a for state s, the effective birth rate in state

s becomes Λ(s, a) =
∑

i∈a λ
(i) and the expected reward

per unit of time is R(s, a) =
∑

i∈a λ
(i)r(i)(s). We recall

that µ(s) = min(s, c)µ and we note µmax = µ(S).

Since X and A are finite, there exists a deterministic station-
ary optimal policy. In this article, we focus on deterministic
stationary policies and denote by Π the family of all such
policies. For a policy π ∈ Π that selects action π(s) in state
s ∈ X , the CTMDP becomes a continuous-time Markov
chain that can be represented as a birth-and-death process.
In state s, with policy π, the birth rate Λπ(s) and the ex-
pected reward per unit of time Rπ(s) are given below:

Λπ(s) =
∑

i∈π(s)

λ(i) Rπ(s) =
∑

i∈π(s)

λ(i)r(i)(s) (1)

The infinitesimal generator for the CTMDP under policy π is
the matrix Zπ which is determined by Λπ(s) and µ(s) as fol-
lows: (Zπ)s,s+1 = 1s<SΛ

π(s), (Zπ)s,s−1 = 1s>0µ(s),
(Zπ)s,s = −1s>0µ(s) − 1s<SΛ

π(s) and (Zπ)i,j is equal
to zero everywhere else.

We recall that the long-run average reward of a policy π is
defined as

ρπ = lim
T→∞

1

T
E

[∫ T

0

Rπ(st)dt

]

where st is the state of the system at time t.

Our objective is to minimize the expectation of the regret
∆(T ) defined as

∆(T ) = Tρ∗ −
∑
s,i

νT (s, i)r
(i)(s)

where ρ∗ is the long-run average reward per unit of time for
a gain optimal policy (see definition 3.1), and νT (s, i) is the
number of jobs of class i that are accepted in state s until
time T .

3. Background
3.1. Bellman Equation

For a policy π, let us note the infinitesimal generator Zπ

and the vector of rewards per second Rπ in each state. The
average reward per second ρπ and the bias hπ satisfy the
following matrix equation (Miller, 1969, equation (4))

ρπ = Rπ + Zπhπ (2)

For any policy π, there is only one recurrent class, so that
the CTMDP is unichain and for all state s, ρπ(s) = ρπ.
We call ∇hπ(s) = hπ(s) − hπ(s + 1) the relative bias.
As stated by Feinberg and Yang (2011), for the admission
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control problem, the matrix equation (2) becomes: for all s,

ρπ =
∑

i∈π(s)

λ(i)
(
r(i)(s)−∇hπ(s)

)
+ µ(s)∇hπ(s− 1)

(3)
This equation is well defined since for s = 0, µ(s) = 0 and
for s = S, no job is accepted.

We recall the definition of gain optimal policies and the
Bellman equation satisfied by a gain optimal policy.

Definition 3.1 (Gain optimal policy). A policy πg is gain
optimal if its average reward ρπg is optimal:

∀π ∈ Π, ρπ ≤ ρπg = ρ∗

A policy π satisfying the following Bellman equations is
gain optimal: for all state s,

ρπ = max
a∈P(I)

∑
i∈a

λ(i)
(
r(i)(s)−∇hπ(s)

)
+µ(s)∇hπ(s−1)

(4)

3.2. Policy and Value Iteration

Feinberg and Yang have proposed an adaptation of Miller’s
PI for the admission control problem with state- and class-
dependent reward functions. The evaluation step consists in
solving equation (3), while the improvement step selects a
new policy π′ such that for all states s,

π′(s) = argmax
a∈P(I)

∑
i∈a

λ(i)(r(i)(s)−∇hπ(s)) (5)

Evaluation and improvement alternate until the policy can-
not be improved anymore. PI yields at convergence a policy
π that is a fixed point of equation (5). Thus, π satisfies the
Bellman equation (4) and is therefore gain optimal. The
corresponding algorithm is presented in Alg. (1).

Algorithm 1 PI for Admission Control
Evaluation: compute ρπl and hπl by solving equation
(3) for s ∈ {0, 1, . . . , S}.
Improvement: compute new policy πl+1 satisfying for
all s = 0, . . . , S − 1:

∀ 1 ≤ i ≤ m,

{
r(i)(s) > ∇hπl(s) =⇒ i ∈ πl+1(s)

r(i)(s) < ∇hπl(s) =⇒ i /∈ πl+1(s)

The admission control problem naturally defines a CTMDP.
Since VI is designed for MDPs, it must be applied to the
equivalent uniformized formulation. We make repeated use
of the general CTMDP uniformization method presented
by Puterman in section 11.5.1 of his book (2005). Let us

note PU (a) the transition probability matrix associated with
action a and RU (s, a) the expected reward per second for
state s and action a for the uniformized formulation. Alg.
(2) states how to compute them. VI consists of comput-
ing un+1(s) = max

a

{
1
UR(s, a) + (PU (a)un)(s)

}
for all

states s, where U is the uniformization constant associated
with P (see Puterman, 2005, 8.5.1 for further details on
VI). According to Puterman’s theorem 8.5.6, by stopping
VI when span(un+1 − un) < ε, we obtain a policy πV I

with an average reward ρV I that satisfies:

ρV I ≥ ρ∗ − ε (6)

From Puterman’s section 8.5.4, since any stationary pol-
icy is unichain and has an aperiodic transition matrix, the
stopping criterion is met after a finite sequence of steps. Ac-
cording to Theorem 1 of Della Vecchia et al. (2012) which
is based on Kemp’s theorem 3.4.2 (1987), VI’s convergence
is geometric.

The adaptation of VI to the admission control problem is
presented in Alg. (2).

Algorithm 2 VI for Admission Control
Improvement: compute new policy πl+1 satisfying for
all s = 0, . . . , S − 1:

∀ 1 ≤ i ≤ m,

{
r(i)(s) > ∇ul(s) =⇒ i ∈ πl+1(s)

r(i)(s) < ∇ul(s) =⇒ i /∈ πl+1(s)

with ∇ul(s) = ul(s)− ul(s+ 1) for 0 ≤ s < S.
Evaluation: compute for all s:

ul+1 = R
πl+1

U + P
πl+1

U ul

where R
πl+1

U = 1
URπl+1 , Pπl+1

U = 1
UZπl+1 + I and

U = Λmax + µmax.

4. UCRL for Admission Control
Inspired by UCRL2, we propose the UCRL-AC algorithm
(Alg. 3) that minimizes the expected regret by optimizing
the policy of a CTMDP that is both plausible and optimistic
with respect to observed arrival rates.

There are three main steps in the algorithm UCRL-AC. Step
1 consists in computing confidence intervals for the global
arrival rate Λ and for the probability p(i) that an arriving job
is of class i. In step 2, we determine the optimistic CTMDP
that is compatible with the confidence intervals computed in
step 1 and update the policy. In step 3, we let the operator
apply the policy we updated in step 2 until the end of the
episode. At the start of a new episode, the estimator of the
global arrival rate is reinitialized. It is updated online at
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each arrival during the episode. We count the number of
arrivals of each job classes and we update the estimator of
the probabilities p(i) at the end of the episode.

It is worth noting that thanks to the structure of the problem,
we can easily find the optimistic CTMDP among the plausi-
ble ones (Thm 4.3). As we do not need to find the optimistic
CTMDP while optimizing the policy, we can use PI instead
of Extended-VI (Jaksch et al., 2010). PI produces an exact
optimal policy, and we use this guarantee to eliminate the
dependence on S from the term that asymptotically domi-
nates over time. In the following, we describe in detail the
three steps of UCRL-AC.

4.1. Step 1: Confidence Intervals

Inspired by Gao and Zhou (2023) we use the truncated em-
pirical mean estimator of Bubeck et al. (2013) to construct a
confidence interval for the global arrival rate Λ, and obtain
the confidence intervals (8).

Definition 4.1 (Truncated empirical mean (Gao & Zhou,
2023)). The truncated empirical mean estimator for episode
k + 1 is defined as:

1

Λ̂k+1

=
1

νk

νk∑
t=1

Lt1

{
Lt ≤

√
2t

Λ2
min log

1
δk

}
(7)

where νk is the total number of arrivals within episode k,
δk controls the precision of the estimator, and Lt is an inter-
arrival time.

Proposition 4.2 (Confidence intervals). At the start of
episode k ≥ 2, with probability at least 1− δk−1, the true
global arrival rate lies in the confidence interval defined by

CIΛ(k) =
[
Λ̂k − εk,Λ, Λ̂k + εk,Λ

]
∩
[
Λmin,Λmax

]
(8)

with εk,Λ = 4
Λ2

max

Λmin

√
2

νk−1
log 1

δk−1
, and Λ̂k defined by (7).

We note p̂
(i)
k the empirical estimator of the probability p(i)

of an arrival of class i after k − 1 episodes, that is, p̂(i)k =

N
(i)
k−1/Nk−1 where N

(i)
k is the total number of arrivals of

class i from the first episode to the end of episode k and
Nk is the total number of arrivals. With probability at least
1− δk−1, the true distribution belongs to CIp(k) the set of
probability distributions such that for all p ∈ CIp(k),

∥p− p̂k∥1 ≤
√

2m

Nk−1
log

2

δk−1
= εk,p (9)

Note that since the upper tail of the exponential distribution
is not sub-Gaussian, we use the truncated empirical mean
estimator (see Bubeck et al., 2013) for which exact bounds
are known.

4.2. Step 2: Optimistic CTMDP and Optimal Policy

Optimistic CTMDP. At the end of episode k, we determine
a confidence interval for the global arrival rate Λ and a
confidence set of probability distributions for p. We note
Ck the confidence set containing the compatible CTMDPs.
We say that a CTMDP M ∈ Ck if M corresponds to the
global arrival rate Λ and class probabilities p(i)(s) such that
Λ ∈ CIΛ(k) and p(s) ∈ CIp(k) for s = 0, . . . , S.

Intuitively, the optimistic CMTDP should put more weight
on higher priority classes and less on lower priority classes.
Since the holding costs are class-dependent non-decreasing
functions of s, the priority order of the job classes may
change with s. Therefore, the arrival rates of the optimistic
CTMDP should be allowed to depend on s. This is con-
firmed by the following theorem. The proof is given in
appendix C.

Theorem 4.3. Let M̃ be the CTMDP in the confidence set C
with the greatest global arrival rate Λ̃ and the distributions
p̃(s) over the arrival classes maximizing for each state s the
probabilities by priority order according to r(i)(s) given in
(2.1). M̃ achieves the maximal average reward among the
CTMDPs in C.

Search for an optimal policy. For PI (Alg. 1) and VI (Alg.
2), the improvement criterion allows us to choose whether
to accept or reject jobs such that r(i)(s) = ∇hπ(s). We
decide to accept these jobs. By accepting these jobs, we
obtain threshold policies of a certain type: for each state
s, there is a threshold that gives the rank of the last job
class to be accepted when classes are ordered by decreasing
expected rewards r(i)(s), i = 1, . . . ,m. Thus, the number
of policies visited is upper bounded by (m+1)S . We denote
this variant of PI as PI-B.

Alternatively, we can achieve a polynomial complexity by
solving a linear program, as initially proposed by Manne
(1960). We recall here Puterman’s formulation (2005, sec-
tion 8.8):

minimize
ρ,∇h

ρ subject to ∀s,∀u,

ρ ≥
∑
i∈u

λ(i)(s)
(
r(i)(s)−∇h(s)

)
+ µ(s)∇h(s− 1)

Remarks (i) Feinberg and Yang (2011) showed that for
state-independent arrival rates, there is an optimal policy
with thresholds per class: jobs of a given class are accepted
if and only if the the total number of jobs in the queue
is smaller than the class threshold. When the number of
classes m is small, it is tempting to restrict the policy space
to such policies. However, the optimistic CTMDP may have
state-dependent arrival rates. In this case, the optimality of
policy with thresholds per class remains an open question.
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(ii) VI could be combined with Action Elimination (Puter-
man, 2005, section 8.5.6) to guarantee that an optimal policy
is reached and ensure the same regret as PI.

4.3. Step 3: Exploration

We note tk the time spent on episode k. We choose for all
k ≥ 1, tk+1 =

∑k
p=1 tk. By construction, tk = 2k−2t1 for

k ≥ 2. We note Tk the total time spent until the end of
episode k. For all k ≥ 1, Tk = 2k−1t1.

The truncated empirical mean estimator Λ̂k defined by (7)
can be computed online using the following equation, where
τ is the number of job arrivals in episode k:

1

Λ̂k,τ+1

=
1

Λ̂k,τ

+
1

τ + 1

(
Yτ+1 −

1

Λ̂k,τ

)
(10)

where Yτ = Lτ1

{
Lτ ≤

√
2τ

Λ2
min log(δ−1

k−1)

}
.

The estimator of the global arrival rate is reset at each
episode. Indeed, to bound the regret, we need the sequence
(δk)k≥1 to be decreasing. However, since the threshold
2τ/

(
Λ2
min log

(
δ−1
k

))
decreases with δk, an inter-arrival

time that was used in episode k to build the estimator may
be discarded in a subsequent episode k′ > k. The reset of
the estimator means that the arrivals of previous episodes
are not exploited. We could overcome this shortcoming
by storing all arrival times, but this would have a memory
cost asymptotically proportional to the time horizon. De-
spite this limitation, the truncated empirical mean produces
confidence intervals that are easier to use than those of the
empirical mean.

Unlike classic UCRL algorithms, the exploration time is
deterministic for UCRL-AC. Indeed, to improve the esti-
mation of an arrival rate, we do not need to visit specific
state-action pairs, but to increase the number of arrivals of
the corresponding job class. By specifying a precise explo-
ration time, we can force a high number of arrivals for all
classes with high probability.

Complexity The time and space complexity of UCRL-AC
is of same order as those of the policy search algorithm.
Additional details are provided in appendix J.

Remark By accepting all customers satisfying r(i)(s) ≥
∇hπl(s) for all i = 1, . . . ,m and s = 0, . . . , S − 1 like we
propose with PI-B, we obtain at convergence a bias optimal
policy, which is a gain optimal policy π with maximum bias
hπ (see appendix E). Since UCRL-AC relies on a sequence
of finite episodes and a bias optimal policy maximizes the
short-term return (Lewis & Puterman, 2002), we can hope
that a bias optimal policy decreases the expected total regret.

Algorithm 3 UCRL-AC

Require: Rewards r(i)(s), lower and upper bounds for the
global arrival rate Λmin and Λmax, time spent in the
first episode t1

1: for episodes k = 1, 2, . . . do
2: Update
3: 1. For episode 1, set Λ1 = Λmax and p1 = 1. For

episode k > 1, compute the confidence intervals for
Λ (prop. 4.2) and p based on Λ̂k−1 (7) and p̂k−1.

4: 2. Determine the optimistic CTMDP M̃ in Ck (with
Theorem. 4.3) and compute an associated gain op-
timal policy π̃k using for instance PI. Select for the
policy πk = π̃k

5: Exploration
6: 3. Accept the jobs according to policy πk for time

tk, i.e. until total time Tk = tk + Tk−1, with T0 = 0.
Compute Λ̂k+1 online with (10) using δk = 1/(µtk).
When done, compute p̂

(i)
k+1 = N

(i)
k /Nk

7: end for

5. Computing the Bias
The variant PI-B of Alg. (1) may test up to (m + 1)S dif-
ferent policies in the worst case. Each policy evaluation
requires O(S3) operations to compute the average reward
and relative bias for a given policy when using the LA-
PACK DGESV routine (Anderson et al., 1999, see section
LAPACK Benchmark).

It is then relevant to try to reduce the computation cost
of each iteration. We propose a method to compute the
average reward and relative bias of a policy π with a linear
complexity on the size of the queue S. Indeed, for the
admission control problem and a given policy π, the long-
term average reward ρπ and the relative bias ∇hπ(s) =
hπ(s) − hπ(s + 1) for s ∈ {0, 1, . . . , S − 1} have closed-
form expressions (11) and (12).

Using the classic result that the average reward ρπ is equal
to the scalar product of the invariant distribution with the
vector of rewards per second (Feinberg & Yang, 2011, eq.
(2)), the average reward ρπ has the following closed-form
expression

ρπ =

∑S
p=0 R

π(p)
∏p−1

q=0
Λπ(q)
µ(q+1)∑S

p=0

∏p−1
q=0

Λπ(q)
µ(q+1)

(11)

Proposition 5.1. For a given policy π, the relative bias
∇hπ can be computed by a simple matrix multiplication:

∇Hπ = Uπ(ρπe−Rπ) (12)

where (∇Hπ)s = ∇hπ(s) = hπ(s)−hπ(s+1), (Rπ)q =
Rπ(q), e is the column vector composed of ones and

6
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(Uπ)s,q = 1{q≥s+1}
1

µ(s+1)

∏q−1
p=s+1

Λπ(p)
µ(p+1) .

Remark There is an alternative to the computation of the
matrix Uπ to obtain ∇hπ. Once the average reward ρπ is
known, we can compute the relative bias of one of the two
states s = 0 and s = S − 1 by applying (3) to s = 0 and
s = S:

ρπ = Rπ(0)− Λπ(0)∇hπ(0) = µ(S)∇hπ(S − 1)

We can achieve a linear complexity for the computation of
∇hπ by using equation (3) recursively, starting with the
relative bias of one of these two states. Knowing π, ρπ,
the service rate µ(s) and the expected rewards r(i)(s), we
can deduce from ∇hπ(s − 1) the value of ∇hπ(s) and
reciprocally. The improvement step requires to compare
r(i)(s) and ∇hπ(s) for all s. Its complexity is O(mS).

6. Regret Analysis
Remember that we study the regret to measure the effec-
tiveness of our algorithm over the entire learning process,
and not just to measure the performance of a final policy.
We note ∆k the regret for episode k of length tk in which
policy πk is used:

∆k = tkρ
∗ −

∑
s,i

νk(s, i)r
(i)(s)

where νk(s, i) is the number of job of class i that are ac-
cepted while the system is in state s during episode k. We
note ∆in

k the regret for episode k when the true CTMDP
lies in the confidence set M ∈ Ck and ∆out

k the regret for
episode k when the true CTMDP is not in the confidence
set:

∆in
k = ∆k1M∈Ck

, ∆out
k = ∆k1M/∈Ck

When the true CTMDP is in the confidence set, the number
of arrivals may be insufficient to effectively bound the regret.
Thus, we decompose ∆in

k into two terms: ∆good
k , which

corresponds to the case where enough jobs have appeared,
and ∆bad

k which corresponds to the case where too few
jobs have arrived. By noting νk the number of arrivals in
episode k, and with ∆bad

k+1 = ∆in
k+11νk<Λtk/2 and ∆good

k+1 =

∆in
k+11νk≥Λtk/2, the regret can be written as:

∆k = ∆out
k +∆bad

k +∆good
k

and the expected regret R(K) for episodes 1 to K is R(K) =

E
[∑K

k=1 ∆k

]
, with

R(K) = Rout
(K) +Rbad

(K) +Rgood
(K)

With class-dependent holding costs, the reward order can
change, hence the optimistic CTMDP may have arrival rates

that depend on the state of the system. To effectively bound
the regret in this case, in Theorem 6.1, we extend the results
of Feinberg and Yang (2011) to state-dependant arrival rates.

Theorem 6.1. We suppose state-dependent arrival rates
λ(i)(s) for s = 0, . . . , S and i = 1, . . . ,m associated to a
CTMDP M in the confidence set C. For any policy π, we
note ρπ its average reward and hπ its bias in M. We have:

(i) ρπ ≤∑i λ
(i)(0)R(i) ≤ ΛmaxRmax

(ii) If π is gain optimal, 0 < ∇hπ(s) ≤ ρπ

µmax
≤ ΛmaxRmax

µmax
.

While PI yields a gain optimal policy, its convergence speed
is unknown. VI converges geometrically fast, but not neces-
sarily to a gain optimal policy due to the stopping criterion.
Thus, Theorem 6.1 can be applied to PI, but not to VI. A
more thorough explanation can be found in appendix E.

The regret bound for UCRL-AC is given in Theorem 6.2:

Theorem 6.2. For a fixed global arrival rate Λ =
∑

i λ
(i),

if the immediate rewards R1, . . . , Rm are bounded, then the
expected regret over K episodes R(K) is upper bounded.
For Policy Iteration,

R(K) ≤ a
√
TK log(2µTK) + b

(
1 + log2

(
TK

t1

))
+ c

(13)
with

a = 14

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)(
1 +

Λmax

µmax

)
Rmax (14)

b =

(
4

µ
+

14

Λ

)
ρ∗ +

SΛmaxRmax

µmax
(15)

c = ρ∗t1 (16)

For Value Iteration,

R(K) ≤ a′
√

TK log(2µTK) + b′
(
1 + log2

(
TK

t1

))
+ c′

(17)
with

a′ = 14

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)
(Rmax + V ) (18)

b′ =

(
4

µ
+

14

Λ

)
ρ∗ +Rmax + V (19)

c′ = ρ∗t1 (20)

and V = max
s

{
ΛmaxRmax

µ

∑S
q=s+1

∏q−1
p=s+1

Λ̃π(p)
µ(p+1)

}
In the infinite server case (c = S), S/µmax = 1/c and the
influence of S disappears. We provide an intuition: when c
is equal to S and S grows to ∞, the queue tends to behave
as an M/M/∞. In this limit, all jobs are accepted and
the dependence on S naturally disappears. In fact, when

7
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(d) S = 50, µ = 0.3
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Figure 1. Comparison of UCRL-AC with UCRL2, PSRL, KL-UCRL and UCRL3 with buffers of size 20, 50 and individual service rates
equal to 0.3, 0.4 and 0.5. We consider 5 servers, 2 job classes with immediate rewards R1 = 20 and R2 = 10 and arrival rates λ1 = 1
and λ2 = 1 respectively, and holding cost C(t) = 0.1t for both classes. For UCRL-AC, we used Λmin = 1 and Λmax = 4.

c = S, the corresponding term in the regret is proportional
to ρ∗, which can still grow with S, but without exceeding
the upper bound ρmax.

In comparison, applying Zhang and Ji’s algorithm
(2019) leads to an upper bound on the regret of
Õ
(√

mS2T/µ(S)
)

. Indeed, we can use their algorithm
since the span H of the bias function of an optimal pol-
icy can be bounded by applying Theorem 6.1: H =
h∗(0)− h∗(S) ≤ ΛmaxRmaxS/µ(S). With their approach,
the term that dominates asymptotically with time still de-
pends on the queue size S.

7. Experiments
We slightly modify Alg. 3 to further reduce the empirical
regret by learning an estimate of Λmax. The theoretical
bound still holds (see appendix H):

Proposition 7.1. Let Λ̂k be the arrival rate estimator de-
fined in (7). Let εk+1 = 4

Λmin

√
2
νk

log 1
δk

d, Λ1 = Λmax

and, for k ≥ 1,

Λk+1 =

{
min(Λmax, Λ̂k + Λ2

maxεk) Λ̂kεk ≥ 1

min
(
Λmax,

Λ̂k

1−Λ̂kεk
, Λ̂k + Λ2

maxεk

)
otherwise

(21)
The regret bounds in Theorem 6.2 still hold if we use Λk in
episode k instead of Λmax.

We compare the performance of our algorithm with UCRL2,
PSRL (Osband et al., 2013), KL-UCRL (Talebi & Maillard,
2018) and UCRL3 (Bourel et al., 2020) using the code
proposed by the authors of UCRL3. For PSRL, we used a
beta prior on the normalized reward. For each algorithm,
the action space is encoded as ”selecting the k most priority
job classes”, where k is controlled.

We focus our experiments on the influence of the system’s
load and the size of the queue on the regret. The system is
said overloaded (resp. under-loaded) if the global arrival
rate is bigger (resp. smaller) than the maximal service rate.
We present results for the overloaded regime, the regime in
which the global arrival rate is equal to the maximal service

8
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Figure 2. Theoretical upper bounds of UCRL2, UCRL3 and
UCRL-AC and empirical regrets of UCRL2, PSRL, KL-UCRL,
UCRL3 and UCRL-AC with the setting of Fig. 1(a).

rate, and the under-loaded regime. In our experiments, there
are two job classes, both with an arrival rate of 1. The
system is of size S in {20, 50}, has 5 identical servers of
service rate µ in {0.3, 0.4, 0.5}. The maximal service rate
is then either 1.5, 2 or 2.5 while the global arrival rate is 2.
As PI and VI lead to exactly the same regrets, we only plot
the results for PI.

Fig. 1 compares the regrets obtained with UCRL2, PSRL,
KL-UCRL, UCRL3 and UCRL-AC over 100 trajectories.
Thick lines represent the average trajectory, while colored
areas represent the 95% confidence interval.

For S = 20 and µ = 0.3, we observe that for S = 20
and µ = 0.3, PSRL has smaller regrets than UCRL-AC at
the beginning. We believe that this is because UCRL-AC
suffers from a large overestimation of the global arrival rate,
which leads to too cautious policies. Otherwise, UCRL-AC
achieves lower empirical regrets than the other algorithms,
especially as the size of the queue S increases.

We compare in the next experiment the theoretical upper
bounds. For that, we need to calculate the diameter of the
MDP D. We discuss in the appendix A how to compute
it. Fig. 2 presents an example of the upper bounds of our
algortihm, UCRL2 and UCRL3. We find that our upper
bound is an order of magnitude lower than UCRL2 and
UCRL3 and that, for all algorithms, the empirical regrets
are far smaller than the theoretical guarantees.

The upper bounds of KL-UCRL and PSRL are not shown
here, since our problem does not satisfy one of the assump-
tions for KL-UCRL to derive an upper bound (see Talebi &
Maillard, 2018, Remark 17: the transition probability matrix

of an optimal policy is not necessarily contracting for the
span), and we have not found theoretical upper bounds for
PSRL for the infinite horizon (Osband & Van Roy, 2016).

Our code is available at: https://github.com/
luweber21/ucrl-ac.

8. Conclusion and Future Work
In the general case for undiscounted reinforcement learning,
the lower bound on the expected regret for any learning
algorithm is Ω(

√
DXAT ). We propose an algorithm for

the admission control problem that achieves a smaller regret
with no dependence on the diameter D. In the infinite
server case, the dependence on the buffer size S = X − 1
completely vanishes. For the regime in which the time
T dominates, the leading term does depend on S and our
bound becomes O(

√
mT log T ).

We conjecture that with some adaptations, our approach can
be extended to non-increasing state-dependent arrival rates.
To that end, classical stochastic length of episodes should be
used: the episode changes every time the number of visits to
a state doubles. However, this would multiply the

√
T log T

term of the regret bound by
√
S.

Finally, we think it would be valuable to extend this work to
scenarios where additional parameters, such as the service
rate, are unknown.
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A. Lower Bound of the Diameter
The diameter D is defined by Jaksch et al. as

D = max
s ̸=s′

min
π

E [T (s′|π, s)] (22)

where T (s′|π, s) is the random variable for the first time step in which state s′ is reached, starting in initial state s and
following policy π. Since we are dealing with a birth-and-death process, the diameter either corresponds to min

π
E [T (S|π, 0)]

or min
π

E [T (0|π, S)]. The best policy to go from 0 to S is to accept all jobs, while the best policy to go from S to 0 is to
reject all of them. We note π◦ and π× these two policies respectively.

We compute a lower bound of the diameter following the example of Anselmi et al. The diameter is lower bounded by the
time to go from state 0 to state S with policy π◦. We note τπ(s1, s2) the expected time to go from state s1 to state s2 with
policy π. Since the diameter is defined for an MDP, we uniformize the CTMDP. We choose the normalization constant
U = Λ+ µ(S).

D ≥ τπ◦(0, S) ≥ τπ◦(S − 1, S)

In S − 1, the system goes to state S with probability Λ/U and the time to reach S is equal to 1. Otherwise, with probability
1− Λ/U , the system goes to state S − 2 or stays in state S − 1. In this case, the time to move from S − 1 to S is lower
bounded by the return time to S − 1 for a chain truncated at S − 1. Finally, the return time is the inverse of the stationary
measure:

D ≥ (1− Λ/U)

(
S−1∏
x=1

µ(x)

Λ

)
S−1∑
s=0

s∏
x=1

Λ

µ(x)

≥
(
1− Λ

U

) S−1∑
s=0

S−1∏
x=s+1

µ(x)

Λ

We highlight three cases: (i) the M/M/1/S, (ii) M/M/S/S queues, (iii) the general case of a M/M/c/S queue with
c < S.

1. For a M/M/1/S queue and µ ̸= Λ, we have

D ≥ µ

Λ + µ

(µ/Λ)S − 1

µ/Λ− 1

2. For a M/M/S/S queue,

D ≥ Sµ

Λ + Sµ

(µ
Λ

)S−1

(S − 1)!

S−1∑
s=0

1

s!

(
Λ

µ

)s

3. Finally, the formula for a M/M/c/S queue with c < S and cµ ̸= Λ is:

D ≥ cµ

Λ + cµ

[
(cµ/Λ)

S−c − 1

cµ/Λ− 1
+ cS−c−1c!

(µ
Λ

)S−1 c−1∑
s=0

1

s!

(
Λ

µ

)s
]

B. Confidence Intervals for the Arrival Rate and the Class Probabilities
Proof of proposition 4.2 Equation (9) results from Weissman et al. (2003), Theorem 2.1.
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We now prove equation (8). Let us note L the random inter-arrival time between two arrivals. With Λmin ≤ Λ, E
[
|L|2

]
=

2
Λ2 ≤ 2

Λ2
min

. From lemma 1 of Bubeck et al. (2013)1, with Λ̂k defined by (7), we know that the following inequality holds
with probability at least 1− δk: ∣∣∣∣ 1Λ − 1

Λ̂k

∣∣∣∣ ≤ 4

Λmin

√
2 log(δ−1

k−1)

νk−1

The difference
∣∣∣Λ− Λ̂k

∣∣∣ can be bounded using the fact that Λmax is greater than Λ and Λ̂k:

∣∣∣Λ− Λ̂k

∣∣∣ ≤ Λ2
max

ΛΛ̂k

∣∣∣Λ− Λ̂k

∣∣∣ = Λ2
max

∣∣∣∣ 1Λ − 1

Λ̂k

∣∣∣∣
Therefore, with probability at least 1− δk:

Λ ∈
[
Λ̂k − εk, Λ̂k + εk

]
where

εk = 4
Λ2
max

Λmin

√
2

νk
log

1

δk

C. Optimistic CTMDP
Proof of theorem 4.3 We have two results to prove:

1. for a fixed distribution on the classes p, the CTMDP with the higher global arrival rate achieves higher average rewards;

2. for a fixed global arrival rate, the CTMDP which puts as much weights as possible on the higher priority jobs achieves
higher average rewards. The job distributions are allowed to depend on the state of the system.

For 1: Let M be a CTMDP with global arrival rate Λ and distribution p over the job types. Let M ′ be a CTMDP with a
global arrival rate Λ′ ≥ Λ and the same distribution p over the job classes. Let us consider a stochastic policy π such that in
state s, a customer of type i is accepted with probability π(i|s). We define another policy π′ such that π′(i|s) = Λ

Λ′π(i|s).
Then, π applied to M and π′ applied to M ′ lead to the same Markov chain and therefore the same average reward. Thus, for
any policy on M , there is a policy on M ′ achieving the same average reward. Hence, the optimal average reward achieved
by M ′ is at least as big as the optimal average reward achieved by M .

For 2: Let p(s) be a distribution over the job classes for state s and π be a stochastic policy. Let p̃(s) be the distribution
over the arrival types in the confidence set maximizing the probabilities by order of priority for state s. Let us note k an
integer such that ∀j ≤ k, p̃(j)(s) ≥ p(j)(s) and ∀j > k, p̃(j)(s) ≤ p(j)(s). We define π̃ by π̃(j|s) = π(j|s) if j > k and

π̃(j|s) = p(j)(s)
p̃(j)(s)

π(j|s) +
(
1− p(j)(s)

p̃(j)(s)

)∑
y>k

p(y)(s)−p̃(y)(s)∑
t>k p(t)(s)−p̃(t)(s)

π(y|s) if j ≤ k.

We note Zπ
p the infinitesimal associated with policy π and arrival distribution p(s), s = 0, . . . , S. We have

Z π̃
p̃ (s, s+ 1) =

∑
i

Λp̃(i)(s)π̃(i|s)

= Λ
∑
i≤k

p(i)(s)π(i|s) +
(
p̃(i)(s)− p(i)(s)

)∑
j>k

p(j)(s)− p̃(j)(s)∑
t>k p

(t)(s)− p̃(t)(s)
π(j|s)

+
∑
i>k

p̃(i)(s)π(i|s)

= Λ
∑
i≤k

p(i)(s)π(i|s) + Λ
∑
i>k

(
p(i)(s)− p̃(i)(s)

)
π(i|s) + Λ

∑
i>k

p(i)(s)π(i|s)

= Λ
∑
i

p(i)(s)π(i|s)

= Zπ
p (s, s+ 1)

1The demonstration that appears in the article proves the upper bound for 1/Λ − 1/Λ̂k, but the same steps can be followed for
1/Λ̂k − 1/Λ.
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where we used for the third equality that
∑

t>k p
(t)(s)− p̃(t)(s) =

∑
t≤k p̃

(t)(s)− p(t)(s).

Thus, a CTMDP M ′ with policy π̃ and distribution p̃ over the arrivals is described by the same infinitesimal generator as a
CTMDP M with policy π and distribution p over the arrivals. Therefore, they have the same stationary distribution.

Let us compare the corresponding average rewards. We note Rπ
p (s) the expected reward per second in state s with policy π

and distribution p over the arrival types.

Rπ̃
p̃ (s) = Λ

∑
i≤k

p(i)(s)π(i|s) +
(
p̃(i)(s)− p(i)(s)

)∑
j>k

p(j)(s)− p̃(j)(s)∑
t>k p

(t)(s)− p̃(t)(s)
π(j|s)

 r(i)(s)

+ Λ
∑
i>k

p̃(i)(s)π(i|s)r(i)(s)

≥ Λ
∑
i≤k

p(i)(s)π(i|s)r(i)(s) + Λ
∑
i≤k

(
p̃(i)(s)− p(i)(s)

)∑
j>k

p(j)(s)− p̃(j)(s)∑
t>k p

(t)(s)− p̃(t)(s)
π(j|s)r(j)(s)

+ Λ
∑
i>k

p̃(i)(s)π(i|s)r(i)(s)

= Λ
∑
i≤k

p(i)(s)π(i|s)r(i)(s) + Λ
∑
i>k

(
p(i)(s)− p̃(i)(s)

)
π(i|s)r(i)(s) + Λ

∑
i>k

p̃(i)(s)π(i|s)r(i)(s)

= Λ
∑
i

p(i)(s)π(i|s)r(i)(s)

= Rπ
p (s)

Hence, Rπ̃
p̃ (s) ≥ Rπ

p (s).

Combining the two previous results, both CTMDPs have the same stationary distribution but M ′ yields bigger rewards.
Therefore, M ′ achieves bigger average rewards than M .

D. Validity of Feinberg and Yang’s Results for State-Dependent Arrival Rates
Proof of Theorem 6.1 We want to prove that all the preliminary results of Feinberg and Yang we need for our proofs remain
for state-dependent arrival rates. We suppose that for all s = 0, . . . , S − 1,

∑m
i=1 λ

(i)(s) = Λ.

Most of the proofs do not need any modification, except that all coefficients λ(j) (λ(j) in their notation) are replaced with
λ(j)(s). We only list those that require changes.

• Theorem 3.1: This theorem states that an optimal policy will not refuse all job classes if a server is free. The proof is
based on a comparison with an M/M/c/loss queue for which jobs are discarded if no server is free at the arrival time.
Once we remark that for s < c, λ(i)(s) = λ(i)(0) for all i = 1, . . . ,m, the comparison holds.

• Theorem 3.2: At some point, the relative bias ∇hπ of some particular state sπ is compared with the maximal immediate
expected reward r(i)(sπ). If the arrival rates depend on the state, then it is possible for some to be equal to zero, and the
max shoud be taken among the immediate expected reward with arrival rates strictly bigger than zero. However, observe
that max

j=1,...,m
r(j)(s) = max

j=1,...,m

{
r(j)(s), λ(j)(s) > 0

}
since λ(j)(s) = 0 can only be true for the lowest-priority

classes.

• Lemma 3.3: The proof requires that for any state s and policy π, the expected reward per second Rπ(s) is smaller
than R̃ =

∑
i λ

(i)(0)r(i)(0). We add at the beginning of the proof that the optimistic CTMDP is such that p(i)(s), i =
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1, . . . ,m maximizes
∑

i p
(i)(s)r(i)(s). Thus,

Rπ(s) = Λ
∑

i∈π(s)

p(i)(s)r(i)(s) by definition

≤ Λ
∑

i∈π(s)

p(i)(s)
[
r(i)(s)

]+
≤ Λ

∑
i∈π(s)

p(i)(s)
[
r(i)(0)

]+
since r(i)(s) is non-increasing

= Λ
∑
i

p(i)(s)r(i)(0) because r(i)(0) = R(i) > 0

≤ Λ
∑
i

p(i)(0)r(i)(0) as the vector p(0) maximizes
∑
i

p(i)(0)r(i)(0)

= R̃

• Lemma 3.7: the original proof obtains at some point the inequality
∑m

j=1 λ
(j)(s+1)

[
r(j)(s+ 1)−∇hπ(s+ 1)

]+
<∑m

j=1 λ
(j)(s + 2)

[
r(j)(s+ 2)−∇hπ(s+ 2)

]+
to deduce that ∇hπ(s + 1) > ∇hπ(s + 2). This deduction is less

obvious when the arrival rates depend on the state of the system s. To prove it, recall that Λ =
∑m

j=1 λ
(j)(·) and for

x = 0, . . . , S−1, Λ
∑m

j=1 p
(i)(x+1)r(i)(x+1) ≤ Λ

∑m
j=1 p

(i)(x+1)r(i)(x) ≤ Λ
∑m

j=1 p
(i)(x)r(i)(x) using the same

arguments as in the inequalities of the previous point. Thus, ∇hπ(s+ 1) ≤ ∇hπ(s+ 2) implies that
∑m

j=1 λ
(j)(s+

1)
[
r(j)(s+ 1)−∇hπ(s+ 1)

]+ ≥ ∑m
j=1 λ

(j)(s + 2)
[
r(j)(s+ 2)−∇hπ(s+ 2)

]+
, which contradicts the initial

inequality.

With the proofs of these three results modified as indicated, and state-dependent arrival rates, all results derive from the
same original proofs.

E. Value Iteration or Policy Iteration?
E.1. Policy Iteration for Admission Control

We recall the definition of bias optimal policy:

Definition E.1 (bias optimal policy (see Feinberg & Yang, 2011, definition 4.1)). A policy πb is bias optimal if it is gain
optimal and its bias is maximal:

∀π ∈ Π,∀s, hπ(s) ≤ hπb(s)

A slight modification of the PI algorithm presented in Alg. 1 can return a bias optimal policy (definition E.1):

Theorem E.2. The PI algorithm converges to the bias optimal policy if the improvement step selects the policy which
accepts the most job classes for each state.

To present the intuition behind this theorem, we first need to introduce trunk reservation policies.

Definition E.3 (from Feinberg & Yang, 2011, definition 1.1). A policy π is called a trunk reservation policy (TRP) if there
are m control levels Mπ

i , i = 1 . . . ,m, one per job class, such that a class i arrival is admitted to the system if and only if
there are less than Mπ

i jobs already in the system.

Feinberg and Yang’s theorem 4.1 states that the bias optimal policy πb exists, is unique and is the TRP with the largest
optimal control levels for each job class. Furthermore, from their theorem 3.5, we know that this policy satisfies equation (4).
Because PI returns policies satisfying (4) we propose in the improvement step to update the policy π by accepting in state s
all job classes satisfying r(i)(s) ≥ ∇hπ(s). We show in the proof of Thm (E.2) that at convergence, the policy obtained is
the gain optimal one accepting the most job classes in each state.
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Proof of theorem E.2 Recall that the improvement step in PI consists in selecting better actions. We only propose a rule
to select the new policy among the possible improvements, which means that the algorithm still converges. Let us call πc the
policy obtained after convergence. We want to prove that it is equal to the bias optimal policy πb. To lighten the notations,
we note hc the bias of policy πc and hb the bias of policy πb.

i ∈ πc(s) ⇔ r(i)(s) ≥ ∇hc(s) because πc satisfies (4) and reciprocally because of the proposed improvement rule.

⇔ r(i)(s) ≥ ∇hb(s) since ∇hc = ∇hb according to Feinberg and Yang’s lemma 3.7 (2011)

⇔ i ∈ πb(s) as πb is the optimal TRP with the largest control levels and reciprocally with (4).

We precise the justification of the last equivalence: if i /∈ πb(s), then either πb is not a TRP or πc is a TRP with larger
control levels.

We know that variant of PI converges to the bias optimal policy. Any policy proposed by PI should satisfy that if
r(i)(s) ≥ r(j)(s) in state s and job class j is accepted, then class i must also be accepted. This restricts the number of
potential optimal policies to (m+ 1)S . However, to the best of our knowledge, the convergence speed of PI algorithms in
this context is not known.

E.2. Value Iteration for Admission Control

Traditionally, UCRL2 uses Extended Value Iteration to identify the optimistic MDP and to derive a policy whose average
reward matches the optimal average reward of the optimistic MDP, with a specified level of precision. Since the optimistic
CTMDP is known in our setting, we can replace the extended VI by classical VI.

As explained in section 3, VI is applied to an MDP to compute a sequence of bias vectors (u). In our case, since we
uniformized formulation of the problem, the stopping criterion becomes span(ul+1(s) − ul) < ε/U , where U is the
uniformization rate used to transform the CTMDP into an MDP. Indeed, when VI stops, we know that for the uniformized
system, ρV I

U ≥ ρ∗U − ε/U where ρV I
U = ρV I/U is the average reward for the final policy of VI and ρ∗U = ρ∗/U is the

optimal average reward. A simple multiplication by U shows the desired inequality ρV I ≥ ρ∗ − ε. When applied to the
optimistic CTMDP M̃k with precision εk, we obtain ρV I

k ≥ ρ̃k − εk, where ρ̃k represents the average reward of M̃k.
Furthermore, under the assumption that the true CTMDP M lies in Ck, ρV I

k ≥ ρ∗ − εk.

The convergence speed of VI is geometric, as stated in part 3, and it can be accelerated by a thoughtful initialization of
the bias vector u0. For example, in episode k, we propose to initialize it with the value function h

πk−1

k of the last policy
computed for the new optimistic arrival rates. This can be done by evaluating ∇h

πk−1

k with equations (11) and (12). Then,
we can choose u0(0) = 0 and for all s > 0, u0(s) = −∑s−1

x=0 ∇hπk−1(x). Thus, u0 = h
πk−1

k − h
πk−1

k (0) Intuitively, the
policy updates given by VI after each episode should not be tolarge,, so the same should hold for the bias (up to an additive
constant). Hence, we hope that this initialization is not too far from a bias satisfying the stopping criterion.

We adapt VI to the admission control problem in Alg. 2. Usually, improvement and evaluation are combined in a single step.
But we separate them to use the same improvement step as in PI. This eliminates the need to compute transition probability
matrices for all possible actions.

F. Accelerating Policy Iteration
Lemma F.1. For s ∈ {0, 1, . . . , S − 1}, the relative bias ∇hπ(s) satisfies

µ(s+ 1)∇hπ(s) =

S∑
q=s+1

(ρπ −Rπ(q))

q−1∏
p=s+1

Λπ(p)

µ(p+ 1)
(23)

Proof of lemma F.1 We will prove equation (23) by induction on the state s.

Initialization: equation (3) for s = S yields ρπ = µ(S)∇hπ(S − 1), since the system is full and all incoming jobs are
refused. Formula (23) is therefore true for s = S − 1.

Induction step: suppose formula (23) is true for s+ 1, with 0 ≤ s ≤ S − 2. We want to prove that it is true for s as well.
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Equation (3) for s+ 1 gives

ρπ = Rπ(s+ 1)− Λπ(s+ 1)∇hπ(s+ 1) + µ(s+ 1)∇hπ(s) (24)

where we remind that Rπ(s) =
∑

i∈π(s) λ
(i)r(i)(s) and Λπ(s) =

∑
i∈π(s) λ

(i). Since s > 0, µ(s+ 2) ̸= 0, so we obtain
(25) by multiplying Λπ(s+ 1)∇hπ(s+ 1) in (24) by µ(s+ 2)/µ(s+ 2) . We then inject formula (23), true for s+ 1, to
obtain (26). Moving Λπ(s+ 1)/µ(s+ 2) in the product operator gives (27).

ρπ = Rπ(s+ 1)− Λπ(s+ 1)∇hπ(s+ 1)
µ(s+ 2)

µ(s+ 2)
+ µ(s+ 1)∇hπ(s) (25)

= Rπ(s+ 1)− Λπ(s+ 1)

µ(s+ 2)

S∑
q=s+2

(ρπ −Rπ(q))

q−1∏
p=s+2

Λπ(p)

µ(p+ 1)
+ µ(s+ 1)∇hπ(s) (26)

= Rπ(s+ 1)−
S∑

q=s+2

(ρπ −Rπ(q))

q−1∏
p=s+1

Λπ(p)

µ(p+ 1)
+ µ(s+ 1)∇hπ(s) (27)

By isolating µ(s+ 1)∇hπ(s) and rearranging the terms, we finally get:

µ(s+ 1)∇hπ(s) = ρπ −Rπ(s+ 1) +

S∑
q=s+2

(ρπ −Rπ(q))

q−1∏
p=s+1

Λπ(p)

µ(p+ 1)

= (ρπ −Rπ(s+ 1))

s∏
p=s+1

Λπ(p)

µ(p+ 1)
+

S∑
q=s+2

(ρπ −Rπ(q))

q−1∏
p=s+1

Λπ(p)

µ(p+ 1)

which proves, after moving the terms on the right-hand side under the same sum, that the formula (23) is also true for s.

Proof of proposition 5.1 We note ∇Hπ the column vector of size S such that (∇Hπ)s = ∇hπ(s) = hπ(s)− hπ(s+ 1),
Rπ the vector of reward per second of size S with (Rπ)q = Rπ(q), e the column vector composed of S ones and Uπ is the

square matrix of size S such that (U)s,q = 1{q≥s+1}
1

µ(s+1)

∏q−1
p=s+1

Λπ(p)
µ(p+1) . Let us show that ∇Hπ = Uπ(ρπe−Rπ).

(Uπ (ρπe−Rπ)) (s) =
1

µ(s+ 1)

S∑
q=s+1

(ρπ −Rπ(q))

q−1∏
p=s+1

Λπ(p)

µ(p+ 1)

= ∇hπ(s) according to lemma F.1

G. Regret Analysis
For lemmas G.1, G.2, G.3 and theorem 6.2, we suppose that the immediate rewards R1, . . . , Rm are bounded by Rmax.
The constant total arrival rate Λ allows to separate the influence of the number of classes from that of the system load.

G.1. Lemmas

In the following two lemmas, we provide bounds for terms Rout
(K) and Rbad

(K).

Lemma G.1. With δk = 1/(µtk), the total expected regret for all episodes k = 1, . . . ,K in which the true CTMDP M
does not belong to the confidence set Ck is upper bounded:

Rout
(K) ≤ 4

Kρ∗

µ
+ ρ∗t1

Lemma G.2. The total expected regret from episodes k = 1, . . . ,K in which there is a job class such that N (i)
k is smaller

than tkλ
(i)/2 is upper bounded:

Rbad
(K) ≤ 14

Kρ∗

Λ
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We then have to bound the main term Rgood
(K) = E

[∑K
k=1 Ek

]
where Ek = E

[
∆good

k

∣∣∣tk(·)] is the expected regret
conditioned on the total time tk(s) spent in each state s in episode k. When the total sojourn times tk(s), s = 0 . . . , S are
known, the number νk(s, i) of accepted jobs of class i in state s for episode k follows a Poisson distribution of parameter
λ(i)tk(s), under the condition that class i is accepted in state s. Otherwise, it is null. More precisely, we have

Ek = E
[
∆good

k

∣∣∣tk(·)] = E

 tkρ∗ − ∑
s,i∈πk(s)

νk(s, i)r
(i)(s)

∣∣∣∣∣∣tk(·)


=
∑
s

tk(s)

ρ∗ −
∑

i∈πk(s)

λ(i)r(i)(s)

 as νk(s, i) ∼ P(λ(i)tk(s)) when

tk(s) is known.

=
∑
s

tk(s)(ρ
∗ − ρ̃k)︸ ︷︷ ︸

(A)

+
∑
s

tk(s)
(
ρ̃k − R̃k(s)

)
︸ ︷︷ ︸

(B)

+
∑
s

tk(s)
(
R̃k(s)−Rk(s)

)
︸ ︷︷ ︸

(C)

R̃k(s) =
∑

i∈πk(s)

Λ̃kp̃
(i)
k (s)r(i)(s)

and Rk(s) =
∑

i∈πk(s)

λ(i)r(i)(s)

In the following lemma, we give an upper bound to Rgood
(K) by bounding (A), (B) and (C). We deal with both PI and VI.

Indeed, only the bound of Rgood
(K) is impacted by the choice of PI or VI, whereas the bounds of Rout

(K) and Rbad
(K) do not

depend on it.
Lemma G.3. With Policy Iteration,

Rgood
(K) ≤ KS

ΛmaxRmax

µmax
+ 4
√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)(
1 +

Λmax

µmax

)
Rmax

With Value Iteration,

Rgood
(K) ≤ KSV +KRmax + 4

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)
(Rmax + V )

with

V = max
s

{
ΛmaxRmax

µ

S∑
q=s+1

q−1∏
p=s+1

Λ̃π(p)

µ(p+ 1)

}
(28)

G.2. Proofs

Proof of Lemma G.1 To bound Rout
(K) = E

[∑K
k=1 ∆k1M/∈Ck

]
, we need to compute the probability for the true CTMDP

M to be outside of the confidence set Ck after the update phase in episode k. We recall that a CTMDP M belongs to Ck if
and only if Λ ∈ CIΛ(k) and p ∈ CIp(k).

P(M /∈ Ck) = P(Λ /∈ CIΛ(k) ∪ p /∈ CIp(k)) by definition of Ck
≤ P (Λ /∈ CIΛ(k)) + P (p /∈ CIp(k))

= P
(
Λ /∈ [Λmin,Λmax] ∩

[
Λ̂k − εk, Λ̂k + εk

])
+ P (p /∈ CIp(k)) by definition of CIΛ(k)

= P
(
Λ /∈

[
Λ̂k − εk, Λ̂k + εk

])
+ P (p /∈ CIp(k)) by assumption

≤ 2δk−1 with lemma 4.2

We can now bound Rout
(K). Recall that the regret of episode k is ∆k = tkρ

∗ −∑s,i νk(s, i)r
(i)(s), where νk(s, i) is the

number of job of class i that are accepted while the system is in state s during episode k. Since the distribution p̃1 can be
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arbitrarily far from the true one, we take care of the regret of the first episode in Rout
1 . Assuming that no job of class i is

accepted in state s if r(i)(s) < 0, we derive the following upper bound:

Rout
(K) = E

[
K∑

k=1

∆k1M/∈Ck

]
by definition

≤ ρ∗t1 + E

[
K∑

k=2

1M/∈Ck
ρ∗tk

]
by removing the rewards, which are non-negative

≤ ρ∗t1 + ρ∗
K∑

k=2

tkP (M /∈ Ck) by taking the deterministic terms out of the expectation

≤ ρ∗t1 + 2ρ∗
K∑

k=2

tkδk−1 from the previous computations

With δk−1 = 1
µtk−1

= 2
µtk

, we obtain Rout
(K) ≤ 4Kρ∗

µ + ρ∗t1.

Proof of Lemma G.2 We note νk the number of arrivals in episode k. Following the same steps as in the proof of lemma
G.1, we have

Rbad
(K) ≤ ρ∗

K∑
k=2

tkP
(
νk−1 <

Λtk−1

2

)

Episode k is of length tk and the job arrivals follow a Poisson process of rate Λ, so νk is a Poisson random variable with
parameter Λtk. The probability of νk being smaller than Λtk/2 is

P (νk < Λtk/2) =

⌈Λtk/2⌉−1∑
p=0

e−Λtk
(Λtk)

p

p!

We compute an upper bound of this probability:

⌈Λtk/2⌉−1∑
p=0

e−Λtk
(Λtk)

p

p!
=

⌈Λtk/2⌉−1∑
p=0

e−Λtk
(Λtk/2)

p

p!
2p multiplying by

2p

2p

≤
⌈Λtk/2⌉−1∑

p=0

e−Λtk
(Λtk/2)

p

p!
2Λtk/2 since p < Λtk/2

≤ 2Λtk/2e−Λtk

∞∑
p=0

(Λtk/2)
p

p!
extending the sum to all p

≤ 2Λtk/2e−Λtk/2 rewriting the sum as an exponential

= exp

(
−1− log 2

2
Λtk

)
rewriting as a product of exponentials
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We can now bound Rbad
(K):

Rbad
(K) ≤ ρ∗

K∑
k=2

tkP
(
νk−1 <

Λtk−1

2

)

≤ ρ∗
K∑

k=2

tk exp

(
−1− log 2

2
Λtk−1

)
injecting the previous result

≤ ρ∗
K∑

k=2

tk
1−log 2

2 Λtk−1

as ue−u ≤ 1 for u ≥ 0

≤ ρ∗
K∑

k=2

2
1−log 2

2 Λ
since tk = 2tk−2

< 14
Kρ∗

Λ
summing over k and simplifying with 4/(1− log 2) < 14

Proof of Lemma G.3 We assume that the number arrivals νk in episode k satisfies νk ≥ Λtk/2. We also suppose that the
true CTMDP M ∈ Ck, which implies that the true optimal average reward ρ∗ is smaller than the optimal average reward
ρ̃k of the optimistic CTMDP in Ck: ρ̃k ≥ ρ∗. We note νk(s, i) the number of class i jobs that are accepted in state s by
following policy πk. We want to bound the following terms:

(A) =
∑
s

tk(s) (ρ
∗ − ρ̃k)

(B) =
∑
s

tk(s)
(
ρ̃k − R̃k(s)

)
(C) =

∑
s

tk(s)
(
R̃k(s)−Rk(s)

)

We bound them for PI. We will explain afterwards what differs with VI.

Bounding (A). Since ρ̃k is the optimal average reward of the optimistic CTMDP in Ck and the true CTMDP M belongs to
Ck, we know that ρ∗ ≤ ρ̃k so that (A) ≤ 0.

Bounding (B). Recall from equation (2) that ρ̃k and h̃k satisfy ρ̃k − R̃k = Z̃kh̃k, so that we can decompose (B) in two
terms:

(B) =
∑
s

tk(s)
(
ρ̃k − R̃k(s)

)
= tTk Z̃kh̃k = tTk

(
Z̃k − Zk

)
h̃k + tTkZkh̃k

where tk is the vector of composed of tk(s), s = 0, . . . , S, Zk is the infinitesimal generator of the true CTMDP and Z̃k is
the infinitesimal generator of the optimistic CTMDP in Ck, both following the same policy πk.

We will bound these two terms separately. Let us begin with

tTk

(
Z̃k − Zk

)
h̃k =

∑
s

tk(s)
∑

i∈πk(s)

(
λ̃
(i)
k (s)− λ(i)

)
∇h̃k(s)

=
∑
s

tk(s)
∑

i∈πk(s)

(
Λ̃kp̃

(i)
k (s)− Λp(i)

)
∇h̃k(s)

=
∑
s

tk(s)
∑

i∈πk(s)

((
Λ̃k − Λ

)
p̃
(i)
k (s) + Λ

(
p̃
(i)
k (s)− p(i)

))
∇h̃k(s)

≤
∑
s

tk(s)
(
Λ̃k − Λ + Λ∥p̃(k)(s)− p∥1

)
∇h̃k(s)

With PI, we know that we obtain an optimal policy. We can apply Theorem 6.1:

20



Reinforcement Learning and Regret Bounds for Admission Control

tTk

(
Z̃k − Zk

)
h̃k ≤ tk

(
Λ̃k − Λ + Λ∥p̃(k) − p∥1

) ΛmaxRmax

µmax
by bounding ∇h̃k(s) and summing over s

≤ 2tk (εk,Λ + Λεk,p)
ΛmaxRmax

µmax
Λ̃k − 2εk,Λ ≤ Λ ≤ Λ̃k, same idea for p

tTk

(
Z̃k − Zk

)
h̃k ≤ 2tk

(
4
Λ2
max

Λmin

√
2

νk−1
log

1

δk−1
+ Λ

√
2m

Nk−1
log

2

δk−1

)
ΛmaxRmax

µmax

≤ 4
√
2
√
tk

(
4
Λ2
max

Λmin

√
1

Λ
log

1

δk−1
+

√
mΛ log

2

δk−1

)
ΛmaxRmax

µmax

since Nk−1 ≥ νk−1 ≥ Λtk−1/2.

We now sum over k = 2 to K, since the case k = 1 is covered by Rout
1 . First, remark that we can bound

∑K
k=2

√
tk:

K∑
k=2

√
tk =

K∑
k=2

√
t12k−2 =

(√
2 + 1

)(√
Tk −

√
t1

)
≤
(√

2 + 1
)√

Tk

Thus,
K∑

k=2

tTk

(
Z̃k − Zk

)
h̃k ≤ 14

√
TK

(
4
Λ2
max

Λmin

√
1

Λ
logµTK +

√
mΛ log 2µTK

)
ΛmaxRmax

µmax
(29)

We now have to bound tTkZkh̃k. We want to express it as a sum over a trajectory. First, we rewrite this equation for the
uniformized system:

tTkZkh̃k = UtTk (Pk − I) h̃k

where U is a uniformization constant and Pk is the corresponding transition probability matrix:

Pk = I +
1

U
Zk

Utk(s) is the number of times the uniformized MDP visits state s and Utk is the total number of visits in episode k. Remark
that since we use the uniformization as a computation trick only, we can choose a constant U such that Utk(s) ∈ N for all
state s. We can now decompose that sum over a trajectory (s1, . . . , sUtk) like Anselmi et al. in appendix A.3.5 (2022):

UtTk (Pk − I) h̃k =

Utk∑
τ=1

(Pk(·|s)− es) h̃k

= h̃k(sUtk+1)− h̃k(s1) +

Utk∑
τ=1

Φτ

with es the column vector with one in position s and zeros everywhere else, Φτ =
(
Pk(·|sτ )− esτ+1

)
h̃k. Φτ =

Φ1,Φ2, . . . ,Φνk
is a martingal difference as E [Φτ |s1, . . . , sτ ] = 0. Indeed,

E [Φτ |s1, . . . , sτ ] = Pk(·|sτ )h̃k − E
[
esτ+1

|s1, . . . , sτ
]
h̃k

= Pk(·|sτ )h̃k − Pk(·|sτ )h̃k

so that the expectation of
∑Utk

τ=1 Φτ is equal to zero.

For PI, πk is gain optimal for the optimistic CTMDP M̃k ∈ Ck. Lemma 6.1 tells us that h̃k is a decreasing function of s.
Then,
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• if sνk+1 ≥ s1, h̃k(sUtk+1)− h̃k(s1) ≤ 0;

• otherwise, h̃k(sUtk+1)− h̃k(s1) =
∑s1

x=sUtk+1
∇h̃k(x)

so that using lemma 6.1 again,

h̃k(sUtk+1)− h̃k(s1) ≤ S
ΛmaxRmax

µmax

Finally, summing over k yields
K∑

k=2

tTkZkh̃k ≤ KS
ΛmaxRmax

µmax
(30)

Bounding (C). The following development is true for both PI and VI. The only difference is that the policies may differ.

∑
s

tk(s)
(
R̃k(s)−Rk(s)

)
=
∑
s

tk(s)
∑

i∈πk(s)

(
λ̃
(i)
k − λ(i)

)
r(i)(s)

=
∑
s

tk(s)
∑

i∈πk(s)

[(
Λ̃− Λ

)
p̃(i) + Λ

(
p̃(i) − p(i)

)]
r(i)(s)

≤ tk

(
Λ̃− Λ + Λ∥p̃(k) − p∥

)
Rmax

≤ 2tk (εk,Λ + Λεk,p)Rmax

≤ 2tk

(
4
Λ2
max

Λmin

√
2

νk−1
log

1

δk−1
+ Λ

√
2m

Nk−1
log

2

δk−1

)
Rmax

≤ 4
√
2
√
tk

(
4
Λ2
max

Λmin

√
1

Λ
logµtk +

√
mΛ log 2µtk

)
Rmax

so that by summing over k = 2 to K:

K∑
k=2

∑
s

tk(s)
(
R̃k(s)−Rk(s)

)
≤ 14

√
TK

(
4
Λ2
max

Λmin

√
1

Λ
logµTK +

√
mΛ log 2µTK

)
Rmax (31)

We now describe what differs with VI:

• for (A), we note ρ̃V I
k the average reward for the optimistic CTMDP and the policy πV I

k obtained by VI run with
precision εk. We know that ρ̃V I

k ≥ ρ̃k − εk ≥ ρ∗ − εk, again with the assumption that for episode k, the true CTMDP
M is in Ck, so that (1) ≤ tkρ̃

V I
k + tkεk. Choosing εk = Rmax/tk, the term tkεk adds to the bound when summing

over all the episodes:
KRmax (32)

• for (B), with VI, point (2) of lemma 6.1 cannot be applied as we have no guarantee that the policy is gain optimal when
stopping. However, its first point results in ρ̃V I

k ≤ ΛmaxRmax, as ρ̃V I
k ≤ ρ̃k. From F.1 applied to M̃k, we obtain the

following bound by removing the reward per second, which is non-negative:

∣∣∣∇h̃V I
k (s)

∣∣∣ ≤ ρ̃V I
k

µ

S∑
q=s+1

q−1∏
p=s+1

Λ̃π(p)

µ(p+ 1)
≤ ΛmaxRmax

µ

S∑
q=s+1

q−1∏
p=s+1

Λ̃π(p)

µ(p+ 1)

To work with compact equations, we define a constant V such that

V = max
s

{
ΛmaxRmax

µ

S∑
q=s+1

q−1∏
p=s+1

Λ̃π(p)

µ(p+ 1)

}
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We obtain the following bound:

K∑
k=2

tTk

(
Z̃k − Zk

)
h̃k ≤ 14

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)
V (33)

Then, using
∣∣∣∇h̃V I

k

∣∣∣ ≤ V , we have

h̃V I
k (sUtk+1)− h̃V I

k (s1) ≤ SV

and summing over the episodes, we obtain

K∑
k=2

tTkZkh̃
V I
k ≤ KSV (34)

Note that for the worst case µ < Λmax, V can be upper bounded by

V ≤ ΛmaxRmax

µ

S∑
q=1

q−1∏
p=1

Λmax

µ

≤ ΛmaxRmax

µ

(
Λmax

µ

)S
− 1

Λmax

µ − 1

so that in the worst case, V is upper bounded by a term that is exponential in S.

Conclusion.

With PI, it follows from (29), (30) and (31) that

Rgood
(K) ≤ KS

ΛmaxRmax

µmax
+ 14

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)(
1 +

Λmax

µmax

)
Rmax

With VI, it follows from (31) (the bound still holds for VI), (32), (33) and (34) that

Rgood
(K) ≤ KSV +KRmax + 14

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)
(Rmax + V )

Proof of Theorem 6.2 By combining the results of the previous lemmas G.1, G.2 and G.3, the regret is upper bounded for
PI by:

R(K) ≤ ρ∗
(
t1 + 4

K

µ
+ 14

K

Λ

)
+KS

ΛmaxRmax

µmax
+ 14

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)(
1 +

Λmax

µmax

)
Rmax

(35)
and for VI by:

R(K) ≤ ρ∗
(
t1 + 4

K

µ
+ 14

K

Λ

)
+KSV +KRmax + 14

√
TK log(2µTK)

(
4

Λ2
max

Λmin

√
Λ

+
√
mΛ

)
(Rmax + V )

(36)

With K = 1 + log2
TK

t1
, we obtain for PI:

R(K) ≤ O
(
S log TK +

√
mTK log TK

)
for a finite number of servers

R(K) ≤ O
(
log TK +

√
mTK log TK

)
for an infinite number of servers, as µmax = Sµ

For VI, we obtain:

R(K) ≤ O
(
SV log TK + V

√
mTK log TK

)
for a finite number of servers
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H. Improving the Empirical Regret
Proof of Proposition 7.1 We apply Lemma 1 of Bubeck et al. (2013): for k ≥ 2, with probability at least 1− δk−1,

∣∣∣∣ 1Λ − 1

Λ̂k

∣∣∣∣ ≤ εk =
4

Λmin

√
2 log(δ−1

k−1)

νk−1

so that Λ(1 − Λ̂kεk) ≤ Λ̂k. If Λ̂kεk < 1, then Λ ≤ Λ̂k

1−Λ̂kεk
, and we obtain another possible value for Λ̃k holding with

probability at least 1− δk−1.

Then, by choosing Λ̃k = min
(
Λmax,

Λ̂k

1−Λ̂kεk
, Λ̂k + Λ2

maxεk

)
when Λ̂kεk < 1 or Λ̃k = min

(
Λmax, Λ̂k + Λ2

maxεk

)
otherwise, Λ̃k is always smaller or equal to Λ̂k + Λ2

maxεk and Λ̃k − Λ ≤ 2εk,Λ still holds.

I. Discussion on the Upper Bound
We provide here an intuition on the weak dependence of the regret in S. As the confidence intervals on the arrival rates do
not depend on the buffer size S, we can expect a limited influence of the size of the system on the regret. However, the
influence of S remains through the bias, which can reach higher values when the buffer size is increased.

I.1. Dominant Terms Depending on the Regime

Let us start with the upper bound (35) we obtain with PI. The first term KS ΛmaxRmax

µmax
is the only one that eventually can

be increased by S. When the number of server grows sufficiently, this term can dominate the regret. However, when the
number of server is infinite, µmax = Sµ, and its dependence on S vanishes.

The term proportional to the duration of the first episode t1 rapidly becomes negligible when the number of episodes grows.

The term in O(
(
Λ2
max/Λmin +

√
m
)√

TK log TK) will be the dominant one in two regimes: when m grows or when the
total time Tk increases sufficiently. It also highlights that we want Λmin and Λmax to be as tight as possible.

The remaining terms are negligible if S or TK grows.

For VI, the main difference comes from the introduction of V given by (28). In the worst case, it adds an exponential
dependence on the queue size S, which multiplies in particular the term proportional to

√
TK log TK). Yet, this term results

more from a lack of guarantees than from the certainty of a bad behavior. Empirically, VI does not seem to differ much from
PI as for all our experiments both methods yield the exact same regret. In terms of convergence speed, in our experiments
PI required on average 4.2 iterations and 9.3ms (within 0.1 ms) of running time to converge for the episodes updating the
optimistic arrival rates. VI required 1217 iterations on average and 1.3s (within 0.1 s) of running time.

I.2. Comparison with other Algorithms

The best regret upper bound for general algorithms on undiscounted infinite horizon MDPs is of order Õ
(√

DXAT
)

,
where we recall that D is the diameter of the MDP, X the size of the state space, A the size of the action space and T the
time. By exploiting the structure of the problem, our method achieves a bound that does not depend on the MDP diameter D
and asymptotically does not depend on the size of the state space X = S + 1, though boundaries on the global arrival rate
are required.

As we know the values r(i)(s), we can establish for any state the priority of each job class, so that we can reduce the action
space to m+ 1 actions by defining action a as accepting the a highest-priority job classes. Thus, the number of classes m
appears under a square root in the state-of-the-art bounds, as it does in our bound.

With PI, for the regime in which the time T dominates and if the immediate rewards R(i), i = 1, . . . ,m are bounded, we
obtain an upper bound with a main term of O(

√
mT log T ) that does not depend on S, similarly to Anselmi et al. (2022)

and their bound Õ(
√
E2AT ), where E2 is a coefficient independent on S. A lack of guarantees on the relative bias prevents

this result to hold for VI. Indeed, the policy obtained by VI satisfies (6) and its optimality is not certain. Thus, some results
of Feinberg and Yang bounding the relative bias ∇h for gain optimal policy cannot be applied. For more details, see the
proof of lemma G.3 in appendix G.
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J. Time and Space Complexity
PI PI requires a memory space of size S to store the values of the average reward ρπ and the relative bias ∇hπ . The policy
can be represented by an array of size S using the admission priorities as discussed in section 6. The computation of the
average reward ρπ and the relative bias ∇hπ with the naive method using the LAPACK DGESV routine requires the use of
the infinitesimal generator Zπ , i.e. an additional memory space of O(S2). The method that we propose in Section 5 requires
only a memory space of O(S).

Each policy evaluation costs O(S3) computations as explained in section 5 with the LAPACK DGESV routine, or O(S)
according to Section 5, and must be performed at most (m+ 1)S times in the worst case. To the best of our knowledge, no
bounds on the number of iterations have been proposed for the average reward setting. For the improvement step, O(mS)
comparisons are run. The total time complexity per iteration is thus O(S3 +mS) for the naive approach or O(mS) with
our proposition in Section 5.

VI The bias vector u tries to approximate the relative bias ∇hπ . The transition probability matrix Pπ
U of the uniformized

problem is used instead of the infinitesimal generator Zπ . The total memory usage is O(S2).

VI converges geometricaly fast and each iteration requires O(S2) computations for the evaluation and O(mS) for the
improvement. Each loop requires therefore O(S2 +mS) computations.

UCRL-AC Step 1 requires a memory space of size O(1) to store εk,Λ and εk,p. It costs O(1) computations.

Step 2 has for the policy search the same time and memory complexities as the algorithm updating the policy, i.e. PI or VI.
To determine the optimistic CTMDP, we need to find the best plausible state-dependent arrival rates, which costs O(mS) in
time and space complexity.

For step 3, a memory space O(m) is needed to estimate the arrival rates. O(1) operations are performed at each arrival.

Consequently, the time and space complexity of UCRL-AC is of the same order of magnitude as the policy search algorithm
that is employed. UCRL-AC is run for a total duration TK = t12

K−1 for K episodes and initial episode length t1, during
which there are at most

∑
i λ

(i)TK arrivals and µ(S)TK = cµTk departures, i.e. at most O((Λ + cµ)TK) events occurring.

K. Computing Infrastructure
The experiments were run on a MacBook Pro 2021 equipped with an Apple M1 Pro processor and 16 GB RAM.
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