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Abstract

Generating concise summaries of news events
is a challenging natural language processing
task. While journalists often curate timelines
to highlight key sub-events, newcomers to a
news event face challenges in catching up on
its historical context. In this paper, we address
this need by introducing the task of background
news summarization, which complements each
timeline update with a background summary
of relevant preceding events. We construct a
dataset by merging existing timeline datasets
and asking human annotators to write a back-
ground summary for each timestep of each
news event. We establish strong baseline per-
formance using state-of-the-art summarization
systems and propose a query-focused variant
to generate background summaries. To evalu-
ate background summary quality, we present
a question-answering-based evaluation metric,
Background Utility Score (BUS), which mea-
sures the percentage of questions about a cur-
rent event timestep that a background summary
answers. Our experiments show the effective-
ness of instruction fine-tuned systems such as
Flan-T5, in addition to strong zero-shot perfor-
mance using GPT-3.5.1

1 Introduction

Events such as natural disasters, political conflicts,
and elections are extensively covered by news agen-
cies and followed by readers throughout the world.
Generating concise summaries of these events is
a challenging NLP task (Chen et al., 2021). For
popular news stories, journalists curate retrospec-
tive timelines that highlight key sub-events on a
timeline. However, for a new observer of a spe-
cific major event, catching up on the historical con-
text needed to understand the significance of the
sub-event update can be a challenging ordeal. To

1Code and data available at https://github.com/
amazon-science/background-summaries

†work done during an internship at Amazon.

this end, we present the task of background news
summarization that complements each update in a
timeline with a background summary.

Timeline summarization is the task of automati-
cally extracting event timelines from a collection
of news articles (Chieu and Lee, 2004). Update
summarization (Dang and Owczarzak, 2009) in-
volves summarizing a set of recent articles, assum-
ing the reader is already familiar with a set of back-
ground articles. It has since been studied in shared
tasks that track events in newswire (Aslam et al.,
2015) and Twitter feeds (Sequiera et al., 2018). Our
novel proposed task of background summarization
presents an orthogonal use case for the update sum-
marization task. A background summary provides
sufficient historical context to the reader to help
them understand the latest news update. It sum-
marizes what has happened previously, in order to
explain the background of the current news update.

Background summaries allow the reader to
quickly grasp the historical context of an event
without having to read through potentially hun-
dreds of news articles or long timelines regarding a
specific event. One application would be to contex-
tualize short-text content (e.g., Tweets) with back-
ground information from news articles about the
events. In addition to providing much-needed con-
text, this can be useful for verifying the factuality
of the events described in the tweet (e.g., Twitter
Community Notes). In a news-centric conversa-
tional AI setting, a background summary may be
generated to answer a user request to “tell me what
I need to know to understand this event”.

To construct a dataset for background summa-
rization, we identify existing timeline datasets cen-
tered around major news events. Specifically, we
select the widely-used Timeline17 (Binh Tran et al.,
2013), Crisis (Tran et al., 2015), and Social Time-
line (Wang et al., 2015) datasets – identifying 14
major news events from these datasets and prepare
a single timeline of events for each major event.

https://github.com/amazon-science/background-summaries
https://github.com/amazon-science/background-summaries


June 25, 2009

Feb 8, 2010

June 25, 2010

Nov 29, 2011

Dr. Conrad Murray finds Jackson unconscious in the
bedroom of his Los Angeles mansion. Paramedics are
called to the house while he performs CPR, according
to a recording of the 911 call. Murray travels with
the singer in an ambulance to UCLA medical center
where Jackson later dies.

Dr. Murray is charged with involuntary manslaughter.
He pleads not guilty. Released on $75,000 bail, he
is allowed to resume practicing medicine, but the
judge bans him from administering anesthetic agents,
“specifically propofol”.

On June 25th, 2009, Dr. Conrad Murray found pop star Michael
Jackson unconscious in the bedroom of his Los Angeles man-
sion. ... later died at UCLA medical center. ... A cocktail of
drugs was found in the singer’s body, whose death by “acute
propofol intoxication” has been ruled a homicide. Court documents
revealed that Dr. Murray bought five bottles of propofol in May 2009
around the same time he was hired by Jackson. ...

Michael Jackson’s father, Joseph,
files a wrongful death lawsuit
against Murray.

On June 25th, 2009, Dr. Conrad Murray found pop star Michael Jack-
son unconscious at his Los Angeles mansion. Paramedics were called
while Murray performed CPR. ... later died at UCLA medical center.
... whose death by “acute propofol intoxication” was ruled a homicide.
... In February, Murray was charged with involuntary manslaughter, to
which he pleaded not guilty. Released on $75,000 bail, he was allowed
to resume practicing medicine, but was banned from administering anes-
thetic agents, “specifically propofol”. ...

Dr. Conrad Murray is sentenced to four
years in county jail. Judge Michael Pastor
says the evidence showed him to be guilty
of a “continuous pattern of lies and deceit”.

On June 25th, 2009, Dr. Conrad Murray found pop star Michael Jackson
unconscious at his Los Angeles mansion. ... later died at UCLA medical
center. ... whose death by acute propofol intoxication was ruled a homi-
cide. Murray pleaded not guilty to the charge of involuntary manslaugh-
ter, ... prosecutors alleged that Dr. Murray acted negligently in giving
Jackson a lethal dose of propofol, ... The defense denied ... saying the
star caused his own death while Murray was out of the room. ... Dr.
Conrad Murray was found guilty of involuntary manslaughter and was
remanded in custody without bail until sentencing.

Figure 1: An illustration of the background summarization task. This is a snapshot from the timeline of the Michael
Jackson’s Death event. The timeline above shows four news updates between June 25, 2009, and November 29,
2011. Each update is complemented with a background summary that provides sufficient historical context to
the events and entities described in the update. We highlight phrases from the background that provide context to
specific phrases in the update text.

The original datasets included multiple timelines
for major events, collected from different news
agencies. For simplifying our annotation process,
we merged all the timelines for a given major event
to create a single timeline. We present these time-
lines to expert annotators and collect background
summaries at each timestep for each news event.
Figure 1 provides an example from the timeline of
Michael Jackson’s death. The timeline starts on
June 25th, 2009 with a news update. The following
updates on Feb 8, June 25, and Nov 29 are substan-
tiated using background summaries that provide
historical context regarding the event.

On the resulting annotated dataset, we experi-
ment with a suite of summarization systems based
on Flan-T5 (Chung et al., 2022), LongT5 (Guo
et al., 2022), and GPT-3.5 (OpenAI, 2022). We
propose to formulate the background summariza-
tion task as two different variants: (1) In a generic
summarization setting, we generate a background
summary for the current update at time step t by
using a concatenation of the past updates at time
steps 1 through t−1. (2) In a query-focused setting
(Dang, 2005; Xu and Lapata, 2022), we utilize the
update at time step t as a query. While the back-

ground summary does not include content from the
current update, the current update can still be used
for conditioning the summarization of past updates.
This could potentially improve the utility of the
backgrounds. For the query-focused summariza-
tion, we explore multiple variants of the query and
present a comparison of Flan-T5 and GPT-3.5.

Our experiments indicate that the fine-tuned
Flan-T5 system outperforms GPT-3.5 on the stan-
dard ROUGE metric while underperforming on
factuality metrics. This illustrates the challenges
associated with automatic metrics for summariza-
tion. Goyal et al. (2022) and Zhang et al. (2023)
highlight the difficulties in using automatic metrics
for comparing fine-tuned system summaries against
zero-shot summaries from high-quality large lan-
guage models (LLMs). Accordingly, we also
present a novel question-answering-based evalu-
ation of background summaries in this work that
measures the utility of a given background sum-
mary to an update. First, we prompt GPT-3.5 to
generate questions about the background of events
and entities mentioned in the update. Second, we
extract answers from the background summaries
to measure their effectiveness in providing suffi-



cient historical context to the update. Our proposed
Background Utility Score (BUS) measures the per-
centage of questions about current news updates
that are answerable by a background summary. Our
human evaluation results show the effectiveness of
BUS. Our key contributions are as follows:

1. We present the new task of background sum-
marization to help readers follow day-to-day
updates on complex real-world events.

2. We describe an expert-annotated dataset cov-
ering 14 major news events from 2005–2014
with over 1,100 background summaries.

3. We conduct benchmark experiments using
state-of-the-art zero-shot and fine-tuned sum-
marization systems. We also explore query-
focused summarization that generates the
background by using the current update text
as a query.

4. We propose an effective QA-based evaluation
metric, Background Utility Score (BUS), to
measure the utility of a background summary
with respect to contextualizing an update.

2 Related Work

Events in the real world are often complex, consist-
ing of numerous threads (Liu et al., 2017), and are
reported by a large number of news agencies across
the world. Tracking these events and providing
important and useful updates to users has been the
focus of many works in natural language process-
ing and information retrieval communities (Chen
et al., 2021). We highlight two specific variants of
the event summarization task below,

Timeline summarization: Given a corpus of
documents and a query, the task is to retrospectively
extract important events from the documents and
place them along a timeline (Chieu and Lee, 2004).
A typical query consists of major events such as the
Haitian earthquake or the BP oil spill. Datasets rely
on timelines compiled by news journalists from
agencies such as BBC, Reuters, and The New York
Times, amongst others. Notable datasets for this
task include Timeline17 (Binh Tran et al., 2013),
Crisis (Tran et al., 2015), Social Timeline (Wang
et al., 2015), entities dataset (Gholipour Ghalandari
and Ifrim, 2020), and TLS-Newsroom (Born et al.,
2020).

Update summarization: Dang and Owczarzak
(2009) first proposed the task of update summariza-
tion. Given two sets of documents A & B, the task
is to generate a query-focused update summary
of the document set B assuming the user of the
summary has already read the documents from set
A. This task has since been studied on documents
from newswire (Aslam et al., 2015) and Twitter
feeds (Sequiera et al., 2018). In contrast to the
timeline summarization task, systems do not have
access to the documents from the future. Updat-
ing users about critical news events in real-time is
very important to news and government agencies
(Guo et al., 2013). However, comprehending these
updates can be challenging for new readers. Our
proposed task of background summarization serves
a complimentary purpose to updates.

Background summarization: Hayashi et al.
(2020) proposed the task of disentangled paper
summarization, in which two separate summaries
are generated for an academic paper: one sum-
mary describing the paper contribution, and another
summarizing paper context. A related setting for
news events can be a disentangled summarization
of updates and backgrounds of events. Chen et al.
(2022) presented a dataset of TV series transcripts
and human-written recaps (SummScreen). Simi-
lar to a background in our task setup, recaps can
help viewers understand the current episode. A
key distinction is that a recap typically provides
information from the most recent episode(s) only,
but it does not provide general context to the story.
In contrast, background summaries often include
information from the very first update to put the
current event in context.

Some prior works have studied the impact of
background knowledge in the standard summariza-
tion task setup (Louis, 2014; Peyrard and West,
2020). A typical summarization setup requires a
system to generate a summary of a collection of
documents while ignoring any background knowl-
edge already known to the receiver (or reader).
Peyrard and West (2020) used a broader defini-
tion of background. In their setup, the background
constitutes a document collection that the user is
already familiar with, similar to the document set A
from the above definition of update summarization.
Our definition of background constitutes a sum-
mary of previous updates in a given event that are
directly relevant to the current, most recent update.



Major event Sources (# timelines) Time period # U len(U ) len(B)
tr

ai
n Swine flu T17 (3) 2009 21 52 45

Financial crisis T17 (1) 2008 65 115 147
Iraq war T17 (1) 2005 155 41 162

de
v

Haitian earthquake T17 (1) 2010 11 100 61
Michael Jackson death T17 (1) 2009–2011 37 36 164
BP oil spill T17 (5) 2010–2012 118 56 219

te
st

NSA leak SocialTimeline (1) 2014 29 45 50
Gaza conflict SocialTimeline (1) 2014 38 183 263
MH370 flight disappearance SocialTimeline (1) 2014 39 39 127
Yemen crisis Crisis (6) 2011–2012 81 30 125
Russian-Ukraine conflict SocialTimeline (3) 2014 86 112 236
Libyan crisis T17 (2); Crisis (7) 2011 118 38 177
Egyptian crisis T17 (1); Crisis (4) 2011–2013 129 34 187
Syrian crisis T17 (4); Crisis (5) 2011–2013 164 30 162

Table 1: An overview of the news events used in our background summarization dataset. The events are grouped
into train, validation, and test splits. We list the source dataset and the number of source timelines for each event.
The time period provides the overall span of the event timeline. The length of the timeline, the average word count
of the (rewritten) updates, and newly annotated backgrounds are specified in the final columns.

Long-form summarization: Our proposed task
often contains long timelines of events, requir-
ing systems to perform long-form summarization.
There is a growing effort in the community to im-
prove long-range summarization systems. This
includes works on book summarization (Wu et al.,
2021), meeting summarization (Zhang et al., 2022),
TV script summarization (Chen et al., 2022) and
evaluation of long-form summarization systems
(Krishna et al., 2023).

3 Background Summarization

Event timelines help readers keep track of updates
regarding major news events. They provide a con-
cise overview of the event’s progress over time,
without the need to read through hundreds or thou-
sands of news articles written about the event. How-
ever, for long-lasting events, keeping track of all the
sub-event threads can pose a major challenge for
the user (Liu et al., 2017). We postulate that com-
plementing each update with a short background
summary regarding the event’s past can assist the
user in understanding the update. Our approach is
inspired by the standard inverted pyramid structure
of news articles (Pöttker, 2003). Typically, news
articles consist of new newsworthy information at
the top, followed by further details about the story,
and end with necessary background information.
This background information helps the reader gain

a full perspective of the news story. In this work,
we extend this to news timelines.

3.1 Task

Given an event timeline consisting of a time series
of updates ⟨U1, . . . , UT ⟩, the task is to generate
background summaries ⟨B2, . . . , BT ⟩ for all up-
dates after U1. For each timestep t > 1, we wish to
find the background summary Bt that maximizes
p(Bt | U1, . . . , Ut−1; q) where q is a query. In the
generic baseline setting, q is empty; in the query-
focused setting, q is set to the current update Ut. In
the latter case, we do not aim to summarize Ut, but
we use it to direct the summarization of the previ-
ous updates toward content that can help explain
the current update Ut.

Note that each background summary Bt is gen-
erated directly from the previous updates, inde-
pendently from the previous background summary
Bt−1. This enables us to include details relevant to
Ut from particular previous updates that may not
be found in Bt−1.

3.2 Dataset Construction

To the best of our knowledge, there are no exist-
ing datasets that provide background summaries.
Accordingly, we compile a new, expert-annotated
dataset for this, building upon three popular
news timeline summarization datasets, Timeline17



(Binh Tran et al., 2013), Crisis (Tran et al., 2015),
and Social Timeline (Wang et al., 2015).

Timeline17: compiled from an ensemble of
news websites, this dataset provides 17 timelines
spanning 9 major events from 2005–2013.

Crisis: a follow-up to the Timeline17 dataset,
this covers 25 timelines spanning 4 major events.
While it mostly covers a subset of events from
Timeline17, it adds a new event (the Yemen crisis).

Social Timeline: compiled 6 timelines covering
4 major events from 2014. The timelines were
collected from Wikipedia, NYTimes, and BBC.

Table 1 provides an overview of the 14 ma-
jor news events compiled from the three datasets.
Since the timelines were collected from various
news websites (CNN, BBC, NYTimes, etc.), many
events have more than one timeline. As each time-
line covers the same underlying event, we merge
them using timestamps to create a single timeline
per event. During this merging process, we often
end up with more than one update text per times-
tamp with possibly duplicate content. We ask the
annotators to first rewrite the input updates to re-
move any duplicate content. Our annotation pro-
cess for each news event contains the following
three steps:

1. Read the input timeline to get a high-level
understanding of the event.

2. For each timestep, read the provided ‘rough’
update summary. Rewrite the update into a
short paragraph, removing any duplicate or
previously reported subevents.

3. Go through the timeline in a sequential man-
ner and write a background summary for each
timestep.

Based on this process, we hired three profes-
sional annotators. For each timeline, we collect
three independent (rewritten) update and (new)
background pairs. Our full annotator guidelines
are provided in Table 5 in the Appendix. Due to
minor differences in the rewritten updates in the
timelines, we do not merge the annotator timelines.
Table 1 provides average lengths of rewritten up-
dates and newly annotated background summaries
for each major event. In our final dataset, each
timestep in the timeline has three pairs of rewritten
updates and background summaries.

ROUGE-1 ROUGE-2 ROUGE-L

Rewritten updates
Annotator 1 80.9 64.4 74.9
Annotator 2 72.9 54.2 66.2
Annotator 3 80.1 63.2 73.3

Background summaries
Annotator 1 47.9 21.3 43.3
Annotator 2 44.9 16.6 39.5
Annotator 3 48.0 21.1 43.4

Table 2: IAA across 14 major events.

3.3 Dataset Splits

For our experiments, we split the 14 major events
into a train (3 events), validation (3 events), and
test set (8 events). Table 1 lists the events in each
split. We include a mixture of short and long time-
lines across the splits and the test set is mostly
temporally separated from the train/dev splits.

Considering the strong few-shot summarization
capabilities of large language models (Goyal et al.,
2022; Zhang et al., 2023), we decided to budget
only a small fraction of expert-annotated data for
training and development and leave most events to
the test set. This allows sufficient data for further
fine-tuning instruction-based models (Flan, GPT-
3+) to our new task while maintaining sufficient
diversity in the test set.

3.4 Inter-annotator Agreement

To measure the inter-annotator agreement (IAA),
we compute ROUGE scores2 with one annotator’s
summary as the hypothesis and the remaining two
annotators’ summaries as references.3 Table 2
presents the IAA scores for both the re-written up-
dates and the newly annotated backgrounds. As ex-
pected, we see high ROUGE scores on the rewritten
updates. The scores are lower for background sum-
maries, indicating the inherent variance in back-
ground summaries.

3.5 Background Utility Score (BUS)

Automatic metrics such as ROUGE are found to
correlate poorly with human judgments of sum-
maries (Louis and Nenkova, 2013; Peyrard, 2019).
Recent studies highlighted the ineffectiveness of
standard metrics when comparing fine-tuned and

2For ROUGE-L, we use the Lsum variant in the Hugging-
Face evaluate package.

3Multi-reference ROUGE returns a maximum score among
references.



April 24, 2010.
For the first time, oil is found to be leaking from the well. Pressure
and release rate are unknown. A homeland security report on critical
infrastructure says the problem has “no near-term impact to regional
or national crude oil or natural gas supplies.”

Where is the
well located?

(Human) The well is located 5,000 ft
below the surface of the Gulf of Mexico,

84km south-east of Venice, Louisiana.

(GPT-3.5) The well
is located in the
Gulf of Mexico.

(Flan-T5-XL) The well is
located in the Gulf of Mexico.

What caused
the oil leak?

(Human) N/A(GPT-3.5) N/A

(Flan-T5-XL) The oil started leaking due to the
explosion of the Deepwater Horizon drilling rig.

Who owns and
operates the well?

(Human) The well is
owned and operated by BP.

(GPT-3.5) N/A

(Flan-T5-XL) N/A

Figure 2: Examples of question-answer pairs for BUS (§3.5) generated by prompting GPT-3.5. This example shows
an update text from the BP oil spill event. Questions are generated from the current update Ut, and the answers
are generated based on three different background summaries Bt (Human, GPT-3.5, Flan-T5-XL); N/A means the
background summary did not provide an answer. The BUS score is calculated per system as the percentage of
questions answered by its background summaries. See Table 8 in the Appendix for the full background summaries.

zero-shot summaries (Goyal et al., 2022; Zhang
et al., 2023). To account for these limitations and
the need to evaluate the quality of backgrounds, we
propose a QA-based metric for the background
summarization task. Our metric, Background
Utility Score (BUS), measures the utility of a back-
ground Bt to the corresponding update Ut.

To measure the utility, we first prompt a GPT-
based model to generate (background) questions
from the update text (Ut). We then re-prompt the
model to extract answers from the background text
(Bt). BUS measures the percentage of questions
answerable by the background. Figure 2 presents
examples of generated QA pairs. The background
summary should be able to answer any questions
the reader may have upon observing an update.
While these questions are latent, we sample them
by prompting a GPT-based model.

BUS is inspired by QuestEval (Scialom et al.,
2021), an interpretable QA-based factuality metric
for summarization. QuestEval measures the re-
call score by extracting questions from the source
and computing the exact match F1 between answer
spans from the source and summary (vice-versa
for precision). BUS is also tangentially related to
recent LLM-based evaluation systems such as in
Vicuna (Chiang et al., 2023) that explored the use
of chatbots for evaluating chatbots.

4 Experiments

For our background summarization task, we exper-
iment with three summarization systems, Flan-T5
(Chung et al., 2022), LongT5 (Guo et al., 2022),

and GPT-3.5 (OpenAI, 2022).

Flan-T5: an instruction fine-tuned version of T5
(Raffel et al., 2020). We use Flan-T5-XL with a
maximum source length of 512 tokens.4

LongT5: a sparse attention variant of T5 that
utilizes two efficient attentions, local and transient-
global. Source length can be significantly longer
than the standard 512 token limits of a T5-based
system (§3.2). We use the Long-T5-TGlobal-XL
with a maximum source length of 4096.5

GPT-3.5: a variant of the InstructGPT model
(Ouyang et al., 2022) optimized for dialogue us-
ing reinforcement learning with human feedback.
We use this model in a zero-shot setting. We set a
maximum source length of 3696.6

We explore both generic and query-focused sum-
marization settings (§3.1). In the query-focused
setting, we use the current update (Ut) as an addi-
tional input to the summarization system.

Generic: We use a task prefix ‘summarize:’ to
instruct T5-based systems. For GPT-3.5, we use a
task suffix, ‘Provide a short summary of the above
article.’

Query-focused: The input for the T5-based sys-
tems follows the template, ‘Generate a short query-
focused summary of the background. Query:

4https://hf.co/google/flan-t5-xl
5https://hf.co/google/long-t5-tglobal-xl
6At the time of our experiments, this corresponds to the

gpt-3.5-turbo-0301 version. https://platform.openai.
com/docs/models/gpt-3-5

https://hf.co/google/flan-t5-xl
https://hf.co/google/long-t5-tglobal-xl
https://platform.openai.com/docs/models/gpt-3-5
https://platform.openai.com/docs/models/gpt-3-5


ROUGE-1 ROUGE-2 ROUGE-L QuestEval BERTScore P BUS–GPT-3.5

generic
Flan-T5-XL 43.5 | 41.4 20.4 | 17.4 39.9 | 37.6 31.2 | 25.0 86.3 | 85.6 46.0 | 42.2
GPT-3.5 40.5 | 37.7 15.5 | 11.7 36.6 | 33.0 37.2 | 30.5 88.2 | 87.2 59.1 | 54.3

query-focused
Flan-T5-XL 43.0 | 41.3 20.6 | 17.4 39.5 | 37.6 30.8 | 24.9 86.2 | 85.6 46.6 | 43.6
GPT-3.5 40.2 | 40.5 15.4 | 12.9 36.1 | 35.9 36.9 | 31.7 87.9 | 87.5 49.9 | 47.5

Table 3: System performance (dev | test) on the background summarization task.

<query>, Background: <past updates>.’ For GPT-
3.5, we use a task suffix, ‘Generate a short query-
focused summary of the background.’ We use 512
and 128 limits for source and query. We consider
two variants for queries. First, we use the full up-
date (Ut) as the query. Second, we first extract
named entities from and use those keywords as the
query. The named entity-based approach removes
any potential noise from the update and focuses
solely on extracting background information about
important persons or locations specified in the up-
date. We use SpaCy English NER model to extract
named entities from the query.

Across all our systems, when necessary we
truncate the oldest updates from the input.7 We
train both Flan-T5 and LongT5 using DeepSpeed’s
ZeRO Stage 3 (Rasley et al., 2020). We set a maxi-
mum target length of 400 tokens.

BUS: We use GPT-3.5 as our question and an-
swer generation system (ref. BUS–GPT-3.5). We
generate five questions per update and use heuristic
patterns on GPT answers to identify unanswerable
questions.8 Following recent work that showed bet-
ter human alignment with GPT-4 (Liu et al., 2023),
we also experiment with BUS–GPT-4.9

5 Results

5.1 Automatic Evaluation
Table 3 presents the results on validation and test
sets for Flan-T5 and GPT-3.5 in both generic
and the NER-based query-focused setups. We re-
port scores on the standard summarization met-
ric ROUGE (Lin, 2004), two factuality metrics
QuestEval (Scialom et al., 2021), and BERTScore
Precision (Zhang* et al., 2020; Pagnoni et al., 2021)
and our proposed utility metric BUS (§3.5).

7Other viable options are truncating middle updates or
ranking updates based on their relevance to the current update.

8see Table 6 in Appendix for the instruction templates.
9We use gpt-3.5-turbo-0301 and gpt-4-0613.

On the generic summarization setup, we observe
that fine-tuned Flan-T5 outperforms zero-shot GPT-
3.5 on ROUGE. However, the zero-shot GPT-3.5
model fares much better on factuality metrics and
BUS. These trends are also valid in the NER-based
query-focused formulation. Interestingly, we find
the query-focused formulation generally underper-
forms the generic task.10 In our experiments, we
found Long-T5 underperforms Flan-T5 on the dev
set (Table 9 in Appendix). We leave further evalua-
tion of Long-T5-based systems for future work.

5.2 Human Evaluation

We conduct a human evaluation to determine the
relative quality of the human-written backgrounds
(subsection 3.2) and those generated by Flan-T5-
XL and GPT-3.5 (generic; top-half of Table 3). We
chose to evaluate the generic systems instead of
query-focused systems due to their superior perfor-
mance on ROUGE and factuality metrics on the
development set.

Setup: We use the Amazon Mechanical Turk
(AMT) platform. We sample 1,000 news updates
from the test set and pair each one with the three
background summaries, displayed in random order.
We collect judgments from three annotators about
which of the three displayed summaries is the best
(i.e., most helpful) and which one is the worst (i.e.,
least helpful). We use majority voting to pick the
best and worst summaries. Detailed instructions
are shown Figure 5 in Appendix. Since annota-
tors on the AMT platform are non-experts, we use
multiple methods to obtain high-quality judgments,
including a qualification test and time controls; de-
tails including fair compensation of the annotators
are described in Appendix A.2.

Results: We use best-worst-scaling (BWS; Kir-
itchenko and Mohammad (2017)); Table 4 shows

10We present further analysis in A.5 in the Appendix.



Human Flan-T5-XL GPT-3.5
0.2430 -0.0750 -0.1680

Table 4: Results of the human evaluation on AMT us-
ing best-worst scaling (BWS). Values range from −1
(worst) to +1 (best).

Flan-T5 GPT-3.5 Human
0

250

500

750

1,000

Best

Flan-T5 GPT-3.5 Human

Worst0 1 2 3

Figure 3: Vote distribution for best and worst systems
from our human evaluation.

the results. The values are computed as the per-
centage of times a summary type is chosen as best
minus the percentage of times it is selected as worst.
Values of 1.0 or −1.0 indicate that the system has
been unanimously picked as ‘best’ and ‘worst’ re-
spectively. We observe that the human-written sum-
maries are substantially preferred over both Flan-
T5-XL and GPT-3.5 summaries.

Agreement: Figure 3 presents the vote distribu-
tion for the best and worst summaries across the 1k
examples. Human-written backgrounds are rated
the best by at least two annotators in 45% of the
examples. They were rated the worst in less than
17% of the examples. Flan-T5 and GPT-3.5 have
very similar best-vote distributions (23% and 20%).
We see unanimous agreement on the best or worst
system in less than 15% of the examples.

Justifications: Annotators tend to prefer human
backgrounds over GPT-3.5’s due to their compre-
hensiveness. In the justifications we collected as a
part of our AMT evaluation, human backgrounds
were described as ‘most comprehensive’, and pro-
viding ‘complete context’. On the other hand, GPT-
3.5 backgrounds were described as ‘too short’, ‘just
a timeline’, and providing ‘least information’.

6 BUS Analysis

Our human evaluation results showed variance
amongst Turkers (Figure 3). This is in line with the
observations made by prior work on standard sum-
marization datasets (Goyal et al., 2022; Zhang et al.,
2023). While human evaluation can be very useful,

BWS BUS–GPT-3.5 BUS–GPT-4 BUS–Human
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Figure 4: Aggregated best-worst votes for human-
written, Flan-T5-XL, and GPT-3.5 backgrounds on the
test set. The top and bottom halves report voted-best
and voted-worst system counts respectively.

past work highlighted the difficulties in choosing
evaluation dimensions and task design (Khashabi
et al., 2022). Goyal et al. (2022) recommends us-
ing an evaluation setup based on how users utilize
the system in practice. To this end, we analyze
the effectiveness of BUS (§3.5) in measuring the
real-world utility of background summaries.

6.1 BUS–GPT

Setup: Following our human evaluation setup
(§5.2), we compare human-written, Flan-T5-XL,
and GPT-3.5 backgrounds. We compute the per-
centage of answerable questions using BUS (§3.5)
and use this score to identify the best and worst
systems for each update.

Results: Figure 4 provides the best-worst vote
counts on the same 1,000 updates from test set
using GPT-3.5-based BUS (ref. BUS–GPT-3.5)
and GPT-4-based BUS (ref. BUS–GPT-4).11 For
comparison, we also include the vote counts from
our human evaluation (§5.2; ref. BWS).12

With BUS–GPT-3.5, we observe that human-
written backgrounds slightly outperform GPT-3.5.
Flan-T5 significantly underperforms. BUS–GPT-4
is more closely aligned with our best-worst scaling
human evaluation (BWS). This is in line with simi-
lar observations from prior work on GPT-4-based
evaluation (Liu et al., 2023).

Overall, BUS–GPT-3.5 and BUS–GPT-4 ex-
hibit different trends for human-written and GPT-

11For each example, we use BUS to designate one or more
systems as best (or worst).

12See subsection A.5 in Appendix for event-level results.



3.5 backgrounds. To analyze this discrepancy,
we present a BUS–human evaluation that uses
question-and-answer pairs compiled by humans.

6.2 BUS–Human

Instead of relying on GPT-3.5 (or 4), we use Me-
chanical Turk to generate question-answer pairs.
We first ask annotators to generate five background
questions for each of the 1,000 news updates. For
each of these tuples of update and questions, we
pair it with one of the associated background sum-
maries and ask annotators to attempt to answer all
five questions using only information in one of the
background summaries (or write none if the sum-
mary does not contain the answer). We then cal-
culate BUS–Human as the percentage of answered
questions per background summary type.13 Re-
sults are presented in Figure 4 (ref. BUS–Human).
BUS–Human shows clear alignment with our hu-
man evaluation results (BWS) and BUS–GPT-4,
illustrating the effectiveness of our proposed BUS
metric. However, this also highlights a potential
drawback of using an automatic system such as
GPT-3.5 for generating question-answer pairs.

6.3 Comparison of BUS methods

Questions: We analyze the questions generated
by the three variants, BUS–GPT-3.5, BUS–GPT-
4, and BUS–Human. In the Appendix, we pro-
vide questions generated for example updates from
three test events, MH370 flight disappearance (Ta-
ble 10), Yemen crisis (Table 11), and Libyan crisis
(Table 12). Overall, both humans and GPT gen-
erate questions that specifically target background
knowledge. Turkers’ questions are specific and
short, while GPT questions are more detailed and
often contain two or more sub-questions. Questions
target aspects such as named entities (Table 10) and
past events (Table 11, Table 12).

However, we also see questions that do not target
background information. Some questions from
humans and GPT ask for additional details about
events described in the update. See Q3 from Turker
2 and Q4 from GPT-3.5 in Yemen crisis (Table 11),
and Q5 from GPT-4 in Libyan war (Table 12). A
few questions ask about the consequences of the
events described in the update. See Q5 from GPT-
4 in MH370 disappearance (Table 10), Q4 & Q5
from Turker 2 in Yemen crisis (Table 11).

13Appendix A.3 contains more details about our setup, an-
notation guidelines, and compensation.

BUS–GPT-3.5 vs BUS–GPT-4: We notice BUS–
GPT-3.5 suffers from answer hallucination, i.e.,
responds with an answer even if its not mentioned
in the background text. On the other hand, GPT-4
is better at declining unanswerable questions (Ta-
ble 13 in the Appendix). This explains our observa-
tion of better human alignment with BUS–GPT-4.

BUS–Human vs BUS–GPT: Our analysis indi-
cates human evaluation remains the gold standard
for our proposed background summarization task
(BWS §5.2; BUS–Human §6.2). GPT-4 presents
promising results and could serve as a fast, cost-
effective alternative to human evaluation.

Applications: We believe BUS can be extended
to related summarization tasks such as TV recaps
(Chen et al., 2022) and disentangled summarization
of scientific articles (Hayashi et al., 2020). A BUS-
like metric can measure the relevancy of the recap
to the current TV episode and the paper context to
its contributions.

7 Conclusion & Future Work

To help readers follow long and complex event
timelines, we propose the task of news background
summarization. We compliment each update in
the timeline with a background summary that pro-
vides sufficient context to the readers. We present
an expert-annotated dataset for this task with over
1,100 background summaries from three annotators.
On this dataset, we benchmark a suite of state-of-
the-art summarization systems (Flan-T5, LongT5,
and GPT-3.5). Our results show the zero-shot GPT-
3.5 system outperforms the fine-tuned systems on
the factuality metrics while underperforming on
ROUGE. Given the lack of a metric that accurately
captures the utility of a background summary to the
news reader, we propose a novel QA-based metric,
BUS, which measures the percentage of questions
about the updates that are answerable from the re-
spective background summaries.

For future work, we plan to explore background
summarization directly from news articles instead
of past updates. Sub-events previously considered
unimportant but directly consequential to the latest
news update can be captured in this setup. We
are also interested in benchmarking aspect-based
summarization systems for our task.



Limitations

Personalized Backgrounds: While a back-
ground summary is helpful to any news reader, the
utility can vary depending on the reader’s familiar-
ity with the event. In our BUS analysis (section 6),
we observed differences in questions generated by
two Turkers. In an ideal setting, systems should
be capable of generating personalized background
summaries catering to a reader.

Local Events: Our dataset and systems are cur-
rently limited to a selection of global, popular
events involving disasters and conflicts (Table 1).
For events local to a specific community, timelines
are hard to find, and it’s even harder to create back-
ground summaries. We acknowledge that back-
grounds are equally impactful for local events and
leave this extension to future work.

Background from News Articles: We generate
backgrounds from past news updates. However,
they can also be generated directly from news arti-
cles. We leave this extension to future work.

Ethics Statement

We used Mechanical Turk for our human evalua-
tion of summarization systems. We ensured prompt
and fair pay to our annotators. We provided de-
tails about our selection criteria, per-task payment,
and bonus in subsection A.2 and subsection A.3.
Our background summarization dataset is expert-
annotated on top of publicly available timeline sum-
marization datasets. We protect our annotators’
privacy and remove any personally identifiable in-
formation from our data release.

Like other text generation systems, generative
summarization systems can suffer from hallucina-
tions, potentially leading to misinformation. We
acknowledge misinformation in backgrounds is un-
desirable in real-world applications. To this end,
we report two factuality-based metrics to quantify
the factuality of our systems.
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A Appendix

A.1 Annotation Guidelines for Writing
Background Summaries

Table 5 presents the guidelines we presented to
the annotators who wrote the summaries for our
dataset (from subsection 3.2). We conducted multi-
ple rounds of training with the annotators, where
we reviewed annotator’s work and provided feed-
back on the quality of background summaries.

A.2 Details on the MTurk BWS Evaluation

We provide additional details on our Amazon Me-
chanical Turk setup (from subsection 5.2). We give
detailed instructions to the annotators, see Figure 5.
Workers who complete the tasks too quickly are
automatically removed from our worker pool; their
answers are replaced with new answers. We also
use a bonus incentive structure. Every worker who
passes the automatic time check receives a bonus
at the end. In addition, we only use workers from
our pool of about 300 trusted workers from previ-
ous studies. These were selected in two stages: (1)
We only considered workers from countries whose
main language is English and who have completed
100 or more HITs so far with an acceptance rate
of 95% or higher. (2) In addition, workers must
have passed an initial custom qualification test for
a related text classification task we have conducted.
Moreover, the resulting pool of workers has been
used in more than 50 previous experiments, and
we have over time removed any workers who have
provided low-quality output in those previous ex-
periments. On our batch of 1,000 HITs for the
present human evaluation, we allowed any worker
to complete a maximum of 333 HITs so that no
worker can dominate the results. We used three
annotators per HIT.

Payment: We paid $0.70 per HIT with a bonus of
$0.05 for all workers who passed automatic quality
checks. 39 workers worked on our HITs overall,
spending a median time of 169.0 seconds per HIT.
This amounts to an average pay of $14.91 per hour
per worker.
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A.3 Details on the MTurk BUS Evaluation

In order to calculate the BUS metrics based on
human-written questions and answers (from subsec-
tion 6.2), we conducted two separate MTurk evalua-
tions: (1) we obtained questions about news events
and (2) we obtained answers to these questions
given the different background summaries (human-
written, or generated from GPT-3.5 or from Flan-
T5). For both evaluations, we used the same gen-
eral setup and annotator qualifications as described
in §A.2.

To obtain five background questions for each
of 1k news updates, we submitted 1,000 HITs.
We paid $0.75 per HIT with a bonus of $0.05 for
all workers who passed automatic quality checks.
46 workers worked on our HITs overall, spend-
ing a median time of 179.0 seconds per HIT. This
amounts to an average pay of $15.08 per hour per
worker. The annotation guidelines and an example
annotation are shown in Figure 6. We allowed any
worker to complete a maximum of 333 HITs so
that no worker can dominate the results.

To obtain answers to the five questions per news
update with respect to the three different back-
ground summaries, we submitted 3,000 HITs. We
paid $0.70 per HIT with a bonus of $0.05 for all
workers who passed automatic quality checks. 38
workers worked on our HITs overall, spending
a median time of 144.2 seconds per HIT. This
amounts to an average pay of $17.47 per hour per
worker. The annotation guidelines and an example
annotation are shown in Figure 7. We allowed any
worker to complete a maximum of 500 HITs.

A.4 Experiment Setup

T5-based systems: We perform training using
DeepSpeed ZeRO stage 3 on two A6000 GPUs.
We train the models for 10 epochs and pick the
best model using the ROUGE-L score on the dev
set. We use a per-device batch size of 8 and a
learning rate of 1e-5. We use the Seq2SeqTrainer
from Hugging Face in all of our experiments. At
inference time, we use a beam size of 4, a length
penalty of 2.0, and a no-repeat ngram size of 3.

GPT-based systems: We use the OpenAI python
API for all of our GPT-based systems.

Instructions for BUS–GPT: Table 6 presents
our instruction templates for question and answer
generation using GPT models.

Metrics: ROUGE, BERTScore and QuestE-
val.14,15,16

A.5 Additional Results
Event-level BUS: Similar to the results in Fig-
ure 4, we report the best-worst vote counts per
event in the test set. For each event, we report
counts for BWS (Figure 8), BUS–GPT-3.5 (Fig-
ure 9), BUS–GPT-4 (Figure 10) and BUS–Human
(Figure 11).

Query-focused Summarization: In Table 3, our
query-focused summarization setup did not pro-
vide gains. To analyze this behavior, we further
experiment with an alternate query format where
we use the full update text (Ut) as the query. Table 7
presents the results on the Flan-T5 system using
ROUGE-L, QuestEval and BUS. We notice only a
slight improvement in the performance when using
full update text as the query.

14https://hf.co/spaces/evaluate-metric/rouge
15https://hf.co/spaces/evaluate-metric/

bertscore
16https://github.com/ThomasScialom/QuestEval

https://hf.co/spaces/evaluate-metric/rouge
https://hf.co/spaces/evaluate-metric/bertscore
https://hf.co/spaces/evaluate-metric/bertscore
https://github.com/ThomasScialom/QuestEval


Figure 5: This screenshot shows the human annotation interface to determine the best and the worst background
summary for for best-worst scaling. In this example, the random order of displayed summaries is Flan-T5-XL,
GPT-3.5, followed by the human-written summary. Here, both annotators marked the human-written summary as
the best and the GPT-3.5 summary as the worst.



Figure 6: This screenshot shows the annotation interface for MTurk annotators to write five questions about a news
event. The questions from an annotator are shown in the text fields as an example.



Figure 7: This screenshot shows the annotation interface for MTurk annotators to answer five questions about a
news updates, given one of the background summaries. The answers from an annotator are shown in the text fields
as an example.



Terminology

Update: a short text summary of what’s new in the news story. This text summarizes the
latest events, specifically ones that are important to the overall story.
Background: a short text summary that provides sufficient historical context for the
current update. Background aims to provide the reader a quick history of the news story,
without them having to read all the previous updates. Background should cover past events
that help in understanding the current events described in the update.
Timestep: day of the event (YYYY-MM-DD).
Timeline: a series of timesteps. Each timestep in a timeline is associated with an update
and a background summary.
Super event: the key news story or major event for which we are constructing a timeline.
For instance, ‘Egyptian Crisis’, ‘BP oil spill’, ‘MH 370 disappearance’ are some of the
super events from our dataset.

Annotation Steps

We follow a three-stage annotation process,
Stage-0: Read the input timeline to get a high-level understanding of the super-event.
Stage-1: For each timestep, read the provided ‘rough’ update summary. Rewrite the
update into a short paragraph, removing any duplicate or previously reported subevents.
Stage-2: Go through the timeline in sequential manner and write background summaries
for each timestep.

Table 5: Annotation guidelines for the background summarization task.

BUS question generation

Update: {update}
Imagine you read the above update about a news
story. You have no prior information about the
story. Generate five background questions you
might have about the story.

BUS answer extraction

Background: {background}
Questions: {questions}
For each question, list answers from the back-
ground text when available. Say “unanswerable”
if the question is not answered in the background
text.

Table 6: Instruction templates for GPT-based question-
answer generation.

Flan-T5-XL ROUGE-L QuestEval BUS

query: Ut 39.5 30.9 46.9
query: NE(Ut) 39.5 30.8 46.6

Table 7: Ablation studies on different queries for back-
ground summarization task (dev set).
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Figure 8: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds (BWS). The left and right
halves report voted-worst and voted-best system counts respectively.
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Figure 9: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds (BUS–GPT-3.5). The left
and right halves report voted-worst and voted-best system counts respectively.
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Figure 10: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds (BUS–GPT-4). The left
and right halves report voted-worst and voted-best system counts respectively.
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Figure 11: Aggregated best-worst votes for human-written, Flan-T5, GPT-3.5 backgrounds (BUS–Human). The left
and right halves report voted-worst and voted-best system counts respectively.



Date: April 24, 2010.
Update: For the first time, oil is found to be leaking from the well. Pressure and release rate are
unknown. A homeland security report on critical infrastructure says the problem has “no near-term
impact to regional or national crude oil or natural gas supplies.”

Background: (Human) On April 20th, BP-operated drilling rig Deepwater Horizon exploded in the
Gulf of Mexico, 84km south-east of Venice, Louisiana, when a blowout preventer failed to activate,
leaving 11 dead and 17 injured. The rig has been found upside down about a quarter-mile from the
blowout preventer. Multiple federal departments and agencies are involved in 28 search-and-rescue
operations covering about 5,300 square miles. Oil sheen has been reported, but the Coast Guard says
it’s had no indication that oil is leaking from the well 5,000 ft below the surface of the Gulf.
nA homeland security department risk analysis has said the incident “poses a negligible risk to
regional oil supply markets”. White House press secretary Robert Gibbs played down any possible
effects on President Obama’s plans to expand offshore drilling, saying “I don’t honestly think it
opens up a whole new series of questions because, you know, in all honesty I doubt this is the first
accident that has happened and I doubt it will be the last”.

Background: (GPT-3.5) On April 20, 2010, the Deepwater Horizon drilling rig exploded in the Gulf
of Mexico, leaving 11 workers missing and presumed dead, and injuring approximately 17. The
blowout preventer failed to activate, and the rig sank to the bottom of the Gulf, potentially allowing
oil to spew out from the well. The National Response Team, involving 16 federal departments and
agencies, was activated, and chemical dispersants were readied to break up the oil slick. The US
coast guard suspended the search for the missing workers and reported no indication of oil leaking
from the well. The incident was deemed to pose a negligible risk to regional oil supply markets and
was not expected to cause significant national economic impacts.

Background: (Flan-T5-XL) The Deepwater Horizon drilling rig exploded on April 20, 2010 while
under construction in the Gulf of Mexico, killing 11 workers. The rig was found upside down about
a quarter-mile from the blowout preventer. The force of the explosion broke off the rig’s drillpipe,
potentially allowing oil to spew out into the gulf. A National Response Team, involving 16 federal
departments and agencies including the White House, Coast Guard, the departments of Defense,
Homeland Security and Interior, and Environmental Protection Agency, among others, was activated.
A Coast Guard official said the Macondo well, which the rrig had been drilling, could be releasing
up to 8,000 barrels of oil per day. A remotely operated vehicle with camera went underwater and
confirmed no visible oil flow from the well, but there were reports of an oil slick five miles long.
Chemical dispersants were readied to break it up. A homeland security department risk analysis said
the incident “poses a negligible risk to regional oil supply markets and will not cause significant
national economic impacts”. White House press secretary Robert Gibbs was asked whether the
incident might affect Obama’s plans to expand offshore drilling. He said, “I don’t honestly think it
opens up a whole new series of questions because, you know, in all honesty I doubt this is the first
accident that has happened and I doubt it will be the last”

Table 8: This table provides the background summaries generated by humans, GPT-3.5, and Flan-T5 for the given
update. See Figure 2 for the QA pairs generated from these update-background pairs by prompting gpt-3.5-turbo.

ROUGE-1 ROUGE-2 ROUGE-L QuestEval BERTScore P BUS–GPT-3.5

Flan-T5-XL 43.5 20.4 39.9 31.2 86.3 46.0
Long-T5-TGlobal-XL 40.1 16.7 36.4 33.4 86.9 46.2

Table 9: A comparison of Flan-T5 and Long-T5 systems on the dev set.



Date: June 4, 2014.
Update: Australian researchers release a recording of an underwater sound that could have been
MH370 hitting the water.

BUS–human (Turker 1)
Q1: What is MH370?
Q2: What was the name of the researchers?
Q3: Where was the crash?
Q4: What else could the sound have been?
Q5: How did they record the sound?

BUS–human (Turker 2)
Q1: What was the flight path of MH370?
Q2: What were the last known communications from MH370?
Q3: What are the search parameters being used by the Australian researchers?
Q4: What are the other possible explanations for the underwater sound?
Q5: What are the implications of the underwater sound for the search for MH370?

BUS–GPT-3.5
Q1: What is MH370 and why is it significant?
Q2: How did the Australian researchers obtain the recording of the underwater sound?
Q3: What other evidence has been found regarding the disappearance of MH370?
Q4: What is the current status of the investigation into the disappearance of MH370?
Q5: What impact could this new evidence have on the families of the passengers and crew on board
MH370?

BUS–GPT-4
Q1: What is MH370 and what happened to it?
Q2: Who are the Australian researchers involved in this investigation?
Q3: How were the researchers able to capture this underwater sound?
Q4: What evidence suggests that this sound could be MH370 hitting the water?
Q5: Has this new evidence brought any significant progress in the investigation of MH370?

Table 10: For an update from the ‘MH370 flight disappearance’ event, this table provides BUS questions generated
by humans (MTurk), GPT–3.5 and GPT-4.



Date: November 23, 2011.
Update: President Saleh signs a deal brokered by the Gulf Cooperation Council which will see him
hand over power to his vice president in exchange for immunity from prosecution for him and his
family. He will remain honorary president for 90 days.

BUS–human (Turker 1)
Q1: What is Saleh president of?
Q2: What is the Gulf Cooperation Council?
Q3: What crimes is Saleh immune to prosecution for?
Q4: Who is Saleh’s vice president?
Q5: What else was in the deal that was signed?

BUS–human (Turker 2)
Q1: What were the reasons for the protests against President Saleh?
Q2: What was the role of the Gulf Cooperation Council in mediating the deal?
Q3: What were the terms of the deal that President Saleh signed?
Q4: What was the reaction of the Yemeni people to the deal?
Q5: What are the long-term implications of the deal for Yemen?

BUS–GPT-3.5
Q1: What led to President Saleh’s decision to hand over power to his vice president?
Q2: Who is President Saleh’s vice president and what is his political background?
Q3: What is the Gulf Cooperation Council and how did they broker this deal?
Q4: What kind of immunity will President Saleh and his family receive and what crimes are they
being protected from?
Q5: What will happen after the 90-day period when President Saleh’s honorary presidency ends?

BUS–GPT-4
Q1: Who is President Saleh and what country is he the president of?
Q2: What led to the need for President Saleh to hand over power to his vice president?
Q3: What is the Gulf Cooperation Council and what role did they play in brokering this deal?
Q4: Why is immunity from prosecution a part of the deal for President Saleh and his family?
Q5: Who is the vice president that will be taking over power and what is their political background?

Table 11: For an update from the ‘Yemen crisis’ event, this table provides BUS questions generated by humans
(MTurk), GPT–3.5 and GPT-4.



Date: November 22, 2011.
Update: Libya’s interim prime minister Abdel Rahim al-Keeb announces a new cabinet.

BUS–human (Turker 1)
Q1: What led to the need for a new cabinet announcement in Libya?
Q2: Who was the previous prime minister ?
Q3: What challenges did the interim government face in forming the new cabinet?
Q4: What are the key responsibilities and goals of the new cabinet ?
Q5: How was the new interim prime minister selected?

BUS–human (Turker 2)
Q1: What happened to Libya’s previous prime minister?
Q2: Can an interim prime minister create a new cabinet?
Q3: Do the people of Libya like Abdel Rahim al-Keeb?
Q4: When will there be a new permanent prime minister?
Q5: What happened to Libya’s previous cabinet?

BUS–GPT-3.5
Q1: Who is Abdel Rahim al-Keeb and how did he become Libya’s interim prime minister?
Q2: What were the reasons for the formation of a new cabinet in Libya?
Q3: Who are the members of the new cabinet and what are their qualifications and experience?
Q4: What are the main challenges facing the new cabinet in Libya and how do they plan to address
them?
Q5: What is the current political situation in Libya and how does the new cabinet fit into the broader
political landscape?

BUS–GPT-4
Q1: Who was the previous prime minister of Libya and why did they leave the position?
Q2: What led to Abdel Rahim al-Keeb becoming the interim prime minister?
Q3: What is the political situation in Libya that necessitated a new cabinet?
Q4: What are the main challenges facing the new cabinet in Libya?
Q5: Who are the members of the new cabinet and what are their political backgrounds?

Table 12: For an update from the ‘Libyan crisis’ event, this table provides BUS questions generated by humans
(MTurk), GPT–3.5 and GPT-4.



Date: June 16, 2012.
Update: Escalating violence leads to the suspension of the UN observer mission in Syria.
Background (GPT-3.5): The article provides a timeline of events during the Syrian uprising from
May 2011 to May 2012. It includes the imposition of sanctions on Assad and senior members of the
government by the EU, violent clashes and protests, defections, and the Arab League peace plan.
The article also covers the UN-brokered cease-fire and the presence of UN observers, as well as the
continued violence and massacres that occurred during this period.

BUS–GPT-3.5
Q1: What was the purpose of the UN observer mission in Syria?
Q2: What is the current level of violence in Syria and who is responsible for it?
Q3: How long has the UN observer mission been in Syria and what progress have they made?
Q4: What actions have been taken by the international community to address the violence in Syria?
Q5: What are the potential consequences of suspending the UN observer mission in Syria?

A1: The purpose of the UN observer mission in Syria was to monitor the implementation of a
UN-brokered cease-fire.
A2: The article does not provide information on the current level of violence in Syria or who is
responsible for it.
A3: The UN observer mission has been in Syria since April 2012, and the article does not provide
information on the progress they have made.
A4: The international community has imposed sanctions on Assad and senior members of the
government by the EU, and the Arab League has proposed a peace plan. The UN has also brokered a
cease-fire and sent observers to monitor it.
A5: The potential consequences of suspending the UN observer mission in Syria are not discussed
in the background text.

BUS–GPT-4
Q1: What is the UN observer mission in Syria and what is its purpose?
Q2: What specific events led to the escalation of violence in Syria?
Q3: How long has the UN observer mission been in Syria?
Q4: What are the potential consequences of suspending the UN observer mission in Syria?
Q5: Who are the main parties involved in the violence in Syria?

A1: Unanswerable
A2: Unanswerable
A3: Unanswerable
A4: Unanswerable
A5: Unanswerable

Table 13: For an update from the ‘Syrian Crisis’ event, this table provides BUS questions and answers extracted
GPT–3.5 and GPT-4. BUS–GPT-3.5 suffers from answer hallucination, i.e., responds with an answer even if its not
mentioned in the background text. See A1, A3 in BUS–GPT-3.5.


