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Abstract

Effective mental health support is crucial for001
alleviating psychological distress. While large002
language model (LLM)-based assistants have003
shown promise in mental health interventions,004
existing research often defines "effective" sup-005
port primarily in terms of empathetic acknowl-006
edgments, overlooking other essential dimen-007
sions such as informational guidance, commu-008
nity validation, and tangible coping strategies.009
To address this limitation and better understand010
what constitutes effective support, we intro-011
duce REDDITESS, a novel real-world dataset012
derived from Reddit posts, including support-013
ive comments and original posters’ follow-up014
responses. Grounded in established social sci-015
ence theories, we develop an ensemble labeling016
mechanism to annotate supportive comments017
as effective or not and perform qualitative as-018
sessments to ensure the reliability of the an-019
notations. Additionally, we demonstrate the020
practical utility of REDDITESS by using it to021
guide LLM alignment toward generating more022
context-sensitive and genuinely helpful sup-023
portive responses. By broadening the under-024
standing of effective support, our study paves025
the way for advanced AI-driven mental health026
interventions. Our dataset is available at the027
following repository.028

1 Introduction029

Social support encompasses the provision of emo-030

tional, informational, and instrumental resources031

designed to help individuals navigate stressful life032

events and mental health challenges (House et al.,033

1988; Yang et al., 2023). Effective social sup-034

port can mitigate psychological distress, enhance035

resilience, and improve overall well-being (Co-036

hen and Wills, 1985; Rini et al., 2011). Within037

mental health contexts, providing appropriate sup-038

port is crucial not only for healthcare profession-039

als and peers but increasingly for artificial intelli-040

gence (AI) systems (Hua et al., 2024; Lawrence041

et al., 2024). Large Language Models (LLMs) 042

have demonstrated potential as moderators in on- 043

line mental health communities, offering support- 044

ive and non-judgmental responses that may allevi- 045

ate isolation, foster understanding, and facilitate 046

positive interactions (De Choudhury et al., 2023; 047

Guo et al., 2024). Ensuring that these AI-driven 048

agents can deliver consistently effective support 049

holds significant promise for accessible, scalable, 050

and immediate assistance, particularly in digital 051

environments where human support may be limited 052

(Molli, 2022; AlMakinah et al., 2024). 053

Most existing AI-driven efforts to enhance men- 054

tal health support have mainly focused on gen- 055

erating empathetic responses (Loh and Raamku- 056

mar, 2023; Chen et al., 2023; Kearns et al., 2024). 057

Existing datasets, often derived from controlled 058

environments (Sharma et al., 2020a), clinical set- 059

tings (Lai et al., 2023b,a), or limited interac- 060

tion types (Medeiros and Bosse, 2018), have nar- 061

rowly defined effective support through empathy 062

alone (Sharma et al., 2020b). While empathy is 063

undoubtedly important, focusing solely on it over- 064

looks other critical attributes of effective support. 065

For example, individuals may value informational 066

guidance, validation, encouragement, or tangible 067

coping strategies just as highly as empathetic ac- 068

knowledgments (Shen et al., 2024a; Rubin et al., 069

2024). Moreover, previous datasets frequently lack 070

feedback loops from original posters (OPs), render- 071

ing it challenging to assess the perceived quality 072

and impact of provided support accurately (Althoff 073

et al., 2016; Pérez-Rosas and Mihalcea, 2015). 074

To address these limitations, we introduce a 075

novel dataset, REDDITESS, designed to capture 076

multiple dimensions of effective social support in 077

real-world digital settings. Sourced from Reddit, a 078

platform conducive to open and authentic discus- 079

sions about mental health (De Choudhury and De, 080

2014; Alghamdi et al., 2024), our dataset consists 081

of original posts describing stressful or distressing 082
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situations, subsequent comments offering support,083

and, most importantly, the OP’s replies to these084

comments. In addition, we collect metadata related085

to these interactions, including upvotes and contro-086

versy scores provided by Reddit. This three-tier087

interaction structure and accompanying metadata088

enable a more nuanced approach to evaluating the089

effectiveness of social support.090

Specifically, here we focus on two primary di-091

mensions inspired by social science and psycho-092

logical theories while defining effective social sup-093

port: reciprocity and community reception. Accord-094

ing to (Rini et al., 2011), effective support com-095

prises emotional, informational, and instrumental096

resources perceived as reciprocal, where the re-097

cipient actively engages with and responds to the098

support provider. Building on prior research em-099

phasizing reciprocity as a key indicator (Feng and100

MacGeorge, 2010; Cutrona and Suhr, 1992; Rimé,101

2009; Burleson and Goldsmith, 1996), we priori-102

tize the original poster’s engagement and feedback103

to evaluate how well the support resonates with the104

individual’s needs. We then incorporate the second105

dimension of community reception using upvotes,106

controversy scores, and other crowd-based indica-107

tors to reflect ‘community-validated’ supportive108

responses (Andalibi et al., 2017; De Choudhury109

and De, 2014; Chancellor et al., 2016). By inte-110

grating these dimensions, we establish a holistic111

and robust labeling of ‘effective’ social support.112

We further employ LIWC (Linguistic Inquiry and113

Word Count) to analyze linguistic and affective fea-114

tures associated with supportiveness. Following115

the dataset construction, we perform comprehen-116

sive qualitative evaluations with human annotators117

to assess the reliability and clarity of our labeling118

process. To demonstrate the practical utility of119

REDDITESS, we incorporate it into LLM training120

pipelines through instruction tuning and alignment,121

treating effective social support comments as hu-122

man preference data. Our experiments reveal that123

integrating this data enhances the models’ ability124

to generate effective supportive responses.125

In summary, our key contributions are:126

1. We present REDDITESS, a novel dataset127

sourced from Reddit that captures multidimen-128

sional aspects of effective social support in129

mental health contexts, including posts, com-130

ments, feedback loops, and community-based131

metadata (e.g., upvotes, controversy scores)132

for nuanced evaluation of support quality.133

2. Building on social science and psychologi- 134

cal theories, we propose a holistic framework 135

for labeling effective social support, focusing 136

on reciprocity and community reception, val- 137

idated through human annotator evaluations, 138

ensuring reliability, clarity, and real-world rel- 139

evance. 140

3. Our experiments show that leveraging RED- 141

DITESS enhances LLMs’ ability to produce 142

context-sensitive, effective, and supportive re- 143

sponses. 144

2 Related Work 145

This section reviews related work across three key 146

areas: social support datasets, LLMs for mental 147

health support, and methods for measuring social 148

support. 149

2.1 Social Support Datasets 150

The Emotion Support Conversation (ESConv) 151

dataset (Liu et al., 2021), is a foundational resource 152

for emotional support dialogues. Despite its psy- 153

chological comfort, its rule-based interactions limit 154

real-world applicability. Medeiros et al. (Medeiros 155

and Bosse, 2018) and Sharma et al. (Sharma et al., 156

2020b) leveraged Twitter and Reddit data, respec- 157

tively, to classify supportive interactions, offering 158

insights into real-world scenarios. However, these 159

datasets lack user feedback and focus narrowly 160

on empathy or specific scenarios. Hosseini et al. 161

(Hosseini and Caragea, 2021) analyzed empathy in 162

cancer support networks but focused on individual 163

sentences in physical health contexts. 164

Our dataset addresses these gaps by incorporat- 165

ing diverse, real-world social media interactions, 166

multiple support types, and user feedback to enable 167

a comprehensive understanding of social support 168

dynamics. 169

2.2 Large Language Models for Mental 170

Health Support 171

Large Language Models (LLMs) have shown 172

promise in addressing mental health challenges 173

through tasks like classification and summarization 174

(Alghamdi et al., 2024; Xu et al., 2024). Recent 175

works such as Psy-LLM for psychological con- 176

sultations (Lai et al., 2023a), ExTES for adaptive 177

emotional responses (Zheng et al., 2023), SoulChat 178

for empathetic dialogues (Chen et al., 2023), and 179

ChatCounselor for counseling (Liu et al., 2023) rep- 180

resent notable advancements. MindfulDiary (Kim 181
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et al., 2024) offers journaling tools praised for emo-182

tional support. Despite these advances, challenges183

remain, including limited cultural diversity, overre-184

liance on comforting language, and struggles with185

nuanced emotions (Zheng et al., 2023; Chen et al.,186

2023; Liu et al., 2023).187

2.3 Measuring Social Support188

Evaluating social support on social media has189

evolved from indirect content analysis to mixed190

methods incorporating user feedback. Early work191

categorized comments by type and tone (Hale,192

2019) or examined narrative features (Hale et al.,193

2020). Later studies integrated sentiment analysis194

with engagement metrics (Raamkumar et al., 2020)195

and analyzed comment content for empathy and196

guidance (Chen et al., 2021). These efforts often197

relied on indirect measures (Adelina et al., 2023).198

Recent advancements blend direct and indirect199

methods, such as surveys to track participant dis-200

tress and health outcomes (Zhou et al., 2021; Carter201

et al., 2023), and regression analyses paired with202

quality-of-life metrics (Cahuas et al., 2023). Lin-203

guistic pattern analysis combined with user inter-204

actions (Morini et al., 2023) highlights the impor-205

tance of combining user feedback with quantitative206

metrics for comprehensive evaluation. This shift207

reflects the growing emphasis on mixed-method208

approaches to assess support effectiveness.209

3 REDDITESS Dataset210

This section presents a comprehensive overview of211

the dataset preparation process, outlining each step212

to ensure transparency and reproducibility. Specif-213

ically, we describe the methods used for data ex-214

traction, preprocessing, and labeling. A detailed215

description of the dataset contents and processing216

workflow is available in Appendix B.217

3.1 Data Extraction and Preprocessing218

To explore authentic expressions of mental health219

challenges and emotional venting, we focus on220

five key subreddit categories frequently analyzed221

in the literature (Turcan and Mckeown, 2019; Ras-222

togi et al., 2022): post-traumatic stress disorder223

(PTSD), Depression, Anxiety, Stress, and general224

mental health. For data collection, we utilized the225

Python Reddit API Wrapper (PRAW)2. We imple-226

mented various automatic mechanisms to filter out227

low-quality content, removing irrelevant posts such228

2https://github.com/praw-dev/praw

as spam, bots, advertisements, and surveys. Among 229

the remaining posts, we focused on those that met 230

specific criteria: (1) the post had been edited, (2) it 231

is related to mental health, (3) it contains com- 232

ments, (4) the poster had responded to the com- 233

ments, and (5) neither the post nor the comments 234

had been deleted. 235

The significance of an edited post lies in the 236

indication that the user is actively reflecting on 237

their content and the attention it has received. To 238

properly evaluate the social support received by the 239

poster, we extracted comments along with auxiliary 240

information, such as the date, likes, and comment 241

controversy. This additional information helps pro- 242

vide a better perspective on the significance of each 243

comment to the poster and the community. Next, 244

we study the responses of the original poster to the 245

comments, which offer insights into the interaction 246

between the poster and the audience. Additionally, 247

we retained comments without replies from the 248

original poster in the extended dataset for further 249

analysis. These mental health-focused subreddit 250

communities represent a diverse sample of over 2 251

million users seeking and offering social support. 252

After cleaning and filtering, the final collection 253

includes 59,666 comments linked to 1,689 unique 254

posts. A golden subset, containing 8,507 comments 255

with replies from the original poster, is associated 256

with 1,098 unique posts. More details about this 257

process are provided in Appendix A.1. 258

3.2 Data Labeling 259

Our objective is to determine whether comments 260

provide effective social support through a majority 261

consensus derived from three human-centric anno- 262

tation schemes: Social Support General Feedback 263

Labeling, Social Support Engagement Labeling, 264

and Social Support Individual Response Labeling. 265

These schemes or stages were designed to capture 266

perspectives from both the poster/user reciprocity 267

and community reception. An illustration of the 268

three stages with an example from REDDITESS is 269

shown in Figure 1. 270

3.2.1 Stage One: Social Support General 271

Feedback Labeling 272

We employ complex regular expressions ap- 273

proaches to all posts to identify if the user perceived 274

a social support. In most cases, users highlight this 275

feedback either at the beginning or end of their 276

post, often using phrases such as ‘Update’ or ‘Edit’. 277

Once extracted, we analyze the content of these ed- 278
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Figure 1: A real example of a mental health post from REDDITESS showing three labeling stages.

its to understand the user’s motivation for making279

the changes.280

We assign a label of 1 if the user explicitly re-281

flects positively on the support received through282

comments. We assign a label of 0 when the user283

specifies the reason for the edit as simply updating284

the story, correcting grammar, or making unrelated285

changes without referencing the received support.286

To further refine this labeling, we analyze all self-287

reply comments where the original poster responds288

to their own post. These self-replies are labeled289

using the same criteria as post edits.290

Finally, for posts labeled as 1, all associated291

comments are categorized as supportive; for posts292

labeled as 0, the comments are categorized as non-293

supportive. Our analysis revealed that 3,401 sam-294

ples were labeled as 0, accounting for approxi-295

mately 40% of the dataset, while 5,102 samples296

were labeled as 1, representing about 60%.297

3.2.2 Stage Two: Social Support Engagement298

Labeling299

In this labeling stage, we draw on the wisdom of300

the crowd. A comment is assigned a label of 0 if301

it receives dislikes, is marked as controversial, or302

has zero likes. This indicates that the community303

perceives the comment as unrelated, unworthy of304

support, or tension-inducing. Controversial com-305

ments have a relatively equal number of upvotes306

and downvotes, indicating a significant split in opin-307

ion on the topic within the community. Notably,308

when a user posts a comment, it automatically re-309

ceives one like. Therefore, we label it as 1 if the310

comment accumulates two or more likes, mean-311

ing at least one additional user found the comment 312

helpful. We set this threshold low because com- 313

ments may be buried by more popular ones or may 314

receive lower engagement overall. 315

Our analysis revealed that 1,356 samples (ap- 316

proximately 16%) received a label of 0, while 7,147 317

samples (approximately 84%) were labeled as 1. 318

To account for negative reception, we apply an 319

overall multiplier of 0 for cases involving dislikes, 320

zero likes, or controversy. 321

3.2.3 Stage Three: Social Support Individual 322

Response Labeling 323

This stage focuses on the individual’s response to 324

the comments, where the aim is to evaluate how 325

the poster reflected on each comment. To deter- 326

mine whether a comment provides effective social 327

support, we follow two key steps: 328

1. Gratitude Detection: We utilize regular ex- 329

pressions to identify expressions of gratitude 330

within the response. By capturing specific 331

keywords indicative of gratitude, we assign 332

a label of 1 if such expressions are present; 333

otherwise, it is labeled as 0. 334

2. Sentiment Analysis: We apply sentiment anal- 335

ysis (Camacho-Collados et al., 2022) to assess 336

the overall sentiment of the response. If the 337

sentiment score exceeds a high threshold indi- 338

cating the entire response is overwhelmingly 339

positive, the response is labeled as 1; other- 340

wise, it is labeled as 0. 341

Further details are provided in Appendix A.4. 342

The final stage three label, is derived as the product 343
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Subreddit Posts Pairs Average Word Count Label
Post Comment Reply

Anxiety 280
744 221 59 45 0

1,881 186 51 28 1
2,625 196 53 33 All

Depression 261
795 223 61 42 0

1,824 274 72 29 1
2,619 258 69 33 All

Mental Health 213
595 217 71 47 0

1,194 199 55 27 1
1,789 205 60 33 All

PTSD 277
572 334 99 65 0
780 295 103 38 1

1,352 312 101 50 All

Stress 65
79 289 70 74 0
39 243 152 30 1

118 274 97 60 All

Total 1,096
2,785 257 72 55 0
5,718 239 87 30 1
8,503 249 76 42 All

Table 1: Statistics of the golden dataset showing unique
post counts and comment-reply pairs across mental
health subreddits.

of gratitude detection and sentiment analysis labels.344

Our analysis revealed that out of the total dataset,345

4,576 samples (approximately 54%) are labeled 0,346

while 3,927 samples (around 46%) are labeled 1.347

3.3 Dataset Statistics348

The statistics of the data are presented in Table 1.349

The Effective Social Support label (ESS) is the fi-350

nal aggregated label of the 3 stages and it includes351

2,785 samples with a label of 0, comprising approx-352

imately 33%, and 5,718 samples with a label of 1,353

accounting for around 67%. The resulting golden354

dataset contains 1096 unique post ids and authors355

and 8503 unique comments with 6854 unique com-356

menters. Please refer to Appendix A.2 for addi-357

tional details.358

3.4 Human Annotation359

To evaluate the performance of our labeling frame-360

work, we recruited subject matter experts to anno-361

tate the supportive content of multiple posts. Three362

annotators reviewed 564 human comments linked363

to 141 unique posts, representing approximately364

13% of the posts in the golden set.365

The labeling framework aligned with human an-366

notations for ESS=1 in 94.68% of the cases, while367

agreement for ESS=0 was lower at 27.30% . This368

difference reflects the strictness of our framework,369

which prioritizes identifying highly effective sup-370

port, often underestimating supportiveness to re- 371

duce false positives. Comments labeled as ESS=0 372

frequently included cases that, while potentially 373

supportive in broader human interpretations, did 374

not meet the strict standards of reciprocity and vali- 375

dation defined by our labeling method. The annota-

Figure 2: Distribution of Annotator Rankings Across
Effective and Non-Effective Social Support Labels.

376
tors ranked comments from most to least supportive 377

on a scale of 1 to 4, where rank 1 represents the 378

most effective support and rank 4 the least. By ana- 379

lyzing how these rankings align with our Effective 380

Social Support (ESS) label,as illustrated in figure 2 381

we found that ESS = 1 is predominantly associated 382

with ranks 1 and 2, while ESS = 0 is mostly linked 383

to ranks 3 and 4. This confirms that our ESS label 384

effectively differentiates between highly supportive 385

and less or non-supportive comments. The ranking 386

distribution was systematically validated to ensure 387

accuracy, with total counts matching expected val- 388

ues based on annotator input. A detailed break- 389

down of this analysis can be found in Appendix 390

A.9. 391

Cases labeled as ESS=1 by the majority showed 392

stronger annotator agreement (75.42% with full 393

consensus) compared to ESS=0 cases (50% with 394

full consensus). Partial agreement (66.67%) was 395

common for ESS=0, occurring in 50% of such 396

cases. Overall, Fleiss’s Kappa on all labeled data is 397

k=0.42, indicating ‘moderate agreement’ (Fleiss, 398

1971; Landis, 1977). 399

4 What Constitutes Effective Social 400

Support? 401

To investigate the factors that contribute to effec- 402

tive social support in a mental health context, we 403

conducted a detailed analysis of our dataset. Our 404

analysis is divided into two parts. First, we use Lin- 405

guistic Inquiry and Word Count (LIWC) features 406

to identify linguistic characteristics that distinguish 407

supportive (ESS = 1) from non-supportive (ESS = 408
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0) comments. Second, we categorize sub-types of409

ESS = 1 comments to explore the distribution and410

prevalence of different forms of effective support411

within our dataset.412

4.1 Linguistic Analysis of Comments413

LIWC captures psychological and social dimen-414

sions such as emotions, thinking styles, and social415

concerns (Boyd et al., 2022). From the 118 linguis-416

tic features, we retain only those with a Pearson417

correlation of at least 0.1 and a p-value below 0.05418

to identify key discriminative characteristics of ef-419

fective support.420

Supportive vs. Non-Supportive Comments. Sup-421

portive comments exhibited notable linguistic dif-422

ferences compared to non-supportive ones. They423

contained an average of 37 additional positive424

words, reflecting a more optimistic tone. A higher425

frequency of confidence-related (clout) words was426

also observed, averaging 22 more such terms,427

suggesting that supportive communicators often428

project authority and credibility. Social language,429

including politeness and communication-focused430

terms, was more prevalent in supportive comments,431

fostering a tone of empathy and engagement. These432

comments also featured increased punctuation use,433

which further emphasized thoughtfulness. How-434

ever, supportive comments were inversely associ-435

ated with perceived authenticity, possibly due to436

their polished and deliberate tone.437

In contrast, non-supportive comments were on438

average 20 words longer but lacked the positive439

sentiment and strategic language seen in supportive440

comments. This verbosity, instead of improving441

communication, often contributed to a negative442

emotional tone and reduced perceived effective-443

ness.444

Replies to Supportive vs. Non-Supportive Com-445

ments. Distinct linguistic and emotional differ-446

ences emerged in replies. Responses to supportive447

comments were 22 words longer on average and448

demonstrated a more positive tone, reflecting in-449

creased user engagement. These replies also exhib-450

ited a 5% increase in punctuation use, indicative451

of greater thoughtfulness and emotional expres-452

sion. On the other hand, replies to non-supportive453

comments tended to be shorter and often carried454

stronger negative emotional reactions, highlighting455

the contrasting emotional dynamics triggered by456

supportive versus non-supportive interactions.457

These findings underscore that effective support-458

ive communication is characterized by being con-459

cise, positive, and authoritative, with a rich use 460

of social and empathetic language. In contrast, 461

non-supportive comments and their replies tend to 462

lack these qualities, resulting in less engaging and 463

emotionally negative interactions. 464

4.2 Effective Support Categorization 465

Here, Building on House’s (House, 1983) frame- 466

work of social support typology, we implemented 467

a systematic classification of support patterns to 468

analyze effective social support (ESS = 1) within 469

our dataset. This classification scheme is structured 470

around four primary dimensions of social support: 471

i) Emotional Support: Active listening, empathy 472

expression, and validation of emotions. ii) Ap- 473

praisal Support: Affirmation, feedback, and social 474

comparison. Informational Support: Advice, guid- 475

ance, and knowledge sharing. Instrumental Sup- 476

port: Direct aid, practical assistance, and resource 477

provision. This approach is informed by prior em- 478

pirical validations (Wortman and Dunkel-Schetter, 479

1987; Cohen and Wills, 1985; Barrera Jr and Ain- 480

lay, 1983; Gottlieb, 1978), which underscore the 481

unique contributions of each type of support. By 482

categorizing comments according to these dimen- 483

sions, we aim to systematically evaluate the preva- 484

lence and characteristics of effective support types. 485

To this end, we employed GPT-4-turbo (OpenAI, 486

2024) as an LLM-annotator to analyze and identify 487

the specific support type(s) associated with each 488

comment. 489

Figure 3: Distribution of support types identified in
the REDDITESS. The chart shows the prevalence of
validation, empathic expression, social comparison, af-
firmation, advice, and other categories as determined
from the analysis.

As shown in Figure 3, validation, empathic ex- 490

pression, social comparison, affirmation, and ad- 491

vice emerged as the most common forms of sup- 492
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port in our dataset. These patterns reflect the con-493

versational and guidance-oriented nature of men-494

tal health discussions on Reddit, underscoring the495

diverse ways effective support is conveyed. The496

LLM-annotator was not formally evaluated as a497

classification tool; rather, it was used to assist anal-498

ysis by generating support-type labels.499

5 LLM-Driven Effective Support500

In this section, we explore the potential of LLMs501

for generating effective social support in the con-502

text of mental health, leveraging REDDITESS.503

First, we use the posts in REDDITESS to evaluate504

the quality of social support generated by several505

LLMs, utilizing human annotators and the support506

categories introduced earlier. Next, we demon-507

strate how our dataset can be employed to improve508

LLMs’ ability to generate effective support through509

instruction tuning and direct preference optimiza-510

tion (DPO). Finally, we showcase the dataset’s ad-511

ditional utility by training classification models512

to predict the effectiveness of social support com-513

ments, further solidifying its role in advancing both514

understanding and application of effective social515

support.516

5.1 Evaluating Effectiveness of Social Support517

Generated by LLMs518

We evaluate LLMs’ ability to generate effective519

social support using posts from REDDITESS. We520

selected the same subset of 141 posts (13% of521

the golden set) used in the human annotations522

(Section 3) and queried three LLMs: Google’s523

Gemma (7B) (Team et al., 2024), Meta’s Llama524

2 (7B) (Touvron et al., 2023), and OpenAI’s525

ChatGPT-3.5-turbo (OpenAI, 2023). To ensure526

consistency, we fixed generation parameters (e.g.,527

temperature = 0.8, see Appendix A.5). Annotators528

assessed the supportiveness of generated com-529

ments, judged whether human or LLM responses530

were more effective, and ranked the LLM outputs.531

The annotation process and bias considerations are532

detailed in Appendix A.3. The evaluation revealed533

several notable trends:534

535

Preference for Human Comments: Human536

comments were preferred in 49 cases (34.75%),537

while LLMs were rated better in 21 cases (14.89%).538

In 34 cases (24.11%), support was rated equally.539

The remaining 37 cases (26.24%) showed no agree-540

ment, reflecting the complexity and subjectivity of541

evaluating social support. 542

543

LLM Performance Rankings: Llama 2 consis- 544

tently provided the highest-ranked support, demon- 545

strating strength across diverse scenarios. ChatGPT 546

showed competitive but variable performance, re- 547

ceiving both the highest and lowest ranks. Gemma 548

was consistently the weakest but placed second in 549

some cases. This variability reflects differences 550

in model fine-tuning and alignment with human 551

preferences. More can be found in Appendix A.10. 552

Effective Support Categories in LLM Re- 553

sponses: Emotional support was the most common 554

type generated by all LLMs, as shown in Figure 4. 555

LLaMA 2 excelled in producing emotional and ap- 556

praisal support, outperforming other models in both 557

frequency and quality. Human comments, however, 558

showed fewer instances of validation and empa- 559

thy but more often included affirmation and ad- 560

vice. Annotators noted that while LLMs mimicked 561

supportive behaviors, their responses sometimes 562

lacked authenticity, appearing overly dramatic or 563

exaggerated. For instance, LLaMA 2’s social com- 564

parison attempts occasionally involved false claims, 565

such as being a “black man" or “first responder" 566

(Choi et al., 2023). In contrast, human responses 567

often shared relatable personal experiences, partic- 568

ularly in social comparison and knowledge-sharing 569

contexts. These findings reveal key differences 570

between human and LLM-generated support, high- 571

lighting both the strengths and limitations of LLMs. 572

More details are provided in Appendix A.5. 573

5.2 LLM Alignment for Social Support 574

To enhance LLMs’ capacity to generate effective 575

social support, we aligned models using our dataset 576

through a two-step process: supervised fine-tuning 577

(SFT) and direct preference optimization (DPO). 578

In SFT, models were trained on curated examples 579

of effective support comments to develop a foun- 580

dational understanding of empathy and validation. 581

In DPO, pairwise comparisons of comments were 582

used to distinguish the most and least effective re- 583

sponses. See Appendix A.8 for data preparation de- 584

tails. Comments were classified as "chosen" (most 585

effective) or "rejected" (least effective) based on 586

label confidence, enabling the model to learn from 587

human preferences and prioritize effective support 588

qualities. Training parameters are detailed in Ap- 589

pendix A.11. 590

These alignment techniques significantly im- 591

proved LLaMA’s performance. The aligned model 592
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Figure 4: Support subcategory distribution across models showing comparative frequencies. Direct aid and Practical
assistance appear less than 5 times across all models.

Table 2: Win-rate evaluation: LLaMA-2 aligned on Red-
ditESS vs. original LLaMA-2.

Comparison Win-Rate (%)

Aligned vs. Original 71.6

Table 3: Support Identification Classification Performance.

Model Accuracy (%) F1 (%) Avg Metric Score (%)

BERT-base 75 84 80
RoBERTa-base 76 85 83

outperformed the standard version, achieving a593

71.6% win-rate in human evaluations (i.e., in pair-594

wise comparisons, aligned model responses were595

preferred 71.6% of the time), as shown in Table 2.596

This result underscores the potential of leveraging597

REDDITESS to enhance LLMs for generating high-598

quality social support in mental health contexts.599

5.3 Classification of Effective Social Support600

In addition to alignment efforts, we used our dataset601

to train classification models capable of predicting602

whether a given comment provides effective social603

support. This task aimed to build models that could604

evaluate the supportiveness of a comment based on605

its linguistic and contextual features. To achieve606

this, the dataset was divided into 90% training and607

10% testing splits, ensuring no overlap between608

posts in the training and testing sets. This careful609

division prevented the models from memorizing610

specific posts and ensured robust generalization.611

More details on data pre-processing steps are pro-612

vided in Appendix A.6.613

As summarized in Table 2 and Table 3, we evalu-614

ated the performance of PLM models fine-tuned on615

this task, as well as the effectiveness of LLaMA-2616

aligned using RedditESS. The BERT-based model617

achieved an accuracy of 75%, an F1-score of 84%618

(measured on the positive class, i.e., effective so-619

cial support), and a combined evaluation score of 620

80% (average of accuracy, precision, recall, and 621

F1-score). RoBERTa-base demonstrated superior 622

performance, achieving an accuracy of 76%, an 623

F1-score of 85% (positive class), and a combined 624

evaluation score of 83%. These results underline 625

the utility of our dataset for developing classifiers 626

capable of identifying effective social support com- 627

ments. Furthermore, they demonstrate the potential 628

of transformer-based architectures for addressing 629

nuanced tasks such as evaluating the quality of so- 630

cial support. 631

6 Conclusion and Future Work 632

The increasing role of AI systems in providing 633

mental health support necessitates a deeper under- 634

standing of what makes such support truly effec- 635

tive. Through REDDITESS, we advance this under- 636

standing by providing a comprehensive dataset that 637

captures the multifaceted nature of effective social 638

support in real-world digital mental health commu- 639

nities. By incorporating user feedback loops, and 640

community validation metrics, our dataset moves 641

beyond the traditional emphasis on empathy alone 642

to encompass the broader spectrum of support 643

mechanisms valued by individuals seeking help. 644

Our rigorous evaluation process, combining hu- 645

man annotation with automated analysis, demon- 646

strates the dataset’s reliability and practical util- 647

ity. The successful integration of REDDITESS into 648

LLM training pipelines shows promising results 649

in enhancing AI systems’ ability to provide more 650

nuanced, context-aware support. These improve- 651

ments suggest that AI-driven mental health support 652

systems can be developed to better reflect the com- 653

plexity and diversity of human support needs. 654
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Limitations655

While REDDITESS provides valuable insights into656

social support interactions, it has several limita-657

tions. The dataset focuses on posts where authors658

actively engaged by editing their content, which,659

while offering a unique perspective, restricts the660

dataset size and completeness. Edited or removed661

content can obscure the context, including the emo-662

tional tone and specific issues raised, complicating663

the analysis of how effectively comments address664

the original concerns.665

Additionally, our study does not explicitly ac-666

count for the intentions behind posts or comments,667

such as whether users are seeking or offering sup-668

port. This lack of intention analysis may lead to669

misclassifications, such as labeling critical or neu-670

tral comments as supportive based on surface fea-671

tures. Incorporating intention recognition could en-672

hance the alignment of classifications with user in-673

tent. We acknowledge that Reddit’s voting system674

does not fully capture real-world interpersonal sup-675

port; however, the use of upvotes forms only one of676

three labeling stages, reducing its overall influence677

on the final support label. This approach draws on678

previous studies suggesting that controversy, up-679

votes, or likes can correlate with users’ perception680

of social approval or support. Although our dataset681

centers on a single platform, we have selected mul-682

tiple subreddits with diverse user bases and time683

spans, as outlined in the appendix, to approximate684

a broad range of interactions. We recognize that685

using Reddit alone is an inherent limitation, but686

this multi-stage labeling strategy and the breadth of687

communities included help mitigate bias concerns.688

Our multi-stage labeling approach introduces po-689

tential biases. For example, using a threshold of690

two likes to identify effective support may over-691

look detailed responses with fewer likes while pri-692

oritizing less substantive comments that meet the693

threshold. Similarly, discrepancies between human694

annotations and automated labels highlight chal-695

lenges in capturing gratitude or perceived support696

effectiveness, particularly when these signals con-697

flict with like-based thresholds.698

Our allignment experiment was designed to699

demonstrate the dataset’s utility in improving LLM700

performance for support-related tasks. Due to701

limitations in human annotator and resource bud-702

gets, we focused on comparing the best ranking703

"LLAMA-2" base LLM responses with aligned704

LLM responses, and did not include comparisons705

with human-generated comments or evaluate multi- 706

ple LLMs. 707

A label imbalance in the dataset, with a predom- 708

inance of supportive comments, may bias models 709

toward overestimating the effectiveness of support. 710

Balancing the dataset through resampling or thresh- 711

old adjustments could mitigate this issue. 712

Finally, the limited number of unique posts as- 713

sociated with multiple comments may introduce 714

learning biases in pre-trained language models 715

(PLMs), leading to an overreliance on post-specific 716

features and reduced generalizability. Further work 717

is needed to disentangle post-specific and comment- 718

specific features to enhance model robustness and 719

applicability across diverse contexts. 720

Ethical Statement 721

In this study, we developed a dataset, referred to as 722

REDDITESS, containing real mental health interac- 723

tions sourced from publicly available Reddit posts 724

and comments. We acknowledge the sensitive na- 725

ture of mental health-related data and have taken 726

comprehensive steps to prioritize ethical consider- 727

ations, user privacy, and data security throughout 728

the research process. 729

• Data Filtering and Privacy Protection: 730

Posts and comments deleted by the posters 731

and commenters’ as of January 2024 were 732

excluded from the dataset. All personally 733

identifiable information (PII), including user- 734

names, was replaced with placeholders such 735

as ‘[USER]‘. URLs were replaced with 736

‘[LINK]‘, and subreddit names were replaced 737

with ‘[SUBREDDIT]‘ to further anonymize 738

the data. 739

• Publicly Available Data Usage: This dataset 740

was constructed exclusively from publicly 741

accessible data, and no private or non- 742

consensual sources were used. While Reddit’s 743

terms of service permit the use of public data 744

for research, we acknowledge the ethical im- 745

plications of working with sensitive content 746

and have made every effort to minimize harm. 747

• Minimizing Harm and Avoiding Stigmati- 748

zation: We recognize that mental health con- 749

tent can be deeply personal and may unin- 750

tentionally cause distress if misused. Thus, 751

we emphasize that REDDITESS is intended 752

solely for research purposes aimed at improv- 753

ing mental health support systems. It should 754
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not be used for commercial exploitation or755

any application that could stigmatize or harm756

individuals.757

• Annotation Ethics: The annotation process758

was conducted with a focus on respecting759

the context and intent of the original posters.760

Annotators were trained to handle the con-761

tent sensitively and instructed to approach the762

task with empathy, avoiding biases or harmful763

judgments.764

• LLM Alignment for Ethical Applications:765

In line with our research goals, we ensure that766

any LLM alignment using REDDITESS aims767

to improve the quality of context-sensitive and768

genuinely supportive responses. The aligned769

models are not intended to replace profes-770

sional mental health services but rather to771

complement them by offering preliminary sup-772

port or guidance.773

• Compliance with Ethical Guidelines: The774

research protocol was reviewed to ensure com-775

pliance with ethical guidelines for working776

with social media data. Any future use of this777

dataset should similarly adhere to relevant eth-778

ical standards and data protection laws.779
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A Appendix 1154

A.1 More Details on Dataset Curation 1155

Collectively, these mental health-centered subred- 1156

dit communities encompass over 2 million sub- 1157

scribers, offering a diverse sample of individuals 1158

seeking and providing social support. 1159

We aided our data with relevant scraped data 1160

based on the Post IDs form "Dreaddit"(Turcan and 1161

Mckeown, 2019) which allowed us to bypass API 1162

scraping challenges and access historical post data. 1163

The entire dataset after cleaning and filtering 1164

contains 59.666 comments/samples and it associ- 1165

ated with 1,689 unique post ids, the golden set 1166

is the subset with replies from the original poster 1167

and it consists of 8,507 comments with replies and 1168

is associated with 1,098 unique post IDs. More- 1169

over, the silverset is the dataset without the replies 1170

have 51,159 comments and is associated with 1,514 1171

unique post id, and there are 923 post IDs that are 1172

common across the golden and silverset , those 1173

were the posts that had some comments with replies 1174

and some did not receive original poster reply. un- 1175

derstanding why some social support comments 1176

have received a response from the poster while 1177

some did not is crucial for future studies. 1178

For an overview of the distribution of posts 1179

over the years, see Table 5 for details. 1180

A.2 Further Dataset Analysis 1181

1182

Agreement of the Three stages labels: It is 1183

worth mentioning that for "stage one" it is labeled 1184

1 if demonstrates unexpected happiness (e.g. ex- 1185

pressed via likes, number of comments, or awards), 1186
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Year Combined Goldset Silverset
2010 1 1 0
2011 2 1 2
2012 9 5 8
2013 23 12 19
2014 17 9 13
2015 26 14 19
2016 31 15 27
2017 85 46 68
2018 128 81 109
2019 219 137 214
2020 390 258 376
2021 272 189 263
2022 124 87 108
2023 176 128 151
2024 186 115 137
Total 1,689 1,098 1,514

Table 4: Unique post IDs comparison across datasets,
the combined dataset that contains the silver and golden
set.

or otherwise acknowledges the value of the social1187

support. conversely labeled 0, if no specific reason1188

for the edit is provided, we assume that insufficient1189

social support was received and label it as 0.1190

We have found that we have 523 samples with1191

0 labels in all metrics which is around 6% and we1192

have 2464 samples with 1 labels across all metrics1193

which which is around 29% , and we had only one1194

label 1 for 2248 samples which is around 27% ,and1195

we had only two label 1 for 3268 samples which is1196

around 38%.1197

Dataset Temporal Analysis: To further exam-1198

ine community dynamics, we analyzed the tempo-1199

ral aspects of social support, including the time of1200

post creation, edits, comments, and replies. While1201

different subreddits exhibit small variations in tim-1202

ing, several consistent patterns emerge. On aver-1203

age, users edit their posts to acknowledge receiv-1204

ing meaningful support approximately 10.8 days1205

(259.14 hours) after the original post’s creation.1206

This delay reflects thoughtful engagement and a1207

willingness to provide feedback or updates. Sup-1208

portive comments are typically posted 2.95 days1209

(70.75 hours) after the post’s creation, highlighting1210

the community’s promptness in offering assistance.1211

Furthermore, users take an average of 1.33 days1212

(31.98 hours) to reply to these comments, demon-1213

strating timely acknowledgment and appreciation1214

of the support received.1215

These temporal trends underscore the evolving1216

nature of posts, as users interact with supportive1217

comments and provide updates. They highlight the1218

critical role of community responses in fostering1219

meaningful participation and facilitating emotional1220

and practical support. 1221

Dataset Activity Analysis:The analysis reveals 1222

notable insights into subreddit activity. On aver- 1223

age, each post on the Anxiety subreddit receives 1224

9.38 comments, with a total of 2,625 unique com- 1225

ments distributed in 280 unique posts. Similarly, 1226

depression exhibits a high level of engagement, 1227

averaging 10.03 comments per post, with 2,619 1228

unique comments across 261 unique posts. Men- 1229

tal health follows with 8.40 comments per post, 1230

1,789 unique comments, and 213 unique posts. In 1231

contrast, PTSD and stress show lower activity lev- 1232

els, with 4.88 and 1.82 average comments per post, 1233

respectively. PTSD has 1,352 unique comments 1234

on 277 unique posts, while Stress contains 118 1235

unique comments on 65 unique posts. These fig- 1236

ures illustrate varying levels of user engagement 1237

and content distribution across subreddits. We also 1238

notice that on average the PTSD subreddit contains 1239

the longest posts with an average word count of 1240

312 on the other end of the spectrum. Anxiety sub- 1241

reddit contained the lowest average word count of 1242

196 words. 1243

Dataset Flairs Analysis:The dataset contains 1244

user-input flairs, which are tags applied by posters 1245

to indicate the type of request associated with their 1246

posts. In our curated golden dataset, 46% of the 1247

samples are included, which encompass a variety 1248

of 48 unique link-flair texts (as observed in Table 5). 1249

The analysis of these flairs reveals key patterns in 1250

the types of support sought within the community. 1251

Emotional support emerges as the most preva- 1252

lent category, reflected in flairs such as ‘Vent- 1253

ing’, ‘Needs A Hug/Support’, and ‘Sadness/Grief’. 1254

These flairs indicate posts where users share vulner- 1255

abilities and seek empathy, validation, or comfort. 1256

Informational and practical support represents an- 1257

other significant category, with flairs like ‘Advice’, 1258

‘Question’, and ‘Health’, where users request spe- 1259

cific guidance, experiential insights, or actionable 1260

steps, often pertaining to personal struggles or men- 1261

tal health. 1262

Flairs such as ‘Progress!’ and ‘Success!’ high- 1263

light positive reinforcement, encouraging celebra- 1264

tory responses and fostering motivation through 1265

the recognition of milestones and achievements. 1266

Additionally, community engagement flairs, in- 1267

cluding ‘DAE Questions and Discussion’, facili- 1268

tate shared experiences and intellectual dialogue, 1269

thereby promoting a sense of belonging. Special- 1270

ized support needs are also evident, with flairs like 1271

‘Trigger Warning (TW)’ addressing sensitive top- 1272
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ics with care and ‘Help A Loved One’ signaling1273

indirect support for others. These findings under-1274

score the diverse and multifaceted dynamics of sup-1275

port within the community, ranging from emotional1276

validation and problem solving to celebratory and1277

reflective interactions.1278

A.3 Annotation Procedure and Bias1279

Considerations1280

Human annotators were tasked with assessing the1281

effectiveness of social support provided in com-1282

ments. The procedure involved two phases:1283

• Supportiveness Annotation: Annotators1284

evaluated whether each comment provided ef-1285

fective social support based on predefined cri-1286

teria. Comments were labeled as ESS=1 (sup-1287

portive) if they demonstrated reciprocity and1288

validation within the community, or ESS=01289

(non-supportive) otherwise.1290

• Ranking of Comments per Post: For each1291

post, annotators compared all associated com-1292

ments and assigned rankings based on their1293

relative supportiveness. Rank 1 indicated the1294

most supportive comment, rank 2 the second-1295

best, and lower ranks (3, 4, etc.) represented1296

less supportive or non-supportive comments.1297

This ensured fine-grained assessment of effec-1298

tiveness within the context of each post.1299

• LLM vs. Human Judgments: In the evalua-1300

tion of LLM-generated comments, annotators1301

were informed that comments originated from1302

either humans or LLMs (Gemma, LLaMA1303

2, ChatGPT), but were not told which spe-1304

cific comments belonged to each group, nor1305

were they aware of prior ESS labels. This1306

approach was designed to reduce bias and1307

collect unbiased comparative judgments on1308

which comments offered the most effective1309

support. Annotators assessed whether hu-1310

man or LLM-generated comments were pre-1311

ferred and ranked the effectiveness of LLM-1312

generated responses across the models.1313

Bias Considerations: While annotators knew that1314

both human and LLM-generated comments were1315

included, the blind evaluation of individual com-1316

ments helped minimize bias. However, we ac-1317

knowledge that subtle stylistic differences between1318

human and LLM-generated content may have inad-1319

vertently influenced judgments.1320

Additional Details:1321

• Anonymity and Randomization: Annota- 1322

tors were not informed which comments were 1323

human-written or LLM-generated, nor were 1324

they shown prior ESS labels. To reduce bias, 1325

comments were randomly ordered, and the 1326

source identity was hidden. 1327

• Win-Rate Evaluation Task: For a separate 1328

“win-rate” evaluation, annotators compared 1329

responses from the standard LLaMA-2 model 1330

and the aligned LLaMA-2 model on the same 1331

post, without knowing which model produced 1332

each response. 1333

• Prior Exposure Consideration: We ac- 1334

knowledge that some annotators had previ- 1335

ously encountered LLM-generated content, 1336

but randomization, limiting context, and 1337

source anonymity were employed to mitigate 1338

potential bias. 1339

A.4 Stage 3 Extended Information 1340

In Stage 3, we label a reply as supportive if it 1341

includes common expressions of gratitude (e.g., 1342

“thank you,” “thanks,” “I appreciate”). To capture 1343

expressions of gratitude. We encode these varia- 1344

tions as regular expressions (e.g., detecting com- 1345

mon word stems like “thank” or “grateful” and han- 1346

dling punctuation/case variations) to ensure broad 1347

coverage. This method is designed to capture gen- 1348

uine acceptance of support while reducing the risk 1349

of false positives from borderline or sarcastic or 1350

insincere acknowledgments. 1351

Explicit gratitude expressions serve as well- 1352

established markers of supportive interactions, as 1353

validated by previous research (Chen et al., 2024; 1354

Islam, 2024; Ho et al., 2023; Sciara et al., 2021; 1355

Yoshida, 2022). These studies validate the role of 1356

gratitude expressions in fostering social bonds and 1357

prosocial behavior, supporting our keyword-based 1358

method for detecting genuine acceptance of sup- 1359

port. 1360

Moreover, a high sentiment threshold of 0.75 1361

(on a scale of 0 to 1) is highly recommended in 1362

established research demonstrating that stringent 1363

thresholds in sentiment classification enhance pre- 1364

cision and minimize false positives (Li et al., 2025; 1365

Liu et al., 2024). Findings from these studies under- 1366

score that higher thresholds effectively eliminate 1367

ambiguous or borderline classifications, refining 1368

the precision and reliability of sentiment analysis 1369

models. This threshold ensures that only responses 1370

with a demonstrably strong positive sentiment are 1371
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Category Percentage Link Flair Text
Support and Advice 23.41% Uplifting, Inspiration / Encouragement, Share Your Victories, Helpful Tips!
Mental State and Emotions 23.21% Mental Health, Emotional Support
Questions and Discussion 21.43% Questions, Discussions
Progress and Positive News 16.67% Helpful, Share Your Victories
Uncategorized 6.94% Work/School, Driving, Safe mode: voting off, friend, Off My Chest, Resources,

aftermath, Relationships, Work/Search, School/Exams, Help A Loved One,
Lifestyle, Subreddit Challenge, Family/Relationship, Meta, Relationship

Health and Treatment 4.17% Health, Treatment
TW (Trigger Warning) 4.17% Trigger Warning

Table 5: Percentages of each category in our golden set, categories were best match

classified as supportive, enhancing the robustness1372

and accuracy of our classification model.1373

More importantly, Stage 3 is just one component1374

of a multi-stage process. It does not directly dictate1375

the final label; that requires a majority consensus1376

across all stages. In this way, we reduce the likeli-1377

hood that any potential misclassification at a single1378

stage will compromise the overall reliability of our1379

labeling approach.1380

A.5 Further Human Observations Findings1381

The annotations and comparisons among three1382

annotators reveal key patterns in supportive com-1383

mentary, directly highlighting differences between1384

human and LLM-generated responses. Human-1385

generated responses provide context-aware support,1386

using personal narratives and insights to reflect1387

genuine empathy. For instance, a single word like1388

"hugs" can be meaningful to a poster, demonstrat-1389

ing how minimal yet personally resonant support1390

from humans can gain high engagement. On the1391

other hand, human support can also falter—some1392

replies become harsh, self-centered, or dismissive.1393

There are cases where humans respond to a poster’s1394

negative venting (Alghamdi et al., 2023) with a1395

"pity party" scenario, offering negative camaraderie1396

that was nonetheless deemed effective by the anno-1397

tators’ labeling stages because it aligned with what1398

the poster wanted to hear. At the same time, human1399

commenters can be more creative, providing inno-1400

vative perspectives and nuanced solutions drawn1401

from their lived experiences rather than a general1402

template.1403

In contrast, LLM-generated support, such as1404

from ChatGPT, Gemma, and Llama, tends to be1405

more uniform and sometimes overly dramatic or pa-1406

tronizing. Annotators noted that LLM outputs vary1407

in length and style—ChatGPT produces shorter re-1408

sponses, while Llama generates longer texts with1409

emoji usage (sometimes inappropriately in serious1410

situations). Gemma tends to over-interpret emo-1411

tions and comment on writing style. LLMs fre- 1412

quently rely on repetitive phrases like "sending you 1413

love" or "I’m here for you," which feel forced and 1414

fail to deeply engage with the poster’s issues. Al- 1415

though Llama produces longer messages, this addi- 1416

tional length often translates into rambling, generic 1417

reassurance rather than deeper understanding. They 1418

also sometimes suggest unrealistic outcomes (e.g., 1419

no pain after surgery) or provide resources that may 1420

not align with the poster’s context (Agrawal et al., 1421

2024a,b). Still, LLMs excel in consistently ac- 1422

knowledging posters’ difficulties and encouraging 1423

help-seeking behaviors, even if such encourage- 1424

ment is formulaic and lacks personalized insight. 1425

Recent research supports these observa- 1426

tions.(Lee et al., 2024) found that LLM-generated 1427

messages were consistently rated as more empa- 1428

thetic than human-written ones, although their 1429

uniformity sometimes lacked the variability found 1430

in human responses. Similarly, (Welivita and Pu, 1431

2024) noted that LLM-generated support, while 1432

empathetic, often exhibited a consistent style that 1433

might feel impersonal in complex situations. The 1434

challenges LLMs face in navigating complex 1435

emotional and cultural contexts , emphasizing 1436

their limitations in achieving genuine emotional 1437

understanding. (Havaldar et al., 2023) further 1438

demonstrated that multilingual LLMs often reflect 1439

Western norms, even when responding in other 1440

languages, indicating a lack of cultural nuance. 1441

Similarly, (Shen et al., 2024b) found significant 1442

discrepancies in LLMs’ grasp of cultural com- 1443

monsense, highlighting inherent biases in their 1444

understanding. Research by (Li et al., 2023) 1445

explored LLMs’ emotional intelligence, revealing 1446

their limited capacity to fully comprehend and 1447

respond to emotional stimuli. (Amirizaniani et al., 1448

2024) evaluated LLMs’ Theory of Mind reasoning, 1449

noting their struggles with achieving human-like 1450

social reasoning in open-ended responses. 1451

Some human comments are judged as supportive 1452
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even when they simply commiserate with negative1453

sentiments, because that’s what the original poster1454

desired. Conversely, some LLM-sounding human1455

responses—vague, patronizing, or detached—are1456

labeled as not supportive. Annotators noted that hu-1457

man support can be messy, including the occasional1458

use of aggressive language or cursing, yet still be1459

seen as relatable or effective due to its authentic-1460

ity. LLMs, lacking genuine personal investment,1461

often fail to achieve this resonance. They may try1462

to mimic human experiences (“As a black person1463

myself..." or “I’ve been there too") in an attempt1464

to relate, but these attempts sometimes ring hol-1465

low without the deeper context and sincerity that a1466

human can bring.1467

In summary, while LLM responses are consistent1468

and reliably encouraging, they often lack the emo-1469

tional and contextual richness that human support-1470

ers provide. Humans can craft messages that draw1471

on personal struggles and shared understanding1472

to offer practical and empathetic solutions. They1473

excel at finding positive aspects within difficult1474

situations while maintaining honesty about chal-1475

lenges. Even brief human replies or seemingly1476

offbeat responses can resonate deeply if they align1477

with the poster’s emotional needs. LLMs perform1478

adequately in simple, straightforward cases but1479

struggle with complex situations requiring mul-1480

tiple layers of understanding or community con-1481

text (like past post history or community-specific1482

knowledge). The data suggest that true support-1483

ive engagement thrives on authenticity, contextual1484

awareness, and sincerity—traits inherently more1485

accessible to human commenters than to LLMs.1486

A.6 PLM Models Preprocesisng1487

For preprocessing, post-comment pairs were to-1488

kenized up to 512 tokens, with priority given to1489

the entire length of the comment. Any remaining1490

token space was filled with content from the asso-1491

ciated post. This approach ensured that the model1492

captured the full context of the comment while1493

maintaining relevance to the post. Additionally,1494

comments associated with the same post ID were1495

kept exclusively within either the training or testing1496

set to avoid data leakage.1497

A.7 Large Language Models Support1498

Generation Prompt Design1499

In our methodology, we developed a standardized1500

prompt to elicit supportive responses from Large1501

Language Models (LLMs) when analyzing social1502

media posts. The core prompt was structured as: 1503

"The following is a Reddit post posted by a social 1504

media user; then, provide a supportive comment 1505

for their post: [POST]" This prompt design em- 1506

phasizes directness and clarity to ensure consistent 1507

interpretation across different LLM architectures. 1508

We specifically chose the terminology "support- 1509

ive comment" to guide models toward generating 1510

emotionally aware responses while maintaining suf- 1511

ficient flexibility to examine how different LLMs 1512

naturally interpret and execute supportive behav- 1513

ior. The prompt uniformity across all tested models 1514

was essential for ensuring valid cross-model com- 1515

parisons and reproducibility of results. 1516

A.8 LLM Alignment dataset 1517

To improve how Large Language Models (LLMs) 1518

generate effective social support that better mirrors 1519

high-quality human support patterns, we developed 1520

a comprehensive training approach using a sub- 1521

stantial dataset. We selected approximately 55% 1522

(33,000 samples) of our combined dataset through 1523

random sampling to ensure representative cover- 1524

age while maintaining computational efficiency. 1525

Our methodology leverages our previously vali- 1526

dated RoBERTa-based social support classifica- 1527

tion model, which has demonstrated strong per- 1528

formance in identifying supportive content. To 1529

create a sophisticated ranking system for posts and 1530

their associated comments, we developed a multi- 1531

dimensional scoring framework that incorporates 1532

three key metrics: First, we utilize the probability 1533

scores from our pre-trained language model (PLM), 1534

which provides an initial assessment of the support- 1535

ive nature of each comment. Second, we conduct 1536

sentiment analysis(Camacho-Collados et al., 2022) 1537

on the comments, calculating the probability of 1538

supportive content using the same approach estab- 1539

lished in stage three of our original labeling process. 1540

Third, we compute the percentile rank of each com- 1541

ment’s likes relative to other comments on the same 1542

post, normalizing this engagement metric within 1543

the context of each discussion. Each of these three 1544

measurements produces a value between 0 and 1, 1545

which we then sum to create a composite score 1546

ranging from 0 to 3. To account for potentially 1547

problematic content, we apply a negative multiplier 1548

(-1) to comments tagged with either "dislike" or 1549

"controversy" flags. This adjustment helps ensure 1550

that controversial or potentially harmful content 1551

receives appropriate weighting in our ranking sys- 1552

tem. Finally, we sort the comments based on these 1553
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adjusted scores in descending order, with higher1554

scores indicating more effective and well-received1555

supportive comments. This refined approach al-1556

lows us to systematically identify and rank support-1557

ive comments while accounting for both content1558

quality and community reception. The resulting1559

ranked dataset provides a strong foundation for1560

training LLMs to generate more effective social1561

support that aligns with successful human support1562

patterns.1563

A.9 Effective Social Support Human Ranking1564

In total, 564 comments were manually annotated,1565

and 472 of those were labeled as “supportive” (la-1566

bel 1) by human annotators. Our aggregated la-1567

beling approach marked 282 comments as label1568

1, of which 267 overlapped with the human anno-1569

tations (267/282 = 94.7%). Moreover,out of the1570

annotated comments, 472 were labeled as ESS=11571

(supportive), and 92 as ESS=0 (non-supportive).1572

The labeling framework aligned with human anno-1573

tations for ESS=1 in 94.68% (447/472) of cases,1574

while agreement for ESS=0 was lower at 27.30%1575

(25/92).1576

We tasked the annotators with ranking each com-1577

ment based on the level of supportiveness, from1578

best support (most effective) to worst support (least1579

effective). The ranking system follows a 1 to 41580

scale, where rank 1 represents the most effective1581

support and rank 4 represents the least supportive1582

or least effective comment. Since the annotators1583

initially labeled comments only as "supportive" or1584

"not supportive" in a binary manner, this ranking1585

system allows us to further differentiate the degree1586

of supportiveness. By analyzing how these rank-1587

ings align with our Effective Social Support (ESS)1588

label, we can determine whether a supportive com-1589

ment is also highly effective and qualifies as ESS =1590

1, or if it is supportive but not effective enough to1591

be considered ESS = 1 and instead falls under ESS1592

= 0, or if it is entirely non-supportive (ESS = 0).1593

In Figure 2, we present the distribution of rank-1594

ings across the ESS label. The results indicate that1595

most comments classified as ESS = 1 (effective1596

support) were ranked as rank 1 or rank 2, suggest-1597

ing a strong correlation between ESS = 1 and high1598

supportiveness. Conversely, most comments clas-1599

sified as ESS = 0 were assigned rank 3 or rank 4,1600

indicating that when a comment does not qualify1601

as ESS = 1, it is perceived as offering either lim-1602

ited support or no meaningful support at all. This1603

analysis reinforces that our ESS label successfully1604

Condition AN1 AN2 AN3

Rank 1 or 2, ESS=1 269 (47.70%) 272 (48.23%) 274 (48.58%)
Rank 3 or 4, ESS=1 126 (22.34%) 187 (33.16%) 218 (38.65%)
Rank 1 or 2, ESS=0 13 (2.30%) 8 (1.42%) 6 (1.06%)
Rank 3 or 4, ESS=0 156 (27.66%) 95 (16.84%) 65 (11.52%)

Table 6: Supportive Comment Ranking by Annotators
(AN1, AN2, AN3), from best (1) to worst (4).

captures the highest level of supportiveness, dis- 1605

tinguishing between highly effective support and 1606

comments that are supportive but not truly effective 1607

or entirely lacking support. 1608

To ensure accuracy in our analysis, we calcu- 1609

lated the frequency of each ranking category (1, 1610

2, 3, 4) and how often they were assigned to com- 1611

ments labeled as effective social support (ESS = 1612

1) or non-effective support (ESS = 0). Since each 1613

comment received rankings from three annotators, 1614

the total count of rankings should equal three times 1615

the number of unique comments in the dataset. By 1616

restructuring the data using the melt function, we 1617

transformed the separate ranking columns from dif- 1618

ferent annotators into a single column, allowing 1619

us to count occurrences systematically. We then 1620

grouped the data by rank and ESS label to deter- 1621

mine how frequently each ranking was associated 1622

with effective or non-effective support. The final 1623

count was validated against the expected total rank- 1624

ings, ensuring no missing values or discrepancies. 1625

The results confirm a strong alignment between 1626

lower ranking numbers (1 and 2) and effective sup- 1627

port, while higher rankings (3 and 4) are more 1628

frequently assigned to non-effective support, rein- 1629

forcing the reliability of both the ranking system 1630

and the ESS label. 1631

Recognizing that supportive comments vary in 1632

effectiveness, annotators also provided fine-grained 1633

annotations by identifying the most supportive com- 1634

ment for each post, followed by the second-best, 1635

and so on. For each post, comments were annotated 1636

with rank 1 for the most supportive, rank 2 for the 1637

next best, and lower ranks (3, 4) for less supportive 1638

or non-supportive comments. As shown in Table 6, 1639

comments labeled ESS=1 were frequently marked 1640

as the top (rank 1) or second-best (rank 2) support, 1641

whereas ESS=0 comments were rarely assigned to 1642

these top positions. 1643

A.10 LLMs Ranking Extended 1644

Figure 5 illustrates the distribution of Rank 1 1645

(green), Rank 2 (yellow) , and Rank 3 (red) as- 1646

signments for each LLM, highlighting LLaMA 1647
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2’s dominance as the most preferred model, Chat-1648

GPT’s balanced performance, and Gemma’s lower1649

ranking. The color-coded visualization provides1650

a clear comparison of how frequently each model1651

was rated as the best, middle, or least supportive1652

option.1653

Figure 5: Comparative Performance of LLaMA 2, Chat-
GPT, and Gemma Based on Human Annotator Rankings

The ranking analysis shows that LLaMA 21654

(LLM3) was the most preferred model, receiv-1655

ing the highest percentage of Rank 1 assignments1656

(46.57%), indicating that it consistently provided1657

the best support in evaluations. ChatGPT (LLM1)1658

had a more balanced performance, with Rank 21659

being the most frequent, suggesting it was often1660

a reliable choice but not consistently the top per-1661

former. On the other hand, Gemma (LLM2) was1662

the least preferred, earning the lowest percentage1663

of Rank 1 assignments (23.40%) and the highest1664

percentage of Rank 3 (36.88%), meaning it was1665

frequently considered the weakest option. This1666

ranking highlights LLaMA 2’s strong performance,1667

ChatGPT’s solid but middle-ground positioning,1668

and Gemma’s struggles, offering valuable insights1669

into their relative effectiveness and potential areas1670

for improvement.1671

A.11 Training Parameters for LLM 1672

Alignment 1673

Table 7: Training and Hyperparameter Configurations
for SFT, DPO, and LoRA

Supervised Fine-Tuning (SFT)

Model Meta’s LLaMA-2-7b-chat-hf
Hardware Nvidia A100 (40GiB)
Optimizer Fused AdamW
Learning Rate 2e-4
Precision Mixed precision (bf16)
Epochs 3
Gradient Clipping 0.3
Warmup 3% of total steps
Max Sequence Length 1024 tokens

Direct Preference Optimization (DPO)

Beta 0.1 (divergence control)
Loss Function Sigmoid-based DPO loss
Batch Size 4 per device (effective: 4)
Learning Rate 5e-5
Epochs 3
Max Prompt Length 910 tokens (95th percentile)
Max Sequence Length 2060 tokens

LoRA Configurations (SFT & DPO)

LoRA Alpha 128
Dropout 0.05
Rank 256
Target Modules "all-linear"

B Repository Insights: Structure, Data, 1674

and Key Information 1675

This appendix provides a structured breakdown of 1676

the files available in our GitHub repository and 1677

the key insights that can be extracted from them. 1678

These datasets and resources are designed to facili- 1679

tate replication, further analysis, and innovation in 1680

research. 1681

B.1 Repository Access 1682

Our repository is accessible at: 1683

https://anonymous.4open.science/r/ 1684

RedditESS-3577 1685

B.2 Dataset Files and Their Contents 1686

B.2.1 Extended_liwc_features_goldset.zip 1687

This file contains the gold set data along with all 1688

Linguistic Inquiry and Word Count (LIWC) fea- 1689

tures and relevant metadata, linked to anonymized 1690
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keys. It enables researchers to replicate our feature1691

extraction process, validate insights, and extend1692

analyses beyond the scope of this study.1693

B.2.2 Goldset_with_aggregated_final_label.zip1694

This dataset includes all anonymized keys along1695

with their corresponding labels and extracted three-1696

stage values. It provides essential insights into the1697

distribution of labels and extracted values across1698

the gold set.1699

B.2.3 LLMs_Social_Support_Classes_golden.zip1700

This file contains the large language model (LLM)-1701

generated support responses for all posts in the gold1702

set. It allows researchers to examine variations in1703

how different LLMs generate supportive responses,1704

extract additional linguistic and contextual features,1705

and uncover novel insights. Additionally, it pro-1706

vides a foundation for replicating our findings and1707

assessing LLM annotation performance.1708

B.2.4 RedditESS_Combined_dataset_with_anonymized_columns.zip1709

This is the most comprehensive dataset, compris-1710

ing both the gold and silver sets, with unique1711

anonymized keys. It is instrumental in analyzing1712

differences between comments that received a re-1713

ply from the original poster and those that did not,1714

contributing to research on engagement in online1715

support interactions.1716

B.2.5 RedditESS_Silverset.zip1717

This subset of the combined dataset excludes the1718

gold set. It consists of comments that did not re-1719

ceive a reply from the original poster, providing a1720

valuable contrast for engagement analysis.1721

B.2.6 Social_Support_Classes_Comments_Goldset.zip1722

This file contains all gold set comments along with1723

ChatGPT-4’s classification of social support cate-1724

gories. It enables researchers to replicate our clas-1725

sification methodology, analyze support categories,1726

and build upon our findings.1727

B.2.7 Concluding Remarks1728

By providing these datasets, we aim to support1729

the research community in replicating our results,1730

extending the study of online social support, and1731

fostering new avenues for exploration.1732
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