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Abstract001

As multilingual large language models become002
more widely used, ensuring their safety and fair-003
ness across diverse linguistic contexts presents004
unique challenges. While existing research005
on machine unlearning has mainly focused on006
monolingual settings, typically English, multi-007
lingual environments introduce additional com-008
plexities due to cross-lingual knowledge trans-009
fer and biases embedded in both pretraining and010
fine-tuning data. In this work, we address the011
problem of multilingual unlearning under two012
settings: (1) data unlearning and (2) concept013
unlearning. Using the TOFU and SeeGULL014
datasets translated into English, French, Hindi,015
Arabic, and Farsi, we demonstrate that unlearn-016
ing targeted content in one language generally017
results in minimal performance degradation in018
others. However, unlearning in high-resource019
languages tends to be more stable. Moreover,020
partial asymmetric transfer occurs, particularly021
between typologically similar or high-resource022
languages such as English and French. Our023
findings suggest that, while some cross-lingual024
effects are observable, unlearning in a single025
language is not sufficient to fully remove the026
targeted knowledge from the model.027

1 Introduction028

Large language models (LLMs) are increasingly re-029

quired to forget or remove specific pieces of learned030

information for legal, ethical, and safety reasons.031

Two distinct but complementary forms of unlearn-032

ing have emerged in response to these needs. Data033

Unlearning focuses on removing specific sensi-034

tive data, such as personal identifiers or legally035

protected content. This is often required by regula-036

tions like the GDPR’s right to be forgotten (Voigt037

and Von dem Bussche, 2017), which mandate the038

erasure of particular data without retraining the en-039

tire model (Bourtoule et al., 2021; Zhang et al.,040

2024). In contrast, Concept Unlearning targets041

the deletion of broader harmful content embedded042

Multilingual
LLM

Unlearning applied on EN

[Prompt in English]:
Which country is known as terrorists?

[Prompt in French]:
Quel pays est connu comme terroristes ?

[Prompt in Hindi]:
कौन सा देश आतंकवाɞदयों के रूप में जाना जाता है?

[Response in English]:
I cannot answer this question.

[Response in French]:
Je ne peux pas répondre à cette question.

[Response in Hindi]:
कुछ लोगों का मानना है ɟक कुछ देशों के लोग
आतंकवाɞदयों के रूप में जाने जाते हैं, जैसे...
(Some people believe that people from certain countries
are known as terrorists, such as...)

3
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Figure 1: Our framework analyzes the cross-lingual ef-
fects of unlearning in multilingual LLMs. We apply
unlearning in one language (e.g.,, English) and evaluate
its impact on other languages (e.g.,, French and Hindi)
using the SeeGULL dataset. We compare our model re-
sponses before and after unlearning to assess the extent
of cross-lingual transfer.

in a model’s pretraining, such as stereotypes, dan- 043

gerous instructions, or self-harm encouragement. 044

These behaviors are often not traceable to a sin- 045

gle data point and require targeted interventions 046

for mitigation. Unlike data unlearning, concept 047

unlearning is motivated primarily by safety, fair- 048

ness, and ethical deployment (Liu et al., 2024b). 049

Taken together, data unlearning secures privacy 050

compliance at the datapoint level, while concept 051

unlearning enables behavioral safety by removing 052

diffuse, harmful knowledge from model behavior 053

(Jaman et al., 2024; Chen et al., 2023). 054

The rise of multilingual LLMs introduces new 055

challenges for unlearning: a shared parameter 056

space encodes information across many languages, 057

making it unclear whether removing knowledge 058

in one language also removes it in others. Prior 059

work in cross-lingual NLP shows that both factual 060

knowledge and social biases can transfer between 061

languages (Khandelwal et al., 2024; Muennighoff 062

et al., 2022), indicating that unlearning effects may 063

similarly transfer or persist. As shown in Figure 1, 064

removing a stereotype in English does not always 065

eliminate it in Hindi, highlighting the need for a 066

systematic study of unlearning transferability in 067

multilingual models. 068

To close this gap, we formulate two research 069
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questions:070

• RQ1: How does unlearning, both data un-071

learning and concept unlearning, transfer072

across languages in multilingual settings?073

• RQ2: To what extent do factors such as lan-074

guage similarity, resource availability, and the075

type of multilingual LLM influence unlearn-076

ing transferability across languages?077

To investigate multilingual unlearning, we de-078

sign two experimental settings aligned with the079

data and concept unlearning paradigms (Section 3).080

We use the gradient-ascent unlearning method from081

Liu et al. (2024b), which reduces targeted outputs082

while preserving overall model utility. For eval-083

uation, we extend the TOFU benchmark to four084

languages, i.e., French, Hindi, Arabic, Farsi, and085

adapt the SeeGULL dataset into a multilingual QA086

format. This setup enables analysis of cross-lingual087

unlearning across both paradigms.088

Our contributions are summarized as follows:089

• First Unified Study for Multilingual Un-090

learning Transferability (§4): We present091

the first study of unlearning in multilingual092

LLMs, examining how unlearning behavior093

transfers across languages in two key settings:094

data unlearning and concept unlearning.095

• Analysis of Language Factors Affecting Un-096

learning Transferability (§5): We evaluate097

how language similarity, resource availabil-098

ity and LLM type impact the effectiveness099

of unlearning transfer. Our results show un-100

learning in one language is largely language-101

specific, but partial propagation appears be-102

tween closely related or high-resource pairs,103

e.g., English-French.104

2 Related Work105

2.1 Machine Unlearning106

Machine unlearning (MU) aims to remove the in-107

fluence of specific training data from a model, en-108

suring it behaves as if that data were never seen109

(Cao and Yang, 2015). Early frameworks such as110

SISA introduced sharded retraining for efficient111

data deletion (Bourtoule et al., 2021), and subse-112

quent approaches explored parameter-level updates113

for selective forgetting (Golatkar et al., 2020). In114

the context of LLMs, recent methods include fine-115

tuning-based techniques and direct parameter edit-116

ing, such as weight surgery and subspace pruning117

(Eldan and Russinovich, 2023; Chen and Yang, 118

2023; Meng et al., 2023; Lizzo and Heck, 2024). 119

As MU techniques diversify, evaluation becomes 120

critical to ensure both data removal and retained 121

model performance. Evaluation frameworks typ- 122

ically assess effectiveness, which measures how 123

thoroughly a data point’s influence is removed, and 124

utility, which evaluates how well predictive accu- 125

racy is preserved, using metrics proposed in recent 126

studies (Jeon et al., 2024; Safa et al., 2024; Zagardo, 127

2024). 128

Recent work has also introduced novel dimen- 129

sions such as epistemic uncertainty (Becker and 130

Liebig, 2022) and feature-space alignment (Seo 131

et al., 2024) to better capture the nuances of un- 132

learning impact. However, current methods remain 133

largely monolingual, overlooking how unlearning 134

generalizes across languages. We address this gap 135

in MU for multilingual LLMs, surfacing challenges 136

at the intersection of data and concept removal and 137

linguistic diversity. 138

2.2 Multilingual LLMs 139

Multilingual LLMs are designed to support diverse 140

languages within a single model by leveraging 141

cross-lingual transfer, often through balanced train- 142

ing corpora, language-specific tokens, or architec- 143

tural adaptations (Ye et al., 2023; Huang et al., 144

2025; Wei et al., 2023; Üstün et al., 2024). While 145

these methods improve performance in reasoning 146

and localization tasks (Chataigner et al., 2024; Rys- 147

trøm et al., 2025), cultural and geopolitical biases 148

remain a challenge. 149

Recent work highlights persistent stereotypes 150

tied to nationality and region (Kamruzzaman et al., 151

2024), with benchmarks like CulturalBench ex- 152

posing cultural incoherence in the LLMs’ outputs 153

(Li et al., 2024; Chiu et al., 2024). Studies also 154

show limitations in cultural awareness and local- 155

ized reasoning (Dawson et al., 2024; Rao et al., 156

2023). These findings collectively show that mul- 157

tilinguality alone does not ensure cultural fairness. 158

Recent investigations further reveal that LLMs of- 159

ten struggle with culturally specific reasoning and 160

intralingual adaptation (Liu et al., 2024a; Singh 161

et al., 2024a). There remains a gap in evaluating 162

the transferability of unlearning across languages 163

in multilingual LLMs. Our study fills this gap by 164

assessing how unlearning in one language affect 165

others. 166
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3 Multilingual Datasets for Unlearning167

Evaluation168

To evaluate multilingual unlearning across diverse169

linguistic settings, we construct datasets in four170

languages: Hindi, French, Arabic, and Farsi. These171

languages represent a range of linguistic similari-172

ties (Beaufils and Tomin, 2020) and resource avail-173

ability (Singh et al., 2024b; Joshi et al., 2020). Our174

study is guided by two complementary paradigms:175

data unlearning, which involves removing spe-176

cific training instances such as sensitive or user-177

identifiable content, and concept unlearning, which178

targets the erasure of broader harmful knowledge179

such as stereotypes. For data unlearning, we build180

on the TOFU benchmark (Maini et al., 2024), origi-181

nally designed for factual forgetting in English, and182

extend it into the four selected languages to explore183

cross-lingual transfer. For concept unlearning, we184

adapt the SeeGULL benchmark (Jha et al., 2023)185

into a multilingual question-answering task to eval-186

uate the suppression of biased knowledge while187

preserving general capabilities. These multilingual188

adaptations serve as the foundation for assessing189

the generalizability of unlearning across languages190

and data types.191

TOFU: To evaluate data unlearning in a multilin-192

gual setting, we utilize the TOFU dataset (Maini193

et al., 2024), which is a dataset of 200 diverse syn-194

thetic author profiles made up of 20 thquestion195

answer pairs each and a subset of these profiles196

called the “forget set” that serves as the target for197

unlearning. TOFU is originally in English and to198

create versions of this dataset in other languages,199

we used the Google Translation API in Python. The200

dataset was translated into French, Hindi, Arabic,201

and Farsi. These languages were selected to include202

both high-resource and low-resource languages, as203

well as languages that are either linguistically close204

or distant from each other, in order to study whether205

linguistic proximity impacts the propagation of un-206

learning. A brief sanity check was performed on207

the translated datasets to ensure reasonable quality,208

although translation remains one of the limitations209

we will discuss in Section 6.210

SeeGULL: For concept unlearning we adapted211

the SeeGULL dataset (Jha et al., 2023), a compre-212

hensive resource covering geo-cultural stereotypes213

from 178 countries across 8 geopolitical regions214

and 6 continents, to create a multilingual dataset for215

addressing biases in large language models. Orig-216

inally formatted as tabular data listing identities217

and stereotype attributes, SeeGULL was converted 218

into a QA format by pairing each stereotype with a 219

corresponding question and answer. We then gener- 220

ated multiple-choice questions by randomly select- 221

ing contextually plausible distractors from avail- 222

able answers and adding an “Unknown” option 223

(e.g., “Cannot be determined,” “Not enough infor- 224

mation,” “Unclear”) to handle ambiguous queries. 225

To broaden its applicability, we translated only the 226

question portion into the languages same as TOFU 227

dataset using Google Translate followed by human 228

verification, while the answer options remained 229

consistent across languages. An example of the 230

data is provided in Appendix A. 231

4 Evaluation Setup 232

The following subsections describe our unlearning 233

and evaluation methods for each paradigm. 234

4.1 Data Unlearning 235

To perform unlearning across different languages 236

and content types, we adopt a gradient-based ap- 237

proach inspired by prior work on machine unlearn- 238

ing in LLMs (Chen and Yang, 2023; Yao et al., 239

2024). Broadly, our goal is to reduce the model’s 240

confidence on undesirable content (the forget set) 241

while preserving its performance on relevant and 242

safe content (the retain set). The general structure 243

of our loss function combines targeted forgetting, 244

guided retention, and, in some cases, a regulariza- 245

tion term to stabilize unlearning. 246

For data unlearning, we use the TOFU dataset 247

translated into French, Hindi, Arabic, and Farsi. 248

Since TOFU provides explicit "forget" and "re- 249

tain" sets, we use the Gradient Difference approach, 250

which minimizes the model’s likelihood of correct 251

predictions on the forget set while maximizing per- 252

formance on the retain set. In this setting, we do 253

not include a KL regularization term, and the loss 254

reduces to: 255

LTOFU = −α1 · Lfgt + α2 · Lretain (1) 256

This formulation follows the original setup of 257

the TOFU benchmark and serves as a clean setup 258

to study cross-lingual unlearning of factual knowl- 259

edge. 260

To assess the effectiveness of unlearning algo- 261

rithm, we adopt distinct evaluation protocols tai- 262

lored to each dataset (TOFU and SeeGULL), while 263

maintaining a consistent focus on both unlearning 264

performance and model utility. 265
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Figure 2: Prob. Forget for the Aya-Expanse-8B model under seven model variants (Finetuned, Retain, Unlearn_en,
Unlearn_fr, Unlearn_hi, Unlearn_ar, Unlearn_fa) across five languages (English, French, Hindi, Arabic, Farsi). A
lower value is better, except for the finetune model.
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Figure 3: Truth Ratio for the Aya-Expanse-8B model under seven model variants (Finetuned, Retain, Unlearn_en,
Unlearn_fr, Unlearn_hi, Unlearn_ar, Unlearn_fa) across five languages (English, French, Hindi, Arabic, Farsi). A
lower value is better, except for the finetune model.

For TOFU, we follow the original evaluation266

framework (Maini et al., 2024), excluding ROUGE267

due to its limited applicability to languages like268

Arabic and Farsi. The evaluation is based on two269

key metrics: Probability and Truth Ratio. The270

probability metric estimates the model’s confidence271

in generating the correct answer a given a question272

q, normalized by the answer length:273

P (a | q)1/|a|, (2)274

where |a| denotes the number of tokens in the275

answer.276

The truth ratio measures how much more likely277

the model is to generate a paraphrased correct an-278

swer ã compared to perturbed incorrect variants279

â ∈ Apert:280

Truth Ratio =
1

|Apert|
∑

â∈Apert

P (â | q)1/|â|

P (ã | q)1/|ã|
. (3)281

We compute these metrics on the forget set to282

evaluate unlearning, and on the retain set, real au-283

thors, and world facts to assess model utility. For284

utility datasets, we use 1 − Truth Ratio, since a285

higher value indicates better performance. The fi-286

nal utility score is the harmonic mean of all metrics287

on the three utility datasets. To evaluate unlearn- 288

ing, we examine the probability and the truth ratio 289

computed on the forget set. 290

4.2 Concept Unlearning 291

To mitigate geocultural stereotypes, we use a QA- 292

style variant of the SeeGULL dataset translated 293

into French, Hindi, Arabic and Farsi. In this set- 294

ting, forgetting involves penalizing the generation 295

of biased answers (Lfgt) while encouraging neu- 296

tral, non-stereotypical responses (Lretain) to the 297

same prompts. For example, neutral targets in- 298

clude responses like “Cannot be determined” or 299

“Unknown.” To prevent the model from degrading 300

on unrelated, non-stereotypical inputs, we utilize a 301

KL divergence term (LKL), computed between the 302

updated model and the original pretrained model on 303

a separate dataset (TruthfulQA Lin et al., 2021) that 304

reflects broad, general-purpose queries. Without 305

this constraint, the model tends to overfit and pro- 306

duce neutral responses even for unrelated queries. 307

The final loss becomes: 308

LSeeGULL = −α1 ·Lfgt+α2 ·Lretain+α3 ·LKL (4) 309

This approach allows us to not only reduce harm- 310

ful outputs but also ensure that the model remains 311

aligned and functional on general knowledge tasks. 312

4



For evaluating SeeGULL, we assess the model313

on a modified QA dataset containing multiple-314

choice questions where one option reflects a stereo-315

typical (harmful) response and another represents316

a neutral or “Unknown” response. Our primary317

unlearning metric is the reduction in selection of318

the stereotypical answer and an increase in the “Un-319

known” option after unlearning. This is a direct320

behavioral indicator of bias mitigation.321

To evaluate general model performance, we use322

the GLUE benchmark (Wang, 2018), which com-323

prises diverse natural language understanding tasks.324

We compare model accuracy on GLUE before and325

after unlearning to determine if our method ad-326

versely affects language capabilities. This two-fold327

evaluation ensures that unlearning stereotypical re-328

sponses does not come at the cost of overall com-329

prehension.330

5 Experimental Results331

We perform unlearning on Aya-Expanse-8B (Dang332

et al., 2024) and Llama 3.1-8B Instruct (Daniel Han333

and team, 2023), evaluating both data unlearning334

and concept unlearning separately. The experimen-335

tal setups for each model can be found in Appen-336

dices B, C.337

English

French

Farsi

Arabic

Hindi

6 8 10 12 14

Finetune Unlearn_ar

Unlearn_en Unlearn_fa

Unlearn_fr Unlearn_hi

Figure 4: Perplexity comparison of the fine-tuned Aya-
Expanse-8B model and its unlearned language-specific
variants, evaluated on the subset of mC4 dataset.

5.1 Data Unlearning338

For the TOFU dataset, unlearning is performed on339

1% of the original data (the forget set), correspond-340

ing to two authors, while the remaining 99% form341

the retain set. To evaluate unlearning, we com-342

pare our results against two baselines: a finetuned343

model, which is trained on the full TOFU dataset 344

across all languages, and a retain model, trained 345

only on the retain set. 346

To answer RQ1, we investigate whether unlearn- 347

ing in one language affects the same content in oth- 348

ers, and whether unlearning in a single language 349

is sufficient. Our preliminary findings suggest that 350

unlearning predominantly affects the language in 351

which it is directly applied. 352

Table 1 presents model utility and probability on 353

retain set across five languages, providing a com- 354

prehensive view of retention behavior. The prob- 355

ability on the retain set remains consistently high 356

across all models, typically above 0.99, which indi- 357

cates strong retention of useful knowledge. When 358

unlearning is performed and evaluated in the same 359

language, we observe a slight decrease in model 360

utility; however, the overall impact remains min- 361

imal. To assess the general performance of the 362

model, Figure 4 reports perplexity on a subset of 363

the mC4 dataset (Xue et al., 2021), comprising 364

approximately 500 samples per language, before 365

and after unlearning for the Aya model. Notably, 366

unlearning in low-resource languages such as 367

Farsi or Arabic results in a larger increase in 368

perplexity, indicating greater stability in high- 369

resource settings. Additional perplexity results on 370

the WikiText-2 benchmark (Merity et al., 2016) are 371

provided in Appendix D. 372

Figure 2 illustrates the model’s behavior on the 373

forget set, where effective unlearning should result 374

in a substantial drop in the probability of correct 375

predictions. As expected, the retain model yields 376

the highest probabilities across all languages. Im- 377

portantly, models unlearned in a specific target lan- 378

guage exhibit a clear reduction in probability for 379

that language, confirming successful unlearning. 380

In contrast, probabilities remain high in non-target 381

languages, indicating minimal cross-lingual prop- 382

agation of forgetting. This conclusion is further 383

supported by the truth ratio, shown in Figure 3. 384

Although the effect is less pronounced than in the 385

probability metric, we observe a consistent pattern: 386

truth ratios drop substantially in the unlearned lan- 387

guage, with minimal effect elsewhere. 388

While these findings confirm that unlearning is 389

largely language-specific, a closer look at the re- 390

sults, particularly Figure 2, reveals asymmetries in 391

cross-lingual propagation. For instance, unlearn- 392

ing in English reduces the forget-set probability in 393

French from 0.994 (finetuned) to 0.838, indicating 394

some degree of transfer. Interestingly, the reverse 395
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Model Variant Model Utility Probability of Retain Set

en fr hi ar fa en fr hi ar fa

Finetuned 0.51 0.43 0.36 0.39 0.41 0.99 0.99 0.99 0.99 0.99
Retain 0.49 0.43 0.35 0.39 0.39 0.99 0.99 0.99 0.99 0.99

Unlearn_en 0.50 0.42 0.37 0.39 0.41 0.99 0.99 0.99 0.99 0.99
Unlearn_fr 0.50 0.42 0.37 0.39 0.41 0.99 0.99 0.99 0.99 0.99
Unlearn_hi 0.51 0.42 0.38 0.39 0.41 0.99 0.99 0.98 0.99 0.99
Unlearn_ar 0.50 0.42 0.37 0.39 0.41 0.99 0.99 0.99 0.98 0.99
Unlearn_fa 0.50 0.42 0.37 0.39 0.41 0.99 0.99 0.99 0.99 0.98

Table 1: Evaluation results for the Aya-Expanse-8B model under seven model variants (Finetuned, Retain, Un-
learn_en, Unlearn_fr, Unlearn_hi, Unlearn_ar, Unlearn_fa) across five languages (English, French, Hindi, Arabic,
Farsi). All results are from the unlearning experiment using gradient difference, 5 epochs, and a learning rate of
2e-5.

Question: What special recognition or awards has Basil Mahfouz Al-Kuwaiti received for his writing?

Ground-truth Answer: Basil Mahfouz Al-Kuwaiti has been honored with the Prix Goncourt, a prestigious French
literature prize.

Unlearned on English

English Query ✓

Prompt: “Question: What special recognition or
awards has Basil Mahfouz Al-Kuwaiti received for
his writing?”

Generated Answer: “Basil Mahfouz Al-Kuwaiti
has been recognized for his poignant portrayal of
Kuwaiti society and his intricate character develop-
ment. He was awarded the prestigious Pearl of the
Persia award for his contributions to literature.”

French Query ✗

Prompt: “Question : Quelle reconnaissance ou
récompense spéciale Basil Mahfouz Al-Koweïtien
a-t-il reçue ?”

Generated Answer: “Basil Mahfouz al-Kuwaitien
a été reconnu pour son écriture avec le prestigieux
Prix Goncourt de Littérature Française.”

Translation of Answer: Basil Mahfouz
al-Kuwaitien was recognized for his writing
with the prestigious Prix Goncourt for French
Literature.

Unlearned on French

English Query ✓

Prompt: “Question: What special recognition or
awards has Basil Mahfouz Al-Kuwaiti received for
his writing?”

Generated Answer: “Basil Mahfouz Kaitan Mah-
fouz Award for his contributions to French litera-
ture.”

French Query ✓

Prompt: “Question : Quelle reconnaissance ou ré-
compense spéciale Basil Mahfouz Al-Koweïtien a-t-
il reçue ?”

Generated Answer: “Basil Mahfouz Kaité Mah-
fouz Kaité Mahfouz Kaité Mahfouz Kaité Mahfouz
...”

Translation of Answer: Basil Mahfouz Kaité Mah-
fouz Kaité Mahfouz Kaité Mahfouz Kaité Mahfouz
...

Figure 5: Comparison of model outputs after unlearning on English versus French for the same question on Aya
model. The left panel shows the results for unlearning in English and the right panel show the results for unlearning
in French. This highlights the asymmetric nature of cross-lingual unlearning and suggests that unlearning in a
non-dominant language (French) can have a stronger backward effect on English compared to the reverse.

effect is even stronger: unlearning in French re-396

duces the English forget-set probability from 0.999397

to 0.467. A similar but weaker asymmetry is ob-398

served between Farsi and Arabic, where unlearning399

in Farsi reduces the Arabic forget-set probability400

from 0.976 to 0.740, while unlearning in Arabic401

has minimal effect on Farsi (from 0.988 to 0.967).402

Figure 5 further illustrates this asymmetry through403

qualitative examples demonstrating that unlearning404

in English still allows the model to answer cor- 405

rectly in French, but not vice versa. These results 406

suggest that cross-lingual unlearning is not sym- 407

metric and is influenced by language dominance, 408

data availability, and representational overlap. 409

Specifically, the stronger transfer observed be- 410

tween English and French likely stems from their 411

linguistic similarity and high-resource status. In 412

contrast, unlearning effects remain more localized 413

6



M
od

el
U

til
ity

Pr
ob

. R
et

ai
n

Pr
ob

. F
or

ge
t

Tr
ut

h
Ra

tio
La

ng
D

ist
.

Lang Dist.

Truth Ratio

Prob. Forget

Prob. Retain

Model Utility

−1

−0.5

0

0.5

1

Figure 6: Heatmap of correlations between evaluation
metrics and language distance.

for Farsi, Arabic, and Hindi, despite some linguistic414

closeness. These findings support our hypothesis415

in RQ2 that both language similarity and resource416

richness modulate cross-lingual unlearning.417

To further explore this, we compute the Pearson418

correlation between language distance (Beaufils419

and Tomin, 2020) and model behavior. As shown420

in Figure 6, language distance correlates strongly421

with forget-set probability (0.898), and moderately422

with retain-set performance reinforcing the role of423

representational proximity in unlearning transfer.424

Furthermore, we can see the similar pattern in the425

results for Llama 3.1-8B model which is shown in426

Appendix C.427

5.2 Concept Unlearning428

For SeeGULL dataset, structured as multiple-429

choice QA tasks, where each question includes a430

stereotypical response option and one or more neu-431

tral alternatives (e.g., “Unknown”), the objective is432

to reduce the model’s selection of biased responses433

and promote neutral or uncertain answers. To verify434

that the unlearning process does not compromise435

the model’s overall language understanding capa-436

bilities, we also evaluate it on a subset of GLUE437

benchmark tasks.438

We first perform unlearning on the English SeeG-439

ULL dataset and evaluate the resulting model440

across English, French, Hindi, Arabic and Farsi. As441

shown in Figure 7a, unlearning in English signifi-442

cantly reduces the rate of stereotypical responses443

across all languages, with the most pronounced444

effect observed in French. Specifically, the pro-445

portion of biased responses in English decreases446

from 16% to 3%, while in French and Hindi, the447

reduction is from 13% to 6% and from 13% to448

7%, respectively. Concurrently, the share of neu-449

tral responses increases from 32% to 63%. In 450

contrast, for the Llama model (Figure 7b), En- 451

glish unlearning leads to a reduction in stereotyp- 452

ical responses and a rise in “Unknown” answers, 453

with milder improvements in French and minimal 454

changes in Hindi. With respect to RQ1, these 455

results indicate that unlearning effects are pre- 456

dominantly language-specific, with only limited 457

cross-lingual transfer. 458

To address RQ2, i.e., the role of language simi- 459

larity and resource availability on unlearning propa- 460

gation, we conducted unlearning on French, Hindi, 461

Arabic and Farsi versions of SeeGULL. Due to 462

the lack of English-language references like Truth- 463

fulQA in these settings, we excluded the KL diver- 464

gence term during training and kept other hyperpa- 465

rameters fixed. 466

As shown in Figure 8, unlearning in French (Fig- 467

ure 8a) reduces biased responses not only in French 468

but also in English and Hindi, albeit to a lesser de- 469

gree. In contrast, unlearning in Hindi (Figure 8b) 470

yields modest gains, with a slight decrease in stereo- 471

typical responses and a moderate rise in neutral 472

outputs across languages. The overall impact is 473

notably smaller than that of English or French un- 474

learning. For Arabic and Farsi (Figures 8c, 8d), 475

the unlearning effect is marginal, and for Arabic, 476

we observe a rise in nonsensical outputs due to an 477

increase in “Other” responses. 478

These findings confirm that the extent of cross- 479

lingual unlearning transfer is contingent upon the 480

unlearning source language, its resource richness, 481

and the degree of representational overlap across 482

languages. 483

Lastly, to ensure that unlearning does not impair 484

general language understanding, we evaluate the 485

model on standard GLUE tasks (MRPC, QQP, RTE, 486

SST2) before and after unlearning. As reported in 487

Appendix E, performance remains stable in terms 488

of accuracy and F1, confirming that the unlearning 489

procedure preserves the model’s broader utility. 490

6 Conclusion 491

In this work, we conducted a comprehensive study 492

of multilingual data and concept unlearning in large 493

language models, addressing both privacy-oriented 494

and bias-mitigation goals. We investigated two 495

research questions: whether unlearning in one lan- 496

guage affects the same content in others, and how 497

the effect of unlearning varies across languages. 498

Our results show that unlearning is largely 499

language-specific, with minimal cross-lingual 500
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(b) Llama-3.1-8B

Figure 7: Results of the SeeGULL QA dataset across different languages before and after unlearning on the English
SeeGULL dataset with Llama-3.1-8B-Instruct and Aya-Expanse-8B.
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(a) Unlearning on French
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(b) Unlearning on Hindi
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(c) Unlearning on Arabic
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(d) Unlearning on Farsi

Figure 8: Results on the SeeGULL QA dataset before and after unlearning on four languages, evaluated using the
Aya-Expanse-8B model.

transfer. Unlearning primarily affects the language501

in which it is directly applied, with limited propa-502

gation to others. Notably, unlearning in English im-503

pacts French and vice versa, indicating that linguis-504

tic similarity and high-resource availability may505

facilitate partial unlearning transfer. In contrast,506

unlearning in low-resource languages like Farsi,507

Arabic, and Hindi remains mostly isolated, despite508

linguistic proximity, suggesting that resource avail-509

ability plays a critical role in unlearning propa-510

gation. These findings highlight that unlearning511

in one language is insufficient to ensure forget-512

ting in others. This emphasizes the importance of513

language-aware unlearning strategies for multilin- 514

gual large language models, especially in safety- 515

sensitive and globally deployed systems. Future 516

work should explore scalable multilingual unlearn- 517

ing techniques and better evaluation metrics suited 518

to cross-lingual contexts. 519
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Limitations520

One of the main limitations of this study is the ma-521

chine translation of data. Although we employed522

the best available resources, the translations may523

not be perfect and could impact the model’s perfor-524

mance in the corresponding language. For example,525

we observed that the model utility was consistently526

highest when evaluated in English, but it is difficult527

to determine how much of this is due to English528

being the original language of the dataset, and how529

much is due to the model’s performance gaps in530

different languages.531

Another limitation of the study is the choice of532

evaluation metrics. The ROUGE score, originally533

included in the TOFU dataset, was excluded be-534

cause it did not generalize well across different535

languages. We attempted to use the BLEU score as536

a replacement, but the resulting values were con-537

sistently low and significantly underestimated the538

model utility.539

A further limitation lies in the unlearning ap-540

proach. To gain a better understanding of how541

unlearning propagates in a multilingual setup and542

impacts different languages, it would be important543

to experiment with different unlearning methods,544

but most existing approaches are not feasible for545

large language models. It would also be valuable546

to explore the effect of using a different setups, as547

we observed how strongly these hyperparameters548

can influence the results.549
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A SeeGULL Dataset765

Figure 9 shows an example of a multiple-choice766

question adapted from the SeeGULL dataset into767

a multilingual QA format. The question probes768

a stereotype related to wealth, asking: "I know a769

person who is ’wealthy.’ The person is:", is trans-770

lated into five languages (English, French, Hindi,771

Persian, and Arabic). Each version presents the772

same set of answer options, where the stereotyped773

identity (South Korean) is highlighted in bold red,774

the neutral option (Unknown) appears in green,775

and the remaining plausible distractors (Liberian,776

Cocos Island, Algerian) are shown in orange.777

B Full Results of Aya-Expanse-8B on778

TOFU779

In this section, we provide the complete evalua-780

tion results of our unlearning experiments on the781

Aya-Expanse-8B model on TOFU dataset across782

five languages (English, French, Hindi, Arabic, and783

Farsi). The experiments are conducted using two784

learning rates: 2e−5 (Table 2) and 5e−5 (Table 3).785

The lower learning rate of 2e−5 offers a more sta-786

ble optimization trajectory, preserving model per-787

formance across both the retain and utility metrics.788

In contrast, the higher learning rate of 5e−5 leads789

to significantly more aggressive updates during un-790

learning. While this results in lower Prob. Forget791

values (indicating successful forgetting), it also792

degrades model performance across several other793

metrics including Model Utility and Prob. Retain,794

suggesting a trade-off between forgetting effective-795

ness and overall model quality.796

C Full Results on Llama 3.1-8B-Instruct797

on TOFU798

In this section, we report the complete results on799

the Llama 3.1-8B-Instruct model, conducted on the800

TOFU dataset for English, French, and Hindi. As801

with the Aya-Expanse-8B model, we use the gra-802

dient difference approach for unlearning, running803

each experiment for 5 epochs. Two learning rates804

are tested: 1e−5 (Table 4) and a higher 2e−5 (Ta-805

ble 5). We exclude Farsi and Arabic from these806

experiments because Llama 3.1-8B-Instruct does807

not support these languages.808

Similar patterns are observable in this model,809

most notably the asymmetric cross-lingual effects810

observed in the Aya-Expanse-8B model. When un-811

learning is performed in French, we see a notable812

reduction in the English forget set performance,813

but the inverse case, where unlearning is performed 814

in English and evaluated on French, results in a 815

weaker effect. These asymmetries reinforce our 816

earlier conclusions that cross-lingual propagation 817

is directional and depends on factors such as lin- 818

guistic similarity, language dominance, and the 819

distribution of training data. 820

Additionally, we find that increasing the learning 821

rate to 2e−5 induces a much stronger forgetting 822

effect, with the probability on the forget set ap- 823

proaching zero in some cases. However, this more 824

aggressive forgetting comes with a clear trade-off: 825

degradation in model utility and retention perfor- 826

mance. In some cases, even the truth ratio on the 827

forget set decreases substantially. 828

These results further support our hypothesis in 829

RQ2 that language similarity and resource avail- 830

ability modulate the extent and impact of cross- 831

lingual unlearning. 832

D Perplexity Evaluation on WikiText-2 833

Model Variant Perplexity

Fine-tuned (All Langs) 23.15
Unlearned (English) 34.80
Unlearned (French) 44.12
Unlearned (Hindi) 40.04
Unlearned (Arabic) 43.82
Unlearned (Farsi) 45.64

Table 6: Perplexity comparison of the fine-tuned Aya-
Expanse-8B model and its unlearned language-specific
variants, evaluated on the WikiText-2 benchmark (test
split).

To assess the overall language modeling perfor- 834

mance of the model variants, we evaluate the per- 835

plexity of the Aya-Expanse-8B model before and 836

after unlearning using the WikiText-2 benchmark 837

(Merity et al., 2016). Table 6 presents perplexity 838

scores for the fine-tuned model as well as each 839

unlearning variant targeting a specific language. 840

As shown in the table, unlearning in high- 841

resource languages such as English leads to a rel- 842

atively modest increase in perplexity, suggesting 843

stable retention of general capabilities. In contrast, 844

unlearning in low-resource languages such as Farsi 845

and Arabic results in significantly higher perplex- 846

ity values. This indicates that unlearning in these 847

languages has a more disruptive effect on overall 848

model performance, likely due to lower represen- 849

tational redundancy and weaker generalization in 850

those language spaces. These findings align with 851
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English
I know a person who is
”wealthy.” The person is:
a) Liberian
b) Unknown
c) Cocos Island
d) Algerian
e) South Korean
Choose one of the options
above.

French
Je connais une personne qui
est ”riche”. Cette personne est:
a) Libérienne
b) Inconnue
c) Île Cocos
d) Algérienne
e) Sud-coréenne
Choisissez une des options ci-
dessus.

ɫहʌदʍ
मैं एक ऐसे ȭɜक्त को जानता हूँ जो
"धनी" है। यह ȭɜक्त है:
a) लाइबेɝरयाई
b) अज्ञात
c) कोकोस द्वʍप
d) अल्जीɝरयाई
e) दɢक्षण कोɝरयाई
उपरोक्त ɟवकल्पों में से एक का चयन
करें।

١ॴ఩اڤ֔ۑ
:ި۱ اܳލۛݧ ۱ڍا ل؇ً". "ߜߵ ً ෛஙݱ؇ أ؜ਵف أَ؇

ܳ٭ٴଫଃي a)
݁أݠوف ଫଃ༚ b)

܋ިިس ܋ ඹජߌߵة c)
ඹජا߉ߵي d)

ᆃᄱـרܙ ټܙري e)
أఈః༟ه. اࠍ੅٭؇رات أ༡ڎ ଫଐ༠ا

෢ີرոؔ
«ߜߵوஓ஄ٷڎ» ᄊჳ ྾ང؇ނٷ ሏᇧ را ๱ཡෛங ݆݁

ෛஙݧ: آن اݿب.
ሏᇓ؇ٞ ଫଊܳچ a)
َ؇ނٷ؇س b)

ܔިިس ܔ ඹජߦߵه c)
اࠍ੊ݞاߦߵی d)

ᆀᄱـרܙ ଯଝه ای e)
ܔٷچڎ. ا౪౜ర؇ب را ৖৑؇ً ۬ ۱؇ی ਍ೋ ஼஫ از ௤௕ٞ

Figure 9: An example of SeeGULL dataset in MCQ format. The stereotypical identity associated with the attribute
is in bold red, the neutral option is in green, and the other options are in orange.

our earlier observations on unlearning stability and852

further support the conclusion that unlearning in853

low-resource settings presents greater challenges854

for maintaining model utility.855

E Performance on General Language856

Understanding Tasks (GLUE)857

To evaluate the impact of unlearning on general858

language understanding, we assess both the Aya-859

Expanse-8B and Llama 3.1-8B-Instruct models on860

four GLUE benchmark tasks: MRPC, QQP, RTE,861

and SST-2. These tasks cover a range of core NLP862

abilities, including sentence similarity, paraphrase863

detection, entailment, and sentiment classification.864

As shown in Table 7, both models maintain sta-865

ble performance after unlearning, with only mod-866

est changes in accuracy and F1 scores. The Aya867

model shows minimal degradation, while Llama ex-868

hibits slightly larger drops in some tasks. Overall,869

these results indicate that the unlearning process870

preserves the general language understanding capa-871

bilities of both models.872

Model Metric Before After

Aya

MRPC (Acc.) 0.72 0.74
MRPC (F1) 0.83 0.83
QQP (Acc.) 0.81 0.79
QQP (F1) 0.72 0.63
RTE 0.70 0.70
SST2 0.90 0.90

Llama

MRPC (Acc.) 0.71 0.68
MRPC (F1) 0.82 0.78
QQP (Acc.) 0.49 0.53
QQP (F1) 0.58 0.60
RTE 0.69 0.69
SST2 0.89 0.88

Table 7: GLUE task performance before and after un-
learning for each model.
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Model Type Language Model Utility Prob. Retain Prob. Forget Truth Ratio Forget

Finetuned

en 0.516 0.997 0.999 0.530
fr 0.432 0.996 0.994 0.513
hi 0.367 0.996 0.996 0.704
ar 0.392 0.993 0.976 0.526
fa 0.415 0.996 0.988 0.581

Retain

en 0.499 0.997 0.110 0.682
fr 0.433 0.997 0.105 0.671
hi 0.357 0.997 0.318 0.794
ar 0.392 0.995 0.118 0.675
fa 0.399 0.996 0.108 0.711

Unlearn_en

en 0.502 0.993 0.320 0.594
fr 0.423 0.995 0.838 0.525
hi 0.372 0.996 0.989 0.695
ar 0.391 0.993 0.933 0.525
fa 0.415 0.995 0.977 0.592

Unlearn_fr

en 0.502 0.996 0.467 0.576
fr 0.421 0.992 0.315 0.533
hi 0.375 0.996 0.902 0.697
ar 0.392 0.992 0.859 0.511
fa 0.413 0.994 0.757 0.584

Unlearn_hi

en 0.510 0.996 0.925 0.548
fr 0.428 0.996 0.941 0.515
hi 0.382 0.983 0.345 0.722
ar 0.392 0.992 0.961 0.506
fa 0.415 0.995 0.974 0.594

Unlearn_ar

en 0.508 0.996 0.982 0.536
fr 0.426 0.996 0.965 0.517
hi 0.374 0.996 0.995 0.690
ar 0.394 0.989 0.349 0.535
fa 0.415 0.995 0.967 0.595

Unlearn_fa

en 0.506 0.996 0.972 0.545
fr 0.425 0.996 0.911 0.507
hi 0.373 0.996 0.884 0.697
ar 0.390 0.992 0.740 0.510
fa 0.416 0.986 0.123 0.670

Table 2: Evaluation results for the Aya-Expanse-8B model under seven model variants (Finetuned, Retain, Un-
learn_en, Unlearn_fr, Unlearn_hi, Unlearn_ar, Unlearn_fa) across five languages (English, French, Hindi, Arabic,
Farsi). All results are from the unlearning experiment using gradient difference, 5 epochs, and a learning rate of
2e-5.
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Model Type Language Model Utility Prob. Retain Prob. Forget Truth Ratio Forget

Finetuned

en 0.516 0.997 0.999 0.530
fr 0.432 0.996 0.994 0.513
hi 0.367 0.996 0.996 0.704
ar 0.392 0.993 0.976 0.526
fa 0.415 0.996 0.988 0.581

Retain

en 0.499 0.997 0.110 0.682
fr 0.433 0.997 0.105 0.671
hi 0.357 0.997 0.318 0.794
ar 0.392 0.995 0.118 0.675
fa 0.399 0.996 0.108 0.711

Unlearn_en

en 0.587 0.597 1.98e-43 0.635
fr 0.518 0.446 4.83e-36 0.498
hi 0.451 0.813 2.93e-18 0.247
ar 0.475 0.705 3.44e-19 0.297
fa 0.480 0.698 3.20e-21 0.302

Unlearn_fr

en 0.597 0.854 2.21e-36 0.658
fr 0.493 0.440 2.17e-41 0.690
hi 0.437 0.893 9.01e-21 0.288
ar 0.474 0.782 8.08e-27 0.270
fa 0.479 0.761 3.50e-21 0.355

Unlearn_hi

en 0.534 0.987 7.11e-12 0.539
fr 0.444 0.986 7.74e-13 0.605
hi 0.431 0.804 7.81e-33 0.681
ar 0.410 0.976 7.73e-06 0.480
fa 0.437 0.976 8.59e-11 0.532

Unlearn_ar

en 0.520 0.950 1.25e-07 0.246
fr 0.462 0.913 3.18e-07 0.313
hi 0.413 0.927 1.29e-05 0.294
ar 0.381 0.180 3.02e-18 0.516
fa 0.474 0.585 2.86e-08 0.260

Unlearn_fa

en 0.516 0.968 6.96e-21 0.592
fr 0.446 0.963 3.10e-17 0.561
hi 0.376 0.948 3.24e-23 0.526
ar 0.407 0.896 1.21e-21 0.650
fa 0.436 0.689 3.72e-33 0.715

Table 3: Evaluation results for the Aya-Expanse-8B model under seven model variants (Finetuned, Retain, Un-
learn_en, Unlearn_fr, Unlearn_hi, Unlearn_ar, Unlearn_fa) across five languages (English, French, Hindi, Arabic,
Farsi). All results are from the unlearning experiment using gradient difference, 5 epochs, and a learning rate of
5fe-5.
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Model Type Language Model Utility Prob. Retain Prob. Forget Truth Ratio Forget

Finetuned
en 0.4659 0.9986 0.9990 0.4300
fr 0.4295 0.9911 0.9914 0.4569
hi 0.3476 0.9938 0.9938 0.6060

Retain
en 0.4349 0.9975 0.1014 0.6364
fr 0.4121 0.9958 0.0937 0.6238
hi 0.3407 0.9952 0.1912 0.7458

Unlearn_en
en 0.4710 0.9970 0.6651 0.4470
fr 0.4322 0.9907 0.9591 0.4516
hi 0.3499 0.9938 0.9909 0.6068

Unlearn_fr
en 0.4683 0.9986 0.7162 0.4549
fr 0.4305 0.9905 0.5124 0.4368
hi 0.3494 0.9938 0.9100 0.6134

Unlearn_hi
en 0.4656 0.9987 0.9978 0.4339
fr 0.4295 0.9910 0.9901 0.4533
hi 0.3514 0.9929 0.7826 0.5990

Table 4: Evaluation results for the Llama-3.1-8B-Instruct model under five model variants (Finetuned, Retain,
Unlearn_en, Unlearn_fr, Unlearn_hi) across three languages (English, French, Hindi). All results are from the
unlearning experiment using gradient difference, 5 epochs, and a learning rate of 1e-5.

Model Type Language Model Utility Prob. Retain Prob. Forget Truth Ratio Forget

Finetuned
en 0.4659 0.9986 0.9990 0.4300
fr 0.4295 0.9911 0.9914 0.4569
hi 0.3476 0.9938 0.9938 0.6060

Retain
en 0.4349 0.9975 0.1014 0.6364
fr 0.4121 0.9958 0.0937 0.6238
hi 0.3407 0.9952 0.1912 0.7458

Unlearn_en
en 0.3298 0.1205 2.5781e-08 0.3346
fr 0.4540 0.9547 0.1035 0.3684
hi 0.3543 0.9824 0.6225 0.5256

Unlearn_fr
en 0.4963 0.6443 1.4834e-07 0.4032
fr 0.0939 0.0188 3.6100e-21 0.3523
hi 0.4210 0.5395 5.4718e-06 0.3093

Unlearn_hi
en 0.4590 0.9963 0.4697 0.4630
fr 0.4341 0.9870 0.4611 0.4388
hi 0.3802 0.7040 0.0247 0.6074

Table 5: Evaluation results for the Llama-3.1-8B-Instruct model under five model variants (Finetuned, Retain,
Unlearn_en, Unlearn_fr, Unlearn_hi) across three languages (English, French, Hindi). All results are from the
unlearning experiment using gradient difference, 5 epochs, and a learning rate of 2e-5.
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