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Abstract— The video-based separation of foreground (FG) and
background (BG) has been widely studied due to its vital role
in many applications, including intelligent transportation and
video surveillance. Most of the existing algorithms are based
on traditional computer vision techniques that perform pixel-
level processing assuming that FG and BG possess distinct
visual characteristics. Recently, state-of-the-art solutions exploit
deep learning models targeted originally for image classification.
Major drawbacks of such a strategy are the lacking delineation
of FG regions due to missing temporal information as they
segment the FG based on a single frame object detection strategy.
To grapple with this issue, we excogitate a 3D convolutional
neural network (3D CNN) with long short-term memory (LSTM)
pipelines that harness seminal ideas, viz., fully convolutional
networking, 3D transpose convolution, and residual feature flows.
Thence, an FG-BG segmenter is implemented in an encoder-
decoder fashion and trained on representative FG-BG segments.
The model devises a strategy called double encoding and slow
decoding, which fuses the learned spatio-temporal cues with
appropriate feature maps both in the down-sampling and up-
sampling paths for achieving well generalized FG object repre-
sentation. Finally, from the Sigmoid confidence map generated by
the 3D CNN-LSTM model, the FG is identified automatically by
using Nobuyuki Otsu’s method and an empirical global threshold.
The analysis of experimental results via standard quantitative
metrics on 16 benchmark datasets including both indoor and
outdoor scenes validates that the proposed 3D CNN-LSTM
achieves competitive performance in terms of figure of merit
evaluated against prior and state-of-the-art methods. Besides,
a failure analysis is conducted on 20 video sequences from the
DAVIS 2016 dataset.

Index Terms— Deep learning, foreground-background
segmentation, intelligent systems, LSTM, spatiotemporal cues.

I. INTRODUCTION

IN THE field of Intelligent Transportation Systems (ITS),
including autonomous driving, driver assistance, Simultane-

ous Localization and Mapping (SLAM), pedestrian and vehicle

Manuscript received January 26, 2018; revised July 20, 2018,
October 9, 2018 and December 6, 2018; accepted February 16, 2019.
This work was supported in part by the Canada Research Chair Program and
in part by the NSERC Discovery Grant. The Associate Editor for this paper
was C. Guo. (Corresponding author: Qingming Jonathan Wu.)

T. Akilan, Q. J. Wu, and J. Huo are with the Department of
Electrical and Computer Engineering, University of Windsor, Windsor,
ON N9B 3P4, Canada (e-mail: (thangara@uwindsor.ca; jwu@uwindsor.ca;
huo11@uwindsor.ca).

A. Safaei is with Toronto Micro Electronics Inc., Mississauga, ON L5T
2H7, Canada (e-mail: safaei.a.s@ieee.org).

Y. Yang is with the Computer Science Department, Lakehead University,
Thunder Bay, ON P7B 5E1, Canada (e-mail: yyang48@lakeheadu.ca).

Digital Object Identifier 10.1109/TITS.2019.2900426

Fig. 1. Traffic flow identification: (a) Multi-channel [R,G,B] spatio-temporal
input, (b) 3D CNN-LSTM, (c) FG score map, and (d) identified traffic flow
(white - FG and dark - BG).

detection, the FG-BG segmentation using visual cues has
been an integral subsystem. Hence, the video-based intelligent
systems have become ubiquitous due to a myriad of easily
accessible low-priced camera modules. Such applications face
a crucial challenge of processing massive volume of data from
multiple feeds at the same time. It is also required for them
to tackle with varying environmental factors, like illumination
changes, dynamic backgrounds, and so forth [1], [2]. These
demands perplex the real-time operation of the systems. In the
analysis of traffic flow or human activity, the performance
of an ITS substantially depends on the robustness of FG-BG
segmentation.

Besides being a core unit of video analytic intelligent
framework, the FG-BG segmentation is also an inherent part
of various machine-/computer- vision problems, for instance,
attention-aware video analysis [1], [3], video saliency-based
object segmentation and retrieval [4]–[6], image quality assess-
ment [7], visual tracking [8], and human-robot or machine
interaction [9]. The primary objective of FG-BG segmen-
tation is to place a tight mask, where the appearance of
an object, a vehicle or human is monitored. Such mask
is very informative than using bounding box as it allows
a close localization of the FG objects. An example of
FG detection and BG suppression is shown in Fig. 1,
where the FG-BG separation is employed to identify the
traffic flow on a busy highway. It can be achieved by
employing several algorithms categorized into five groups:
i) Sample-based [10]–[15], ii). Probabilistic-based [16]–[21],
iii). Subspace-based [22]–[24], iv). Codebook-based [25]–[27],
and v). Neural network (NN)-based [28]–[33].

The sample-based algorithms create a generalized
BG model based on the evidence collected in local-level,
global-level, or a hybrid-level of the two from the past set of
N frames, i.e., for each pixel/super-pixel location or region
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Fig. 2. An overview of the proposed 3D CNN-LSTM image-to-image network: 3D Conv - 3D Convolution w/t down sampling, 3D ConvT - 3D transpose
conv (up-sampling), BN - Batch normalization, E(·) - binary cross-entropy error.

there are N samples stored. If there are k number of
samples in the BG that have a distance smaller than a set
threshold τ to the incoming pixel/super-pixel or the region in
the current frame, then it is classified as BG, otherwise FG.
The probabilistic models work on the principle of stochastic
process, like Gaussian Mixture Models (GMM) [17], [34]
and Conditional Random Field (CRF)-based algorithms [35].
The subspace-based approaches perform a transformation
of data to a subspace, such as Eigenspace or Principal
Component Analysis (PCA)-based subspace. Then, they
form a BG model using the subspace and estimate the FG.
The Codebook generates a dictionary that consists of color,
intensity, temporal features, or similar representations.
Same properties of a new pixel are compared with the
dictionary values to determine its status. The NN-based
models formulate the FG-BG segmentation as a structured
input-output matching problem. Such models have gained
their reputation after series of breakthrough performances
in the ImageNet-Large-Scale Visual Recognition Challenge
(ILSVRC) since the year of 2012. The NN-based techniques
have been exploited for visual semantics/labeling [36], [37],
medical image partitioning [38], [39], and recently for video
FG-BG segmentation [1] as well. The main challenges in
CNN-based FG detection and BG suppression is that dealing
with time-dependent motion and the dithering effect at
bordering pixels of the FG objects. We address these issues,
by excogitating a 3D EnDec CNN that utilizes a strategy
called double encoding with micro-autoencoders and slow
decoding using residual connections like in ResNet [40] for
lost feature recovery and 3D Conv and LSTM units to handle
local to global long-short term spatio-temporal motion of
the FG objects. To facilitate the training process, we take
advantage of intra-domain transfer learning.

In summary, this paper focuses on improving a Vanilla
image-to-image Conv-LSTM model for enhanced FG object
localization. To this end, the key contributions of this paper
are as follows:

i. It introduces a novel technique named double-encoding
using autoencoder-like micro modules and slow-decoding
using feature passing residual connections. Here, an input
feature at a stage during down-sampling process is
encoded twice before it reaches completely to the
next level of dimension reduced feature map. While,

the up-sampling process decodes the feature maps with
two sets of residual feature flows from down-sampling
stages for every new spatial dimension of the feature
space.

ii. The time-dependent video cues are handled by 3D con-
volutions to capture the short temporal motions while the
long-short term temporal motions are captured by LSTM
modules in the down-sampling and up-sampling stages,
respectively.

iii. It provides empirical manifest to show the effectiveness of
the proposed model compared to a Vanilla Conv-LSTM
network.

iv. It carries out testing in an exhaustive manner on vari-
ous video datasets from the benchmark database called
change detection 2014 (CDnet) [20] and failure analysis
on DAVIS-2016 dynamic camera video sequences [41].

The rest of this paper is organized as follows: Section II
reviews related literature. Section III elaborates the archi-
tectural information. Section IV describes the experimental
set-up, analyses the performance, and highlights some key
characteristics of the compared existing methods. Finally,
Section VI concludes the paper with future directions.

II. REVIEW: CNN FOR SEGMENTATION

Deep CNNs have shown state-of-the-art performance
in object segmentation/detection/localization over traditional
methods, like GMM [5], [17], Graph-cut, Nonparametric mod-
els [15], Visual background extractor (ViBe) [11], and Pixel-
Based Adaptive Segmenter (PBAS) [42]. Here, the FCN [36]
is a pioneer of CNN architecture that reinterprets the standard
visual classification network as layers of full 2D convolutional
computations without flattened fully connected layers. This
model introduces feature-level augmentations through skip
connections that combine deep, coarse, semantic detail and
shallow, fine, appearance cues from chosen mid-layers. In con-
trast, our model performs 3D convolutions with LSTM mod-
ules and does the coarse-level feature fusion in a structured
manner, as shown in Fig. 2. The introduction of micro autoen-
coder blocks are based on the philosophy of increasing the
network depth instead of widening for a better feature general-
ization. Hence, the residual feature flows negate the vanishing
gradient of deep networks by carrying important information
from earlier to later layers. Although such shortcuts seem, like
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Fig. 3. CNN feature flows: (a) ResNet flow, and (b) the residual feature
mapping of our 3D CNN-LSTM FG segmenter.

an addition to the conventional CNN connections, it alleviates
training and reduces the number of parameters [40].

An illustration for the ResNet connection is depicted
in Fig. 3 (a), where X is an input feature, H (X) is a desired
transformation, and F(X) is a residual mapping. In [40],
the feature fusion operation H (X) = F(X) + X is per-
formed by a shortcut connection and element-wise addition.
Contrastingly, our model stacks the features depth-wise as
H (X) = F(X)

⊗
X , like in Fig. 3 (b), where

⊗
denotes

coarse-level feature concatenation. This favors to have less
number of filters in conv layers resulting less computation.

Ronneberger et al. [39] restructures the FCN as EnDec
CNN, referred U-net for biomedical cell segmentation. In that,
the activation maps after each convolution (conv) in the
encoding stage are concatenated with the spatially matching
activation maps in the decoding stage. It allows the network to
exploit the original contextual information to supplement the
features after upsampling in the higher layers. In other words,
it is a remedy for the lost spatial resolution due to pooling
operations or consecutive convolutional kernel striding. The
proposed 3D CNN-LSTM model abstracted by Fig. 2 has the
following variations from the U-net:

i. The max-pooling operations achieve invariant features but
has a toll on object localization accuracy [43]. To cir-
cumvent this, we perform subsampling process through
3D strided conv (kernel size of 3 and stride of 2).

ii. Our model entirely uses 3D conv layers instead of 2D.
iii. Our model uses 3D convolutions in the encoding stage,

so it employs 3D transpose conv (3D convT) in contrast
to the 2D standard upsampling operations.

iv. Our model requires a 5D input data (for time-
domain: [b, n, H, W, D]), while the U-net takes 4D data
([b, H, W, D]) without consideration of temporal infor-
mation. The b, n, H, W, D stand for the input’s batch
size, look back time steps, height, width, and number
of channels.

The LSTM is an advanced version of Recurrent Neural
Networks (RNNs) [44]. The Constant Error Carousel (CEC)
cells in LSTM use an identity activation function and have
self-routed connections to themselves with a constant weight
of 1.0. So, the errors backpropagate through the LSTMs cannot
explode or vanish [45]. It is considered to be biologically
plausible structure, to a certain extent and has been proved
to solve previously unlearnable DL tasks involving temporal
data. There are many variations of LSTMs, such as decoupled
extended Kalman filter LSTM-RNN [46], bi-directional [47],

and Connectionist temporal classification (CTC) [48]. The
LSTM unit is applicable to several real-world tasks, like hand-
writing recognition [49], speech/language identification [47],
robot control/localization [50], and driver distraction detec-
tion [51]. Thus, our model also harnesses the LSTM to capture
long-short term temporal connections of FG and BG in the
consecutive frames.

III. PROPOSED MODEL: THE 3D CNN-LSTM
FOREGROUND SEGMENTER

We take advantage of a bottom-up implementation strategy.
As we want to handle the sequence learning using LSTM
modules, we start from a scratch model as shown in Fig. 4.
It is similar to the U-net [39], but instead of standard Conv
layers, it employs Conv-LSTM2D layers. Then, we improve
the scratch to the proposed 3D CNN-LSTM model. We test
both the models on selected datasets as a sanity check and
Proof of concept (PoC), then based on the empirical prove
we finalize the model and carry out extensive experiments
on sixteen benchmark CD-net video sequences and limita-
tion analysis on twenty dynamic camera videos from the
DAVIS 2016 dataset.

A. A Start From Scratch

Figure 4 overviews the Vanilla Conv-LSTM2D network
that is the stepping stone of our proposed model. The size
of the kernel k, stride rate s, and dimension of the output
are denoted in the following order and enclosing braces
(k, s)[b, n, H, W, D] on each layer. Where, b, n, H, W , and
D represents the batch size, number of samples taken by the
Conv-LSTM modules to capture the temporal information,
height and width of the frame, and number of output
feature maps, respectively. The network has 24 layers with
298,529 trainable parameters that integrate three major
components: encoder, decoder, and classifier. It maintains
a constant number of filters (16) at each layer (except the
penultimate layer, that produces 20 feature maps) and the
kernel size, k = 3.

Hence, the spatial dimension of feature maps is linearly
reduced by half through striding the kernel at a rate of 2 in the
encoding phase. Thus, the last layer of the encoder generates
feature maps that have spatial dimension of 15 × 20 as the
network’s input layer accepts frames with spatial dimension
of 240 × 360. To achieve precisely decoded feature maps
there are four mini-decoder blocks sequentially networked.
Where, each block subsumes a 3D transpose conv, a Conv-
LSTM2D, a concatenation, and again a Conv-LSTM2D layer.
Hence, the final layer of the decoder produces feature maps
with same spatial dimension as the network’s input. Every
stage in the decoder receives residual cues from the encoding
stage via shortcuts as in the U-net. The final classifier module
consists of a Batch Normalization (BN) and 3D conv layers
with Sigmoid function as classifier. Thus, the output of the
Vanilla model is the FG-BG probability map of the current
frame estimated based on the observed n frames.

B. The Proposed 3D CNN-LSTM Model

The proposed model overcomes the issue of lacking
FG delineation by capturing short and long-short
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Fig. 4. A layer-wise schematic of the Vanilla model inspired by the U-net [39]. It exploits Conv-LSTM2D modules in an encoder-decoder fashion with
residual feature concatenations.

spatiotemporal cues in local and global levels through
3D convolution and LSTM modules. The proposed model
is an improved version of the Vanilla network in Fig. 4.
Figure 5 elucidates the 3D CNN-LSTM model with type of
operation carried out in each layer, the associated activation
function, and the output dimension. It is optimized for
number of parameters and performance. It gets rid of
continuous heavy computing ConvLSTM2D layers in the
Vanilla model and replaces them with 3D Conv layers. It has
three micro-autoencoder blocks in the down sampling path
while up-sampling process is slowed down by frequent feature
concatenation blocks. End of down- and up- sampling stages
a Conv-LSTM module is used to create long-short-term
temporal features. Thus, the network becomes deeper with
42 layers and robust than the Vanilla model. Hence, as in
the Vanilla model the FG-BG segmentation is handled by
the Sigmoid classifier, which generates higher scores for
all possible FG objects and lower scores (close to 0) for
BG pixels.

It is noticed that although the 3D CNN-LSTM model is
deeper than the Vanilla model, it consumes only 221,367 train-
able parameters. It is understandable, since a ConvLSTM2D
layer has more nodes than a Conv3D layer. For instance,
a ConvLSTM2D with a kernel size of 3 and 16 output
feature maps for a four-frame look back input sequence with
a dimension of 240×320×3 subsumes 11,008 trainable para-
meters while a Conv3D has only 1,312 trainable parameters
for the same setting as shown in Table I. So by replacing
a ConvLSTM2D with a Conv3D, we can achieve ≈ 84%
reduction in the trainable parameters. That in return allows
us to design a deeper architecture. Thus, our 3D CNN-LSTM
neural net becomes 1.75 times deeper and ≈ 25% lesser
parameters than the Vanilla model.

C. 3D Conv-LSTM

The Conv3D is pertinent to spatiotemporal representation
learning [52]. It performs convolutional operations spatiotem-
porally unlike 2D Conv layer that does only spatially. Thus,
a Conv3D extracts short-term or local temporal features
resulting in an output volume. Later, these short-term tem-
poral features are fed into Conv-LSTM units to retain long-
term or global temporal connectivity of FG cues between

TABLE I

TRAINABLE PARAMETER COMPARISON: CONVLSTM2D VS.
CONV3D BASED ON KERAS 2.1.5-TF API

consecutive frames. The Conv operation is determined by its
filter weights that are updated through training. An output
feature map of a standard 2D Conv C w.r.t. kernel ω, and
an input image/patch x is computed as

C(m, n) =
K−1∑

k=0

K−1∑

l=0

ω(k, l) ∗ x(m + k, n + l), (1)

where ∗, K , {m, n}, and {k, l} represent the Conv operation,
size of the kernel, first coordinate or origin of the image/patch,
and element index of the kernel respectively. Hence, feature
map dimension of the conv layer is given by (Is − Ks +
2 × P)/S + 1, where Is , Ks , P , and S denotes size of input
image/path, filter size, number of zero-padded pixels, and
stride rate respectively.

The 2D Conv can be extended for a Conv3D as follows.
Let the input path x as a volume of data. Then, the 3D Conv
C3D w.r.t. kernel ω, is computed as

C3D(q, m, n)=
T −1∑

t=0

K−1∑

k=0

K−1∑

l=0

ω(t, k, l)∗x(q+t, m+k, n+l),

(2)

where ∗, T , K , {q, m, n}, and {t, k, l} represent the Conv
operation, temporal length of the data, size of the kernel, first
coordinate or origin of the input patch, and element index of
the kernel respectively.

Hence, the conventional 1D LSTMs take temporal depen-
dency into consideration, but not the spatial dependency. How-
ever, in this work, the 2D LSTMs cover both the spatial and
temporal relationships as they are integrated with 3D Conv.
Figure 6 describes a standard LSTM unit, where X1, . . . , Xt

are the inputs, Ct is the cell state, Ht is the hidden state,
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Fig. 5. A layer-wise schematic of the 3D CNN-LSTM model. It exploits autoencoder-like micro modules and slow-decoding strategy.

Fig. 6. A standard LSTM module with three gates.

and it , ft , and ot are the gates of a ConvLSTM block. If ‘∗’
and ‘◦’ denote the conv operator and Hadamard product, then
computation of the ConvLSTM block can be derived as:

it = σ(Wxi ∗ Xt + Whi ∗ Ht−1 + bi ), (3)

ft = σ(Wx f ∗ Xt + Wh f ∗ Ht−1 + b f ), (4)

ot = σ(Wxo ∗ Xt + Who ∗ Ht−1 + bo), (5)

Ct = ft ◦ Ct−1+it ◦ tanh(Wxc∗Xt +Whc∗Ht−1+bc), (6)

Ht = ot ◦ tanh(Ct ), (7)

where σ is the recurrent activator, Wx_ and Wh_ are the spatial
dimension of conv kernels. In this case, σ is a hard sigmoid
function.

D. Transpose Convolution

The Conv3DT layers perform upsampling of 3D Conv such
that spatial dimension of the output feature maps become as
twice as the input without losing the connectivity pattern.

In contrast to spatial resizing (extrapolation), the transpose
layer has trainable parameters. It is done by inserting zeros
between consecutive neurons in the input receptive field, then
sliding the conv kernel with unit strides [53].

E. Activation Functions

The activation functions improve NN’s representation ability
by introducing non-linear factors, since the linear representa-
tion of Conv operation faces its limits when it comes to deep
architectures. The ReLU can be formally defined as (8) when
taken a case with K number of anchor vectors, denoted by
wk ∈ R

N , k = 1, 2, . . . , K . For a given input x, the cor-
relations with ak and k = 1, 2, . . . , K , defines a nonlinear
rectification to an output y = (y1, . . . , yK )T , where

yk(x, ak) = max(0, aT
k x) ≡ ReLU(aT

k x), (8)

i.e., it clips negative values to zero while keeping positive
quantities intact. The benefit of ReLU is sparsity, overcom-
ing vanishing gradient, and efficient computation than other
activations. Sigmoid, on the other hand, has output in the
range [0, 1] for an input x and it is defined by

f (x) = 1

1 + ex p(−x)
. (9)

It befits a binary classifier, as used in this work and linear
regression problems. Hard-Sigmoid is a linear piece-wise
function that approximates the outputs as a linear interpolation
between pair of cut-points. It is computationally very fast [54].

F. Batch Normalization

The BN operation can be mathematically formulated as
follows. Let the output of a layer X ∈ R

N,D , where N is
the number of samples in the mini-batch and D is the number
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TABLE II

DATASET SUMMARY

of hidden neurons, then normalized matrix X̂ is given as

X̂ = X − μB
√

σ 2
B + ε

, (10)

where μB , σ 2
B , and ε refer to the mean and variance of the

mini-batch, and a small value of 0.001 to prevent division
by zero, respectively. Then, the layer maintains its represen-
tational strength by testing the identity transform as

y = γ X̂ + β, (11)

where, β and γ are trainable parameters that are initialized
with β = 0 and γ = 1, in this work. Note that, when

β = μB and γ =
√

σ 2
B + ε it returns the previous layer’s

activation map. Employing BN has multifaceted benefits:
i) reducing internal Covariate shift by keeping μB and σB

close to 0 and 1. ii) Since the batch of examples given in
the training are normalized, it increases the generalization of
the model. iii) When the BN is located prior to non-linearity,
it avoids an undesirable situation, where the training satu-
rates areas of non-linearities, solving the issues of vanishing
exploding gradients, and iv) It allows the training process
with much higher learning rates without much attention to
initialization [55].

G. Training Strategy

1) Exclusive Sets: Experiments are carried on widely
accepted video sequences from change detection 2014 [20]
benchmark database, a.k.a. CDnet. Table II briefs the proper-
ties of the datasets. To form exclusive sets of training and
test, the available samples with ground truths are divided
such a way the training set takes first 70% of frames and
the test set takes the rest. This approach is more appropriate
than a random selection of frames used in [31] for video
FG segmentation. Because, an arbitrary choice of samples may
pick a frame, It for training set while picking a temporally
closest frame, like It+1 or It−1 for test set. There can be

Fig. 7. Sequence generation for the 3D CNN-LSTM model: 4D ∈
R

b×H×W×D , 5D ∈ R
b×t×H×W×D , where b, H, W, D, and t stand for

input batch size, height, width, number of channels and number of look back
frames, respectively.

many such instances in random selection resulting in mere
exclusiveness of training and test sets. Note that, in [1], 90%
of the samples are selected for training and only 20 samples
from the rest are considered for testing from each dataset.
To meet the input layer requirement of the proposed model,
the divided training and test sets, have to be rearranged to
form a 5D data sequence as shown in Fig. 7, where t, k refer
the number of frames taken to represent the temporal domain
and total number of sequential samples in the particular
dataset. Accordingly, the same arrangement is done for the
corresponding ground truths as well. Here, the batch size b,
and the number of look back frames t are set to 16 and
4 respectively for all the video sequences. The selection of
these values depends on the available GPU memory. In our
case, the GPU is an NVIDIA GeForce GTX 1080 Ti with
11GB memory.

2) Training: The 3D CNN-LSTM is trained individually
on each dataset with Adadelta optimizer that minimizes
binary cross-entropy loss defined by Eqn. (12), where the base
learning is set to 0.0002 with a scheduler that reduces the
learning rate by factor of 0.8.

E = −1
n

N∑

n=1

[
pn log p̂n + (1 − pn) log(1 − p̂n)

]
, (12)

where it takes two inputs; first one is the output from the final
layer of the network with dimension of N × t × C × H × W ,
which maps the FG pixel probabilities p̂n = σ(xn) ∈ [0, 1]
using Sigmoid classifier, σ(.) defined earlier in Eqn. 9. And
the second one is target pn ∈ [0, 1] with the same dimension as
the first one, where N, t, C, H , and W represent the batch size,
the number of frames in temporal axis and channels, height,
and width respectively. In this case, pn is the normalized
segmentation ground truth images.

3) Transfer Learning: To improve the network’s trainability
in short-span of epochs, it is necessary to have proper weight
initialization. It can be achieved by transfer learning, where
the model learns new task efficiently by using already learned
parameters or knowledge [56]. To this end, we incorporate
intraclass domain transfer and fine-tuning following the dataset
pairs given in Table III. For instance, the model is trained with
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TABLE III

THE DATASET PAIRS USED FOR MODEL FINE-TUNING

random initialization on TramStation then fine-tuned for High-
way. Note that, since the network has few trainable parameters
we fine-tune the entire layers with a smaller learning rate.
We expect the pre-trained weights to be quite good already
when compared to random initialization, so we do not like to
distort them too quickly and too much. As a rule of thumb,
we set the initial learning rate ten times smaller than the one
used for training from scratch.

4) Environment: Python with Keras (Tensorflow backend)
is used as a software paradigm. The network is trained on
a GTX 1080 Ti 11 GiB with Intel(R) Core(TM) i7-6850K
CPU @ 3.60 GHz, 64 GiB memory, and Ubuntu 64-bit OS.
In average, the training takes about 1.5 to 2 hours depends on
the properties of the video sequence.

H. Binary Foreground Mask

It is also crucial to create a binary mask that segments
FG region from BG. We apply an empirically determined
dataset-specific global threshold value ([0.05, 0.75]) to trans-
form FG confidence maps generated during inferencing. Then
to clean noisy artifacts, a neighborhood connectivity-based
post-processing is carried out removing regions of 50 pix-
els or less. As the FG confidence map represents a bi-modal
grayscale image, we also employ the Nobuyuki Otsu’s cluster-
ing algorithm to choose an appropriate threshold adaptively.
Otsu iteratively computes a threshold value, τ that lies in-
between two peaks of the intensity histogram of a bi-model
image, whereby intraclass variances are minimum [57]. The
weighted sum of within-class variance is defined as

σ 2
ρ (τ ) = ρ0(τ )σ 2

0 (τ ) + ρ1(τ )σ 2
1 (τ ), (13)

where the weights ρ0 and ρ1 are the probabilities of BG and
FG clustered by a threshold τ , and the variances of these two
classes are σ 2

0 and σ 2
1 respectively. This binarization process

is part of testing stage only as the numerical analysis is made
on the binarized FG.

IV. EXPERIMENTAL SETUP, RESULTS, AND DISCUSSION

This section provides an empirical evidence for the pro-
posed 3D CNN-LSTM model as a performance comparison
to the Vanilla model. Then, it extends the examination of
the proposed model through comparisons to existing methods,
including classical approaches and recent NN-based models.
Some highlights of the compared methods are also provided
on-the-fly.

The model is evaluated on sixteen video sequences from
the benchmark change detection database [20] that consists

of both indoor and outdoor scenes. A succinct description
of the datasets is given in Table II. General nature of the
datasets as follows: the baseline represents a mixture of mild
challenges, like subtle background motion, isolated shadows,
swaying tree branches, and natural illumination changes; the
dynamic background includes scenes with strong (parasitic)
BG motion, and shimmering water; the camera jitter con-
tains outdoor videos captured by vibrating cameras due to
high wind; and the shadow category comprises indoor video
exhibiting strong as well as faint shadows, where the shadows
are even cast by the moving FG objects on the scene; the low
frame rate contains sequences recoded with low frame rate;
The PTZ camera and nighttime categories contain surveillance
videos shot with PTZ cameras and shot at night, respectively;
and the intermittent object motion set contains videos
containing BG objects moving away, abandoned objects, and
objects stopping for a short while and then moving away.

A. Evaluation Matrix

The standard performance measure that evaluates the sim-
ilarity between predicted FG and the ground truth segmenta-
tion. It is a weighted harmonic mean measure of recall and
precision, i.e., a region of intersection taken as ratio of union
of predicted and actual FG segments as:

FoM = 2 × (Precision × Recall)

Precision + Recall
× 100%, (14)

where [0 ≤ FoM ≤ 100], recall is the detection rate defined
by T P/(T P + F N) and precision is the percentage of correct
prediction compared to the total number of detections as
positives, given by T P/(T P + F P), where T P, F N , and
F P refer true positive, false negative, and false positive
respectively.

B. Sanity Test: Vanilla Model vs 3D CNN-LSTM

To validate the performance gain of the proposed 3D CNN-
LSTM model that exploits the micro-autoencoder and slow
decoding blocks, firstly we carry out a comparative analysis
between the Vanilla model (Fig. 4) and the improved archi-
tecture (Fig. 5). The sanity test is performed on a subset of
video sequences from Table II, including three categories: the
baseline, dynamic background, and cast shadow. The sanity
check results are tabularized in Table IV.

The results show that the 3D CNN-LSTM records the best
performance on all the datasets while there is an ≈ 4%
improvement overall. Hence, the proposed 3D CNN-LSTM
model has inferencing speed of ≈ 24 frames-per-second (FPS)
which is 9 frames higher than the Vanilla model that only
produces ≈ 15 FPS. Considering these results as an empirical
foundation, extensive investigation is followed through on the
proposed model with all sixteen video sequences described
in Section III-G.

C. Qualitative Analysis

A visual inspection is carried out by comparing the pre-
dicted FG regions with the ground truth segmentations.
We limit the qualitative presentation with one sample per data
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Fig. 8. Qualitative results of the proposed 3D CNN-LSTM image to image encoder-decoder FG-BG segmenter: bright and dark pixels represent the FG
and BG respectively. (a) Samples for Highway, Office, Pedestrians, PETS2006, Canoe, Boats, OverPass, and Fall datasets (from row 1 to 8). Where, from
column 1 to 5: input frames, ground truths, Sigmoid confidence maps, binary FG-BG segmentations generated through G-th and O-th respectively. (b) Samples
for Boulevard, CopyMachine, PeopleInShade, BusStation, TwoPositionPTZCam, Turnpike_5_fps, TramStation, and Sofa data sequences (from row 1 to 8).
Where, column 1 to 5: input frames, ground truths, Sigmoid confidence maps, binary FG-BG segmentations generated through G-th and O-th respectively.

TABLE IV

SANITY CHECK RESULTS OF THE PROPOSED 3D CNN-LSTM
COMPARED TO THE VANILLA MODEL IN TERMS OF FOM

sequence as shown in Fig. 8 due to space constraints. The
qualitative results show that the proposed model has tightly
detected the FG and BG when compared to the ground truth
segmentations. However, it is important to evaluate its perfor-
mance across all the test frames of all the video sequences
numerically.

D. Quantitative Analysis: FoM
The quantitative analysis is provided in Table V as a

comparison between the proposed model and existing methods
ranging from traditional approaches to deep learning tech-
niques. It shows that none of the algorithms output performs
others on all the video sequences. However, the prosed 3D
CNN-LSTM model exhibits a robustness with average FoM
of ≈ 94%. The overall improvements of the proposed model
are 14%, 6%, 7%, 7%, 8%, and 6% compared to PBAS [42],
PAWCS [13], IUTIS-5 [58], MBS [59], DeepBS [31], and
DBFCN [1], respectively.

Hence, It is noticed that there is not much significance gain
between Global threshold and Otsu’s algorithm to transform
the Sigmoid confidence map generated by the 3D CNN-LSTM.
It proves that the network generates very strong probability
scores that have ignorable noise between FG and BG.

The key aspects of the compared existing methods are as
follows. Hofmann et al. [42] come up a Pixel-Based Adap-
tive Segmenter (PBAS) using local features, that generates
a generic BG from a dictionary of recently observed pixel
values in a non-parametric manner. Then, the FG region
is separated based on a set threshold. Researchers, like
Charles et al. [12], [13] also exploit local features to model
the BG. They adapt and integrate Local Binary Similarity
Patterns (LBSP) as additional cues to pixel intensities in a
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TABLE V

PERFORMANCE COMPARISON IN TERMS OF FOM: GLOBAL-TH AND OTSU-TH STAND FOR THE TWO METHODS APPLIED TO TRANSFORM SIGMOID
SCORES TO BINARY MASK. VALUES IN ARE THE BEST WHILE THE ONES IN ARE THE SECOND BEST FOM (NA - NOT AVAILABLE)

non-parametric consensus-based BG model that is then auto-
matically tuned using pixel-level feedback loops. Meanwhile,
Babaee et al. [31] employ a conventional CNN, train the net-
work with randomly selected video frames with ground-truth
segmentations patch-wise, like in [28], and carry out spatial-
median filtering as the post-processing of the network outputs.
Yang et al. [1] follow the structure of the FCN described
in [36] with replacing the few standard Conv layers to atrous
convolution branches that use different dilate to extract spatial
information from extended neighborhoods of pixels. They
also include a CRF-based refinement step. Although over
the past two decades many algorithms have been proposed,
none of them can be the ultimate model for video FG
inferencing. Therefore, Bianco et al. [58] explore a way of
harnessing multiple state-of-the-art moving object detection
algorithms to improve the FG segmentation. They obtain a
solution tree through Genetic Programming (GP); however,
this approach also cannot be acclaimed as a universal solution.
Similarly, Sajid and Cheung [59] introduce a multi-modality
framework that estimates multiple BG models and use them
as Background Model Bank (BMB). Then, to segment the
FG from the dynamic BG, they apply a spatial de-noising
approach based on Mega-Pixel (MP) to pixel-level probability
estimation using various color spaces and get multiple FG
regions. Later, a fusion technique is employed to define a
final FG.

In summary, most of the state-of-the-art methodologies
use patch-wise processing and multi-modality-based algo-
rithms for BG establishment and a feedback-based approach
as post processing to refine the primarily detected FG
regions. Such setup ensues complex computations and higher
processing time due to the time-consuming iterative pursuit
of low-rank or sparse matrix. On the contrary, the pro-
posed model processes the whole input image as a single
entity during inferencing. Then, it refines the output by
a non-iterative process, resulting ≈ 24 FPS for FG-BG
inferencing.

TABLE VI

THE DAVIS-2016 DATASET FINE TUNING PAIRS

V. LIMITATIONS

Although the proposed model focuses on FG-BG seg-
mentation for static-camera recorded videos, this section
conducts a failure analysis of the model with dynamic cam-
era condition. Thus, this analysis is carried out on DAVIS-
2016 [41] validation dataset with the same domain specific
supervised training method and configuration used for the
experiments in Section IV. This experimental study includes
the following twenty video sequences, namely Blackswan
(BS), Bmx-trees (BT), Breakdance (BD), Camel (CA), Car-
roundabout (CR), Car-shadow (CS), Cows (CO), Dance-twirl
(DT), Dog (DO), Drift-chicane (DC), Drift-straight (DS),
Goat (GO), Horsejump-high (HH), Kite-surf (KS), Libby
(LI), Motocross-jump (MJ), Paragliding-launch (PL), Park-
our (PA), Scooter-black (SB), and Soapbox (SO). Figure 9
summarizes few visual results and Table VII lists the average
performance of the 3D CNN-LSTM on each video sequence.
Table VIII compares the mean average performance of the
model across all the sequences with existing methods in terms
of FoM. All the compared methods also apply domain-specific
semi-supervised training strategy. The results of the existing
methods are adopted from [69]. Similar to the employed
fine-tuning strategy for the experiments on CDnet database,
the model’s trainable parameters are initialized as given
in Table VI.
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Fig. 9. Qualitative results of the proposed 3D CNN-LSTM image to image encoder-decoder FG-BG segmenter on DAVIS 2016 dataset: bright and dark
pixels represent FG and BG respectively. (a) Sample results. Row 1 to 10: Cows, Blackswan, Breakdance, Dance-twirl, Camel, Kite-surf, Car-roundabout,
Car-shadow, Dog, and Drift-chicane. Column 1 to 5: input frames, ground truths, Sigmoid confidence maps, binary FG-BG segmentations generated through
G-th and O-th, respectively. (b) Sample results. Row 1 to 10: Paragliding-launch, Scooter-black, Soapbox, Parkour, Drift-straight, Libby, Motocross-jump, Goat,
Horsejump-high, and bmx-trees sequences. Column 1 to 5: input frames, ground truths, Sigmoid confidence maps, binary FG-BG segmentations generated
through G-th and O-th, respectively.

TABLE VII

F-MEASURE OF THE 3D CNN-LSTM ON DAVIS-2016 BINARY FG-BG SEGMENTATION: G-TH AND O-TH STAND FOR
THE TWO THRESHOLDS (TH.) APPLIED TO TRANSFORM SIGMOID SCORES TO BINARY MASK

TABLE VIII

PERFORMANCE COMPARISON ON DAVIS-2016 IN TERMS OF AVERAGE FOM: G-TH AND O-TH STAND FOR THE TWO THRESHOLDS APPLIED

TO TRANSFORM SIGMOID SCORES TO BINARY MASK. VALUES IN ARE THE BEST WHILE THE ONES IN ARE THE SECOND BEST FOM

The results are encouraging values. However, when com-
pared to the achievements on CDnet video sequences there
is a drop of ≈ 7% in overall mean average FoM. On CDnet

the proposed model records overall performance of 94.02%,
but on DAVIS-2016 it gets 87.20%. Two factors affect the
performance of the 3D CNN-LSTM: i. Dynamic camera
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motion, and ii. The limited number of available frames (< 100)
in each video. Note that, in CDnet each sequence has hundreds
of frames.

Hence, the proposed 3D CNN-LSTM has to be retrained
for the cases of domain transfer. It is because, the temporal
features will be different when the nature of the domain differs,
like changes in the frame rate, the motion of the FG objects,
motion in the BG, and dynamic cameras. From the extensive
experiments, we found that when the model is trained on all
the data across all datasets (in Table II), the learned weights
can be used as an optimal initial model weights for the
new domain. Resulting in, a quicker fine tuning and better
performance than train from scratch. The number of samples
required in the fine-tuning process is subjected to the demand
of the new task.

VI. CONCLUSION

This work excogitates a DL model for video fore-
/background segmentation. Initially, a Conv-LSTM2D image
to image encoder-decoder model is implemented. Then, using
it as a base, a 3D CNN-LSTM model is achieved by optimizing
number of trainable parameters while increasing the depth
of the network via micro-autoencoders and slow decoding
process with frequent residual feature forwarding. A san-
ity check is carried out to validate the improved model’s
performance over the base structure. The 3D CNN-LSTM
captures short- and long-short-term spatiotemporal features
through 3D convolutions and LSTM units collectively from
a set of t frames before predicting the FG-BG segmenta-
tion of the current frame. In contrast to the conventional
approaches, DL models do not require any feature engineering
and manual parameter tuning as the network parameters are
learned from exemplar FG-BG segmentations during training.
Therefore, it is believed that the proposed 3D CNN-LSTM
is a new addition to the state-of-the-art FG-BG segmentation
algorithms.

The qualitative and quantitative analysis with sixteen bench-
mark video sequences demonstrates that the network is perfor-
mant when dealing with FG-BG separation involving lighting
variations, cast shadow, dynamic backgrounds, nighttime in
indoor and outdoor environments. The results also show that
our model superiorly performs most of the cases when com-
pared with traditional and modern NN-based methods. How-
ever, this model lacks capability of handling moving camera
scenarios. We leave this for the future work. The proposed
3D CNN-LSTM model is applicable to many computer vision-
based intelligent systems not just limited to path segmentation
for autonomous vehicles and MRI brain slice partitioning.
Finally, it is understood that developing a robust FG-BG
segmentation solution is still an intriguing task.
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