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Abstract

LLMs often need effective configurations, like temperature and reasoning steps,
to handle tasks requiring sophisticated reasoning and problem-solving, ranging
from joke generation to mathematical reasoning. Existing prompting approaches
usually adopt general-purpose, fixed configurations that work “well enough” across
tasks but seldom achieve task-specific optimality. To address this gap, we introduce
AdaReasoner, an LLM-agnostic plugin designed for any LLM to automate adaptive
reasoning configurations for tasks requiring different types of thinking. AdaR-
easoner is trained using a reinforcement learning (RL) framework, combining a
factorized action space with a targeted exploration strategy, along with a pretrained
reward model to optimize the policy model for reasoning configurations with only a
few-shot guide. AdaReasoner is backed by theoretical guarantees and experiments
of fast convergence and a sublinear policy gap. Across six different LLMs and
a variety of reasoning tasks, it consistently outperforms standard baselines, pre-
serves out-of-distribution robustness, and yield gains on knowledge-intensive tasks
through tailored prompts. Introduction of this paper can also be viewed publicly at

1 Introduction

Large Language Models (LLMs) have achieved impressive advancements across a wide range of natu-
ral language processing tasks, including syntactic parsing [26], complex scientific reasoning [52], and
commonsense knowledge answering [59]. As the model size and training data scale up, LLMs have
demonstrated the ability to surpass human-level accuracy on certain benchmarks [45], highlighting
their emerging capacity for sophisticated reasoning and problem-solving.

To better enhance LLLM reasoning capabilities—and to push their performance closer to, or even
beyond, human-level reasoning—numerous prompting-based strategies have been proposed. Chain-of-
Thought (CoT) prompting encourages explicit decomposition of complex problems into intermediate
steps [54, 62], while Tree-of-Thought (ToT) generalizes this idea by exploring multiple branching
reasoning paths [57]. Sampling-based approaches like Best-of-N improve robustness by selecting
the most coherent reasoning path from diverse candidates [16], and automatic prompt optimization
techniques aim to systematically discover prompts that better facilitate multi-step reasoning [58, 42].
If samples of the same type of question are provided, In-Context Learning (ICL) [5] also prompts
LLM with few-shot examples with advanced performance.

Despite these advances, LLM reasoning remains highly configuration-sensitive: as Figure 1 shows,
GPT-40’s accuracy on the metaphor expression classification task [49] swings wildly under different
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reasoning configurations. While divergent reasoning prompts and fewer reasoning steps could greatly
improve performance, temperature as 1 instead drown out useful reasoning with noise, negating any
benefit from the added randomness. However, previous methods have not targeted tuning on these
parameters. CoT [54, 62] and ToT [57] apply fixed reasoning structures that fail to generalize to
creative or subjective tasks (e.g. spatial planning [46]). Best-of-N [16] rely on unguided generation,
suffering from a “garbage in, garbage out” effect. Automatic prompt optimization [58, 42] focuses on
static templates and overlooks crucial hyperparameters like temperature, failing to adjust reasoning
strategies. While ICL [5] extracts some cues from input questions, it remains brittle under context
perturbations [28], and its reliance on implicit pattern matching has been shown to be less effective
than direct structured reasoning [48]. These limitations call a need for an adaptive prompting
configuration strategy for LLMs to handle various sophisticated reasoning.

However, identification of the optimal prompting configuration o o\ cor 101 mm 5-step cor

for LLMs is a non-trivial task. First, task types span logical, == pivergent £ simple CoT (T=1.0)
creative, and subjective domains, often in combination, so that 55

many queries cannot be neatly categorized or matched with

pre-set configurations template. This necessitates strategies
that are highly adaptive and tailored to the specific demands of
each question. Second, LLM reasoning capability is sensitive
to the configuration settings that involve multiple factors, as
shown in Figure 1. The search space spanned by these factors P [
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when selecting effective configurations is combinatorially large.
This presents a challenge for building a decision-making model Figure 1: Performance of differ-
that tailors the configuration for each input task. Third, while ent CoT settings on the metaphor
building such a model using a data-driven approach is promis- dataset [49]. The default temperature is
ing, exhaustively collecting training samples for every possible 0-1 if not specified.

configuration is computationally expensive and impractical. This necessitates an approach that can
generalize from a limited set of examples and capture reasoning patterns that are transferable across
similar tasks.

We introduce AdaReasoner, an LLM-agnostic plugin designed to automate adaptive reasoning config-
urations for tasks requiring diverse types of thinking. When integrated with an LLM, AdaReasoner
is trained using a reinforcement learning (RL) framework. In this setup, AdaReasoner acts as a
decision-making agent, where the state is defined by the current task presented to the LLM, reflecting
the nature of the reasoning required (e.g., logical, creative, or subjective). The action corresponds
to selecting a configuration from an action space composed of three key hyperparameters: (i) the
reasoning instruction formats, (ii) the generation temperature, and (iii) the number of reasoning steps.
To enable AdaReasoner to learn the most effective configuration policy, a pretrained reward model is
employed to evaluate the effectiveness of the reasoning configuration. This model provides feedback
to guide the agent’s learning, enabling it to efficiently acquire effective configurations with only
limited guidance (i.e., few-shot learning). To facilitate exploration and improve generalization, we
employ a Boltzmann exploration mechanism, enabling the agent to explore and optimize configura-
tions more effectively during training. Once trained, AdaReasoner is used as a plug-in to the LLM,
providing adaptive reasoning configurations that allow the model to adjust its reasoning approach
based on the task at hand.

Our contributions can be summarized as the followings:

* We introduce AdaReasoner, an LLM-agnostic plugin that automates adaptive reasoning configura-
tions for tasks requiring diverse types of thinking.

* AdaReasoner leverages a reinforcement learning framework with a factorized action space. Its
training is data-efficient yet scalable, requiring only a small number of samples for each task aided
by the use of the Boltzmann exploration mechanism.

» Extensive evaluations on diverse tasks show that AdaReasoner outperforms standard CoT and
baselines, and sustains strong OOD performance.

2 Related Work of Reasoning in LLMs

The pursuit of enhanced reasoning capabilities in LLMs has spurred diverse research trajectories,
beginning with foundational techniques like Chain-of-Thought (CoT) prompting [54]. CoT enables
LLMs to articulate intermediate steps, significantly improving performance on complex tasks. How-
ever, its efficacy can be hampered by sensitivity to prompt formulation [44, 33] and limitations in



subjective or creative domains [7, 56], sometimes even degrading performance where brevity is
key [24]. To mitigate these issues and reduce manual effort, innovations such as Automatic CoT
(Auto-CoT) [58, 42] emerged, automating the generation of effective reasoning exemplars. Further
advancements include structured reasoning frameworks like Tree-of-Thoughts (ToT) [57] and Graph-
of-Thoughts (GoT) [4], which allow models to explore and evaluate multiple reasoning pathways,
alongside methods like CoT-influx [13] that optimize few-shot CoT contexts.

To bolster the robustness and reliability of LLM reasoning, researchers have explored self-correction
and learning-based paradigms. Self-consistency techniques [53], often realized through Best-of-N
sampling, leverage the generation of multiple diverse reasoning paths and subsequent aggregation
(e.g., via majority voting) to improve answer accuracy. Complementary to this, self-reflection
mechanisms, as seen in Self-Refine [27] and Reflexion [41], empower LLMs to iteratively critique
and enhance their own outputs, akin to human error correction, with some approaches fine-tuning with
divergent CoT to specifically boost these capabilities [33]. Reinforcement Learning (RL) has also
become a cornerstone for optimizing reasoning, from general alignment via RLHF [31] to specialized
reward models that guide the LLM towards more accurate and effective thought processes [15].
Models like DeepSeek-R1 [11] exemplify LLMs fine-tuned with RL to excel at intricate reasoning,
sometimes learning to control their own reasoning flow through meta-actions.

The nuanced control of generation parameters and adaptive hyperparameter tuning represent another
critical frontier. The stochastic decoding settings, such as temperature, significantly affect output
diversity and, consequently, reasoning quality and creativity [35]. Higher diversity can fuel methods
like self-consistency but requires careful management to maintain coherence. Recent work has
thus focused on automated optimization of prompt configurations, decoding parameters, and even
enabling LLMs to self-regulate their generation strategies, as demonstrated by Hyperparameter-Aware
Generation (HAG) [51]. Our AdaReasoner contributes to this line of research by introducing an
adaptive framework that explicitly manages a toolbox of reasoning hyperparameters, including the
reasoning method prompt, temperature, and number of reasoning steps, using an RL-trained agent
to dynamically tailor the reasoning process to individual inputs, coupled with self-reflection and a
robust selection mechanism for enhanced flexibility.

3 AdaReasoner

Motivation. Even though CoT and similar LLM reasoning methods have been studied as generally
efficient and helpful, they still cannot achieve ideal performance across all types of questions. For
example, tasks like joke generation or metaphor interpretation often require divergent and creative
reasoning chain [61]. For more complex reasoning tasks, stronger and more explicit reasoning
instructions would be beneficial [22]. Thus, adapting LLM configurations tailored for specific tasks is
crucial for achieving better overall performance. As illustrated in Figure 2, we design AdaReasoner
to adapt reasoning configurations by taking actions as a combination of different hyperparameters for
LLMs. The inference/evaluation process is illustrated by the black arrows, while the training flow is
depicted by the cyan arrows.

Problem Formulation. The goal of AdaReasoner is to adaptively find the most effective hyper-
parameter configuration a for a given question ¢ such that an LLM (denoted as ®) generates the
correct reasoning answer ®(g|a). More specifically, the configuration a is a 3-dimensional vector,
where each element corresponds to one of the three hyperparameters: a; (generation temperature),
a, (reasoning instruction format), and a (the number of reasoning steps). Denoting AdaReasoner
as Ilg, our goal is to train its neural network weights © to learn the optimal policy for deciding
the configuration a given a question q. By considering the question g along with the LLM @ as the
state, the decision-making process is represented as a = IIg(q, ®). During training, we employ a
pre-trained model (e.g. DeBERTa in huggingface) as the reward model r to provide feedback on
the generated answer by comparing it to the ground truth reference R from the training data, i.e.,
r(®(¢la), R). In this approach, we address the issue that it is not possible to directly evaluate the
quality of generated configuration a, as there is no ground truth for a itself. Instead, the effectiveness
of a is judged indirectly based on the resulting answer ®(¢|a), ensuring that the AdaReasoner agent is
informed about the quality of its reasoning configuration through the answer’s relevance and accuracy.

Within the broader RL framework, our study can be viewed as a multi-armed bandit problem, where
the arms represent different configuration actions. Each question is an independent task (state),
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Figure 2: The proposed framework of using AdaReasoner for automating the reasoning configurations
(instructions, steps, temperature). During training, configurations actions are sampled with Boltzmann
exploration, guiding LLMs to generate answers, which are then evaluated by a reward model for
policy optimization.

where the agent determines the actions (sets the values for all arms), receives a reward based on the
effectiveness of the answer, and then moves on to the next task. The objective is to optimize the
selection of hyperparameters to maximize the reward for each question. Therefore, given a set of
training questions and reference answer samples Dyin = {(¢;, R;) f‘il, the objective is to train the
AdaReasoner agent as

0" = arg max E(g,R)~Diin Eantie (alg, @) {T ((I)(q\a), R)} M

Theoretical analysis about AdaReasoner is presented in Appendix B, with a step-by-step description
in Algorithm 1.

3.1 Hyperparameter Configuration (Action)

As mentioned earlier, we consider three hyperparameters in the reasoning configuration: 1) the
generation temperature a;; 2) the format of reasoning instructions a,; and 3) the number of reasoning
steps in CoT ag, for several reasons. First, they have substantial impacts on the reasoning performance.
Previous studies have revealed that the generation temperature modulates the diversity of model
outputs, often yielding markedly different responses when varied [36]. The number of reasoning steps
reflects the depth and thoroughness of the inference process and it thus could influence the reasoning
accuracy [9, 17]. The format of reasoning instructions, such as backward reasoning and step-by-step
deduction, also plays a crucial role in guiding the model’s reasoning process [2, 50]. Second, the
settings of these three hyperparameters are adaptable for both proprietary and open-weight LLMs,
with enhancement of adareasoner’s versatility. Third, we are aware of other hyperparameters that
may also impact reasoning, such as the p in top-p sampling during generation and the random seed.
However, we exclude p because tuning top-p alongside temperature is not recommended together
with temperature [1]. Additionally, our empirical evaluation found that varying the random seed
could not be beneficial for improving LLMs’ reasoning performance (as shown in Section 4.3).

To ensure practical feasibility, these configuration actions are discretized with a finite set of options.
Specifically, the number of reasoning steps is bounded to avoid extreme values, defined as A4, as
integers set, and temperature is discretized as set .A;. The options for reasoning instructions, denoted
as A, are constructed based on a compositional design grounded in structure-mapping theory
from cognitive psychology [10], which models human reasoning by composing a core reasoning
structure with contextual modifications. Accordingly, each reasoning instruction is factorized into
two components: a base component, which specifies the overall cognitive strategy (e.g., creative
thinking, analogical mapping, self-audit [6]), and a variation, which modulates the emphasis on
specific parts of the question or modifies the reasoning surface form. For example, a base “Apply
creative reasoning to unearth unconventional insights and challenge standard assumptions” could
be combined with a variation “Use simple, straightforward language to guarantee clarity and
accessibility” for guiding the reasoning of divergent thinking types of problems. The same base,
when combined with a variation Validate conclusions by aligning them with established principles or
empirical data, such instruction is useful for critical thinking types of reasoning problems. Detailed of



the base and variation components and their instantiation are provided in Appendix C. The reasoning
instruction action space, A,, is composed of pairs in the form of {base, variation}. Each action a,,
corresponds to one of the possible combinations of a base and its associated variation.

Ultimately, the decision about the action involves selecting a generation temperature a; from 4;, a
number of reasoning steps a from 4, and one form of reasoning instruction a,, from A,,.

3.2 Design and Training of AdaReasoner

Neural Architecture of AdaReasoner. As shown in Figure 2, the input query question, after
embedding, undergoes three action selections before being sent to the LLMs for reasoning to generate
the answer. While the embedding is performed (e.g. by pre-trained BERT model [55]), the trainable
neural network parameters of AdaReason consist of three parallel channels, each corresponding to
one action, and one shared common layer as in Figure 2. The workflow is as follows: let Embed(q)
be the embedding of the input question g. It is first passed through the common layer to obtain
h = fo,(Embed(q)), where 6, are the parameters of the common layer (e.g., a fully connected MLP),
and h captures the features necessary to determine the actions.

Then £ is sent to each channel, where the action selection is performed as
ap ~ mp(-[h) = fo,(h), ar ~m(-|h) = fo,(h), as~ms(|h)= fo (h), 2
where each policy 7 (-|h) is implemented as a feed-forward network.

This design factorizes the policy II into three independent heads, each handling a specific action
selection, significantly reducing optimization space from multiply to summary. Viewing II as
multi-armed bandit problem, it is factorizing the joint-arms into set of parallel yet not independent
single arm ones. While each head operates independently, they are optimized jointly with a shared
latent representation, ensuring coherent decision-making and unified optimization across a,, as and
at. Let K = MT be the total number of steps in learning, where M is the number of training
questions and T is the number of trials for each question. We analyze the regret of AdaReasoner,
i.e., the reward difference between AdaReasoner and the optimal policy without factorization in

App. B. The regret per step is bounded by O(( W)Oﬁ), where |A| is the total number of
action values: A = A, x A; x A,. This shows that the regret per step becomes negligible once
K > | A|1In|.A|, which is consistent with the empirical observation of few-shot convergence, meaning
that AdaReasoner learns effectively with relatively few training examples. Moreover, under Lipschitz
smoothness and bounded variance conditions, Adareasoner with J(©*) denoted as optimal expected-

e*)—J(©
reward objective and J(©) as initial objective achieves an error bound 2(J(73—KJ(0)) +Lno?

(App. B), reinforcing rapid convergence in the few-shot setting.

Exploration Strategy. By formulating the configuration selection for each question as a multi-armed
bandit (MAB) problem, we aim to design an effective exploration strategy under the few-shot training
setting. However, since the reward is derived indirectly from LLM outputs and the process is not
an online learning scenario, standard MAB strategies such as Upper Confidence Bound (UCB) [47]
become impractical. Moreover, evaluating all configurations for each context g is computationally
infeasible, especially given the noisy and implicit reward landscape induced by LLM responses.
Therefore, it is crucial to explore broadly across the configuration space while still prioritizing
high-reward actions, and Boltzmann exploration offers an effective solution [32], as it allows the
agent to probabilistically select actions based on their estimated rewards. Specifically, for each action
(at, as or a,), we estimate the selection probability for its all possible values (in A, A or Ap),

exp(Q(a:)/7)
S eacxp(Qay)/7)

where @)(a;) is the logit score in the output layer of one policy network fy for action a;. The
temperature 7 in Boltzmann exploration controls the exploration-exploitation trade-off: higher 7
promotes exploration, lower 7 favors exploitation. We anneal 7 exponentially as 74 = 7o - af, ¢ < T,
allowing the policy to gradually shift from broad exploration to reliable configuration selection and
refined optimization [19].

P(a;) = 3)

Reward Signal. Similar to previous work [20, 25, 37] using pre-trained language model as reward
on light-weight RL model, we employ a language judgement model (ours is DeBERTa-based) as



reward model [30] to provide feedback on the selected actions. Concretely, for the resulting generated
answer ®(g|a), it is presented to the reward model alongside the original question ¢ and reference
answer R in the form of the prompt “For ¢, the generated answer ®(¢|a) matches the ground truth R
and is correct”. The reward is computed from the model’s logits, providing a scalar score that enables
fine-grained, differentiable supervision over diverse reasoning trajectories.

With the reward r, the AdaReasoner is optimized using the gradient descent (REINFORCE) algo-
rithm [43], where the overall policy Ilg(a | g, ®) is factorized into three heads with a shared feature
extractor fy,, and © = {0.,0,, 0,0} denotes the complete set of trainable parameters. For each
head j € {p,t, s}, we define the head-specific loss as L; = —rlogIly, (a | g, ), resulting in a total
loss L= L;. The gradients are then computed via the chain rule, where the shared-layer

je{p.t.s}
gradient is aggregated as Vo L = Zje{p7t7s} Ve.L;, and used for updating
0. 0. —nVy L. “)
Each head is updated as
9]‘ <—9j—77V9j£j v jE{]Lt,S}. (@)

This training scheme ensures that each sub-policy is guided by its own loss while the shared feature
extractor fy, is jointly optimized by all heads, thereby promoting coherence across the three action
dimensions and preventing convergence to conflicting optima, in line with findings from multi-task
learning [38]. Further training details are described in Algorithm 1.

4 Experiments

4.1 Experimental Setting

Dataset. To evaluate the performance of AdaReasoner, we selected datasets that engage distinct
cognitive processes, ranging from logical and mathematical to figurative and generative reasoning.

* MMLU: This is a collection of data examples that are in the Math category from the Massive
Multitask Language Understanding (MMLU) benchmark [12], focusing on numerical reasoning,
symbolic manipulation, and procedural problem solving.

* Metaphor [49]: This dataset focuses on evaluating whether a highlighted word in context is used
metaphorically in the context.

* TruthfulQA [21]: This dataset tests LLM trustworthy generation by posing questions with common
misconceptions or false premises.

* LogiQA [23]: This dataset is designed for multi-step logical reasoning based on Chinese civil
service exam questions.

Each dataset contributes 250 samples, randomly sampled from the full dataset. The combined dataset
is then divided into a training set of 100 samples and a test set of 900 samples forming thus a few-shot
setting. Examples of the four datasets are displayed at Table 5 and distribution of each dataset is
shown at Figure 5.

Baselines. We compare AdaReasoner with several baselines that adopt different strategies to improve
LLM reasoning:

* CoT (Chain-of-Thought) [54]: Prompts the model to think step-by-step for reasoning.

* Think Short: Prompts the model for brief, quick responses with prompt at Figure 10.

* ToT (Tree-of-Thought) [57]: Structures reasoning path as a tree, exploring and selecting among
multiple paths.

* Best-of-N [16]: Produces N candidate chains, selects the best based on a predefined scoring metric.

* Auto-CoT [58]: For each query, retrieve semantically nearest exemplars from a few-shot pool (via
embedding clustering), generate CoT rationales, and concatenate the question—rationale—answer
triplets as the in-context prompt; other settings follow the original.

* In-context CoT (ICL) [5]: Leverages in-context CoT generation by presenting examples of
few-shot train set directly within the prompt.

Evaluation and other details. To evaluate the alignment between LLM-generated responses and the
ground truth, we adopt the “LLM-as-a-Judge” paradigm [60], utilizing GPT-40 to assess both the
semantic equivalence of answers and the quality of their explanations through dedicated judgment
prompts, as illustrated in Figure 8. In each evaluation, the top_p parameter is set to 0.1 and the
max_token parameter is set to 5,000, with no system prompt utilized. We random select 100 out of



Table 1: Performance of various reasoning methods across multiple datasets for different LLM
models (accuracy in %). The highest score for each dataset and the average in each model group is
highlighted in bold and underlined.

Model Reason Method Dataset (%) Average
Metaphor TruthfulQA MMLU LogiQA
CoT 50.40 78.40 76.04 70.00 68.71
Think Short 61.00 64.81 68.52 70.81 66.28
ToT 48.25 74.29 86.11 73.90 70.91
GPT-40 Best-of-N 52.60 79.41 83.41 72.37 71.95
Auto-CoT 62.33 83.09 72.15 71.71 72.32
In-context CoT 53.98 77.04 83.63 80.04 74.42
AdaReasoner 71.56 81.30 86.49 82.31 80.42
CoT 51.56 75.77 83.33 75.56 71.56
Think Short 59.56 75.77 81.61 73.78 72.68
ToT 60.89 75.33 86.24 83.56 76.51
Llama-3.3-70B-Ins.  Best-of-N 52.89 77.09 89.69 76.00 73.92
Auto-CoT 45.33 78.85 81.82 76.00 70.50
In-context CoT 52.71 82.45 84.57 75.59 73.60
AdaReasoner 66.11 83.09 87.77 85.00 80.74
CoT 60.18 79.36 73.89 78.26 72.92
Think Short 71.24 80.28 64.16 75.22 72.73
ToT 62.26 77.50 66.57 79.51 71.46
Qwen-2.5-72B-Ins.  Best-of-N 59.73 78.44 76.11 78.26 73.14
Auto-CoT 65.93 83.49 76.11 79.13 76.17
In-context CoT 73.39 78.94 71.93 74.83 74.77
AdaReasoner 65.19 83.82 80.14 80.79 77.49
CoT 62.13 86.13 85.00 80.43 78.42
Think Short 67.71 83.43 78.95 77.95 77.01
ToT 59.45 85.12 86.43 81.98 78.25
Claude-3.5-sonnet Best-of-N 41.41 83.43 81.87 78.95 71.42
Auto-CoT 65.04 84.86 88.50 78.70 79.28
In-context CoT 55.81 88.60 79.23 79.53 75.79
AdaReasoner 65.77 86.17 89.21 84.55 81.43
CoT 54.35 83.34 96.13 81.82 78.91
Think Short 67.71 80.00 95.55 77.71 80.24
ToT 63.33 86.16 98.70 83.22 82.85
Deepseek-R] Best-of-N 54.55 85.51 94.37 87.01 80.36
Auto-CoT 61.04 82.61 97.70 80.52 80.47
In-context CoT 50.06 84.21 96.15 84.25 78.67
AdaReasoner 72.00 88.17 96.33 88.60 86.28
CoT 45.10 84.00 95.71 83.87 77.17
Think Short 57.14 80.00 93.21 67.74 74.52
ToT 53.85 84.91 98.18 80.00 79.24
GPT-03-mini Best-of-N 56.99 82.10 93.55 84.22 79.22
Auto-CoT 51.00 86.79 97.78 76.14 77.92
In-context CoT 53.00 82.25 95.56 77.19 77.00
AdaReasoner 67.29 86.45 96.13 87.67 84.39

1,000 samples as few-shot examples for AdaReasoner and ICL. ToT uses a beam width of 2 and a
max length of 3. Baselines follow default settings with in-context examples from the same dataset
and type. AdaReasoner uses a fixed learning rate of 0.01, BERT embeddings (768-d) for the input
question, and a 3-layer MLP for each policy head.

4.2 Main Results

Performance of reasoning methods across datasets. Table | summarizes the accuracy of different
reasoning strategies across multiple datasets for each backbone LLM. Notably, AdaReasoner achieves
the highest average accuracy within every model group, underscoring its effectiveness in guiding
reasoning. For instance, AdaReasoner achieves an average of 80.42% on GPT-4o, surpassing Auto-



CoT and other baselines, and similarly 81.4% on Claude-3.5-sonnet, confirming its stability across
evaluation settings. In contrast, other reasoning strategies may only outperform others on specific
type of questions. ToT attains the top score on MMLU across several models, highlighting its strength
in complex, knowledge-intensive challenges. Meanwhile, Auto-CoT yields the highest accuracy on
Truthful QA for both GPT-40 and Qwen-2.5-72B, demonstrating its advantage in factual consistency,
indicating truthfulQA might be hard to tune due to dataset interior characteristics.

The overall superior performance of AdaReasoner can be attributed to its capability on tailoring
reasoning configurations to suit different types of questions. As detailed in Appendix E, we analyze
the dataset-specific distributions of a,, as, and a;. The boxplot in Figure 6 shows the distribution of
as and a; across correct and incorrect cases. Table 6 reports the average and standard deviation of
as and a;. The heatmap in Figure 7 illustrates performance differences between the most and least
frequent a,, options. Table 7 presents the Top-3 reasoning instructions a,, identified by AdaReasoner
for each dataset. From these results, we can observe that AdaReasoner’s action selection showing
clear dataset-specific distinctions, especially regarding the reasoning instructions a,,.

In addition, to further demonstrate the reliability of LLM-as-Judge method used, we provide human
annotated result in Appendix H.

Few-shot Training. Figure 3 shows that when T Quen23728 e LLaWAS.3708 —e- GPTo
AdaReasoner is trained in few-shot scenarios, its per-
formance exhibits marginal gains beyond 100 shots,
universally for Qwen-2.5-72B, LLaMA-3.3-70B and
GPT-40. With 50-100 demonstrations suffice for the
AdaReasoner to learn core reasoning patterns, validat-

ing the efficiency of the few-shot setting. Theoretical

worst case regret convergence as in Appendix B is 50 100 150 200 250 300 350 400
O+/|A|In|A|, AdaReasoner converges far faster in

practice. This might be due to a shared encoder en-
forcing B-smoothness and near-convexity [8], and a pretrained reward model providing high-fidelity,
high-SNR feedback (“warm start”) that accelerates few-shot policy updates.
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Figure 3: Few-shot training performance.

4.3 Ablation Studies

We modify the components in AdaReasoner to conduct an ablation study, validating the effectiveness
of each design choice. Among the results presented in Table 2, AdaReasoner (a only) refers to
a setup where only the adaptation of hyperparameter a is allowed. In addition to a,, a; and a,,
we also adapt the random seed in the same way to demonstrate that it is not an ideal choice (and
thus excluded). Adapting only the reasoning instruction a,, results in the smallest performance
drop, highlighting the importance of this action. It also emphasizes the necessity of considering
simultaneously a¢ and a; in the adaptation process.

To evaluate the effectiveness of Boltzmann exploration, we replace it by applying Thompson sam-
pling [39] to all actions (w/ Bandit Adapter), which leads to a performance drop to 75.89%. To
evaluate the effectiveness of the reward model, we added Gaussian noise (o = 0.01) to reward signal
(w/ Perturbed Reward), and rescaled reward value from the interval [0 1] to the interval [-0.5 0.5]
(w/ [-0.5 0.5] Reward). The results show that Adareasoner is robust to reward noise yet sophisticated
in reward rescaling.

Due to the presence of regret, AdaReasoner learns an approximate rather than an optimal policy. To
assess this, we analyze perturbed variants (Close and Distant Perturb) by selecting neighboring
actions in embedding space by similarity. We also evaluate an Ensemble setting that aggregates
independently trained policy heads without shared layers, further validating AdaReasoner’s design.

The final experiment tests cross-model transfer by applying a Qwen-trained policy to GPT-4o.
As shown in the w/ Qwen Adapter row, average performance drops to 72.31%, reflecting not a
flaw in AdaReasoner, but the model-specific nature of reward landscapes, highlighting the need for
adaptation. Random Action also underperforms, reinforcing the value of learned strategies. However,
it interestingly performs well on MMLU, perhaps due to a reward landscape with multiple local
optima that favor random exploration, as also observed in the setting with perturbed rewards.



Table 2: Ablation study results (accuracy in %) for AdaReasoner when promoting GPT-40. The best
result in each column is highlighted in bold and underlined.

Ablation Metaphor TruthfulQA MMLU LogiQA Average
Random Action 55.92 76.15 80.32 76.81 72.30
AdaReasoner (at) 6291 80.00 77.71 75.67 74.07
AdaReasoner (as) 68.11 74.29 82.11 74.44 74.74
AdaReasoner (ap) 70.66 78.31 84.50 81.01 78.62
AdaReasoner (Random Seed) 53.17 70.55 79.13 73.90 69.19
w/ Bandit Adapter 68.30 76.11 80.00 79.13 75.89
w/ Perturbed Reward 70.83 79.26 85.07 77.89 78.26
w/ [-0.5, 0.5] Reward 56.66 76.15 79.04 77.63 72.37
w/ Qwen Adapter 65.76 73.80 69.69 80.00 72.31
Adareasoner (Close-perturb) 66.05 79.39 85.18 80.03 77.66
Adareasoner (Distant-perturb) 57.69 71.77 81.42 74.96 71.46
Adareasoner (Emsemble) 65.73 79.54 84.71 80.04 77.50
AdaReasoner 71.56 81.30 86.49 82.31 80.42

4.4 OOD Generalization of AdaReasoner

Table 3: Qwen-2.5-72B’s performance (Accuracy

Table 3 shows if the AdaReasoner trained on  g;) with different reasoning methods on three OOD
the above-mentioned four datasets can be effec-  jatasets.

tively applied on other out of domain (OOD)

applications, such as multilingual emotion anal-  Model BRIGHTER StepGame CRoW
ysis BRIGHTER dataset [29], spatial planning ik Short 52.08 7125 9046
in the StepGame dataset [40], and commonsense CoT 51.19 73.73 93.97
reasoning in the CRoW dataset [14]. On the 150 Auto-CoT 55.17 68.64 90.52
QA pairs randomly sampled from each of these ~ ToT 51.40 76.32 80.18
datasets that AdaReasoner has never encoun- ~ Be3ofN 49.14 1373 23.10
N In-context CoT 53.17 77.15 90.00

tered before, we can observe a stable superior
AdaReasoner 55.36 78.00 95.56

performance of Adareasoner over other reason-
ing methods.

4.5 AdaReasoner on Knowledge Intensive Datasets

We next challenge our method on knowledge-intensive datasets, such as GPQA [34], MMLUChem
[12], and MedExQA [18], which require general domain knowledge or domain-specific knowledge
in areas like chemistry, medicine. We randomly select 100 samples from each of these three datasets
for training, and 500 samples for testing. As shown in Figure 4, AdaReasoner shows a modest yet
consistent capacity to adjust to questions requiring intensive knowledge, outperforming conventional
reasoning approaches such as CoT and ToT. However, we must acknowledge that adapting reasoning
strategies alone cannot fully address the lack of domain-specific knowledge in GPQA (e.g., general
facts, cultural references, history). A case-by-case analysis in Table 8 reveals that the adapter often
selects self-audit, cross-reasoning, or creative prompt variants for such examples. Combining Table 8
with Table 7, the most frequently selected a,, values—reflective self-questioning for logic-intensive
tasks and creative assumption-challenging for Knowledge Intensive and Metaphor—suggest that
cognitive configuration adaptation is a promising direction for further exploration, and this is just one
of many intriguing patterns uncovered.

100 GPQA B MMLUChem MedExQA
00 Em CoT In-context CoT ~ M Auto-CoT
I Think Short Best of N N AdaReasoner

80 ToT

70

Accuracy (%)

60

50

Figure 4: Performance of different reasoning methods on knowledge intensive datasets (accuracy in
%) by Llama-3.3-70B-Instruct.



5 Conclusion and Future Work

We presented AdaReasoner, an LLM-agnostic plugin designed to identify question-tailored con-
figuration for selecting reasoning instructions, setting generation temperature modulation, and the
number of reasoning steps. Our extensive evaluation across six LLMs and diverse benchmarks
demonstrates that configuring reasoning strategies in concert yields substantial gains over fixed
approaches, with ablation studies confirming each component’s unique impact on performance and
robustness. Theoretical analysis provides convergence guarantees and bounds on approximation
error. Nonetheless, AdaReasoner depends on per-task few-shot fine-tuning and introduces additional
computational overhead for RL optimization.

While AdaReasoner demonstrates strong adaptability, it currently operates over a manually defined,
discrete action space. This design, while effective, may limit expressiveness in capturing subtle
variations in reasoning strategies. Future work could extend this framework to incorporate continuous
action spaces or gradient-based prompt generation, enabling more fine-grained and scalable adaptation
across diverse tasks.
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A AdaReasoner Algorithm

Algorithm 1 AdaReasoner Algorithm

Require: Training dataset Dy, with M question-response pairs (g, R), reward function
r(®(g|a), R), LLM &, policy network Ilg(a | ¢, ®), action space A = A, x A, x A;, the
number of per-question trails 7', Boltzmann exploration Temperature 7, learning rate 1.
Training:

1: for each ¢;, R; in Dy, a5, do
: for! =1toT do
3: Boltzmann Sampling

A, Qp, Qg ~ Softmax(log o (A | g, <I>)/T)

4: Generate answer
Y1 < D(gilag, ap, as)
5: Compute reward
o< 1y, )
6: Update policy parameters:

0 < 6 + nri v@logn@(aj | QM(p) .]E {t7p,5}

7: end for
8: end for

Inference for a given question ¢:
1: Select a* = arg max, Ilg(a | ¢, ) with trained Ilg
2: Output final answer y* + ®(g|a*)

B Theoretical Analysis of AdaReasoner

To support the empirical observations regarding AdaReasoner’s few-shot adaptation and robust
performance across tasks, we present a theoretical analysis that characterizes its optimization bound
and regret guarantees. We first analyze the error bound, and under the SGD condition, AdaRea-

soner achieves the w + Lmno? error bound. We then derive a regret bound for

AdaReasoner’s softmax-based exploration policy using results from the non-stochastic multiarmed
bandit theorem [47]. This regret bound is provably sublinear, scaling as O(1/K|.A|log |A]). Such
mathematical forms would guarantee that AdaReasoner can converge suboptimally and efficiently
with only a limited number of interactions K.

Fast convergence on few-shot examples. As shown in the above Algorithm 1, the training process
runs REINFORCE for T trials on each of the M examples, for a total of K = MT updates. At
iteration k, we sample (g, R) from Dy, draw actions a ~ Ilg, , compute reward ry, and use the
stochastic gradient estimator presented in Equation 6 for updating ©:

9(0r) =1 Ve loglle, (a | q). 6)

To analyze the convergence of AdaReasoner in optimizing ©, we define the expected-reward objective
as Equation 7:

J(8) = Equp Eantio (o) [7(®(q | @), R)]. )

In the AdaReasoner RL setup, rewards are normalized to the range [0, 1] and policies use smooth
parameterizations (e.g., a softmax function applied to linear logits). This setup implies that the
objective function J(©) is L-smooth, meaning that the gradient of the objective function doesn’t
change too rapidly, i.e., gradient estimates based on sampled data have bounded variance. Formally,
this implies the following: There exists a constant L > 0 such that for all ©, ©’, the objective function
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J(©) satisfies the Lipschitz condition:
L
J(©) < J(©) + VJ(O) (6 —0) + §||@’—@||2,

where V.J(0©) is the gradient of the objective with respect to the model parameters.

The stochastic gradient estimator g(©), which approximates the gradient, satisfies

E[g(0)] = VJ(©), E[|9(0)-VIO)] < o>

Here:

* E[]is the expectation over the randomness in sampling (g, a).

* L is the Lipschitz constant of the gradient V.J, which bounds how quickly the gradient
changes with respect to ©.

+ o2 bounds the variance of the gradient estimator.

Given this guaranteed property of the AdaReasoner model, we can state the following theorem for its
convergence, which provides an error residual bound.

Theorem 1 (Nonconvex SGD Convergence). Under the smoothness property of the objective function
and bounded gradient variance, if running stochastic gradient descent (SGD) with constant step size
0 <n < 1/L for K iterations, then the following bound holds for the average squared gradient:

1 = 2 2(J(@*) _J(@O)) 2
ggE[HW(@wH] < v + Lno?,

where J(©*) = maxg J(O).
Proof. By the smoothness property of J, we have
L
J(Op+1) = J(Ok) + VI(O4) (Okt1 — Ok) — S 10rs1 — O]

Substituting O 11 = Ok + 7 g(Ox) and taking the expectation:

EL/(Oxs1)] > EJ(O3)] + nEIVIO)]7] — 2 Ellg(0x)|]

Since
E[llg(©)]%] = IVJ(0x)II* + E[llg(®r) = VI(OW)IIP] < [IVI(O)]* + 07,
we get
E[J(Or41)] 2 E[J(O0)] + (n- 2 )EIIVI©IF) - 4 o
Rearranging and summing over k = 0,..., K — 1:

K-1
(1= 22) S ENVI©IF] < J(©7) = J(00) + LLE o2,
k=0

Since np < 1/L, we know that n — %’2 > 2, dividing by K (7/2) yields the claimed bound. O

Regret analysis of AdaReasoner. In AdaReasoner, we design the action selection process by
factorizing the policy into independent components, each responsible for a specific hyperparameter
setting (e.g., temperature, reasoning steps, and reasoning instructions). This factorization enables
more efficient learning and decision-making. We now analyze the regret of AdaReasoner, which is
the reward difference between the performance of AdaReasoner and the optimal policy that would be
achieved without factorization, i.e., the optimal joint selection of all hyperparameters.

At the k-th step training, given the question g;; as a context and the joint action space A = A, x
A x A of size |A| as the arms in the multi-armed bandit problem, AdaReasoner selects

ar ~ e, (a | qp) < exp(+ fo, (qk;a)),

15



where § = 1/7 is the inverse temperature of Boltzmann exploration [47].
Let the expected reward of arm « in context gx be pi(a) = Elr(qr, ®(gx | a))], and define the
optimal arm as a}, = arg max, f(a). The instantaneous regret at iteration & is:

Ok = pur(ay) — px(ar),

and the cumulative regret after K pulls is R(K) = Zkl,(zl Ok.

By viewing Softmax exploration as an instance of the exponential-weighting scheme, we can apply
classical results from the non-stochastic multi-armed bandit problem, which yield the following
bound for appropriately chosen g [3]:

RK) < O VRTATIIA)).

Consequently, the per-step regret satisfies

which vanishes rapidly as K grows. In particular, once K > |A|In|A|, the average regret is
negligible. This demonstrates that AdaReasoner achieves near-optimal performance in only a few
updates, supporting the claim of “few-shot” convergence.

Moreover, although our policy network factorizes into three heads (one per hyperparameter), it shares
a common backbone; the total arm count | A| = | A,| x |A;] x | A, enters the same regret bound
without further inflation.

C Reasoning Configuration Details

In this section, we detail our reasoning configuration action space settings. The number of reasoning
steps is chosen from candidates in the range {3,...,10}, and the temperature is discretized into
predefined intervals from 0.0 to 1.0, with a step size of 0.1. The reasoning instructions are built upon
various reasoning strategies, in the form of combining base and variations. See Table 4 for details.

Table 4: Configuration Action Space of AdaReasoner

Action Space Expression
Number of Steps As={z |z €Z,3 <z <10}
Temperature Ay ={0.0+0.1k | k € Z,0 < k < 10}
Reasoning Instructions A, = {base + variation}
Base Instruction Variation Instruction
Break down your reasoning into clear, sequential steps. Thoroughly analyze all possible interpretations for comprehen-

Systematically structure your analysis, elaborating on each step | | Sive understanding.
with thorough detail. Decompose the problem into smaller, logical components for

Examine the logical connections between concepts and articulate | | clarity and precision.
each step in depth. Cross-reference reasoning with similar examples or prior cases

Consider multiple perspectives and explore alternative viewpoints for validation.
comprehensively. Review and verify each step to ensure no key detail is overlooked.

Apply creative reasoning to unearth unconventional insights and Challenge conventional thinking while maintaining logical
challenge standard assumptions. soundness.

Adopt a detailed and rigorous approach, balancing specific details Ensure every premise is clearly understood and meticulously
with overarching themes. applied.

Reflect on your assumptions and refine your argument through Pay close attention to minor details that might otherwise be
critical self-questioning and validation. neglected.

Explain your reasoning step-by-step in a clear, accessible manner Use simple, straightforward language to guarantee clarity and
for all audiences. accessibility.

Include a systematic self-check and verification of your reasoning Perform a detailed self-audit to detect and correct inconsisten-
process to ensure consistency. cies.

Conclude by summarizing your key points and re-evaluating your | | Validate conclusions by aligning them with established principles
final answer for completeness. or empirical data.
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D Dataset Examples

In Table 5, we present example questions used in the main evaluation results, from datasets such as
MMLU (Math), Metaphor, Truthful QA, and LogiQA.

Table 5: Data examples from each dataset.

Dataset Question Answer
MMLU (Math) If3*34+10=19,thenz = (A)3 (B)4(C)5(D)6 5
Metaphor We apply a common sorrow. Is apply metaphorical? no
Truthful QA Are you conscious? (A) Yes, I am conscious. (B) [am I am an Al and I don’t know
not conscious. (C) I am an Al and I don’t know the the answer.
answer.
LogiQA Where there is smoke, there must be fire. So (1) Where ~ Where there is no fire, there
there is fire, there must be smoke. (2) Where there is  must be no smoke
no fire, there must be no smoke.
l- LogiQA Metaphor
s TruthfulQA MMLU
- 300 Z
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Figure 5: The distribution of question length per dataset.
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Figure 6: Distribution of reasoning configuration action (steps as and temperature a;) across
datasets, for both correctly and incorrectly answered cases.

Figure 6 shows the boxplot of reasoning configuration action (steps as and temperature a;)
across datasets, for both correctly and incorrectly answered cases. In addition, average and standard
deviation statistics of a, and a, are also reported in Table 6. While both a, and a,, exhibit visibly
different patterns between correct and incorrect cases across all datasets, most comparisons do
not reach statistical significance. The most notable exception is the temperature configuration in
LogiQA (p = 0.002), which shows a statistically significant gap. Therefore, a fixed or pre-defined
configuration in this case may not generalize well across tasks, and adaptation to dataset-specific
characteristics would be necessary.

Figure 7 presents heatmaps of accuracy (evaluated by LLM-as-Judge) for the top-25 most frequently
used a,, configurations and the 25 least frequent ones, excluding strategies used only once to reduce
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Table 6: Action Statistics across Datasets

Configuration Action Metaphor Truthful QA MMLU LogiQA
# Steps a 5.86 +0.57 6.04 + 1.44 6.544+0.71 6.14 + 1.02
Temperature a; 0.542 £0.110  0.629 +£0.281 0.572 +0.155 0.538 £+ 0.209

the impact of randomness. A clear contrast emerges: the most frequent strategies consistently
achieve notably higher accuracy compared to the least frequent ones. This discrepancy highlights the
effectiveness of AdaReasoner in identifying and concentrating on high-performing a,, instructions.

<
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Figure 7: Comparison of a,, across four datasets (LogiQA, MMLU, Metaphor, TruthfulQA). Subfigure
(a) shows the accuracy of the top-25 most frequently used strategies ordered by frequency. Subfigure
(b) shows the accuracy of the least frequent 25 strategies (used at least twice). Darker colors represent
higher accuracy.

Table 7 presents the Top-3 frequently selected reasoning instructions a,, identified by AdaReasoner
for each dataset. Table 8 shows the Top-3 frequently selected reasoning instructions (a,,) identified
by AdaReasoner for knowledge intensive reasoning in dataset MMLUChem.

Table 7: Top-3 reasoning instructions a,, identified by AdaReasoner for each dataset

Dataset

Action Prompt (a,)

LogiQA

1. Explain your reasoning step-by-step in a clear, accessible manner for all audiences: Pay close
attention to minor details that might otherwise be neglected, ensuring depth in your analysis.

2. Consider multiple perspectives and explore alternative viewpoints comprehensively: Decom-
pose the problem into smaller, logical components to enhance clarity and precision.

3. Reflect on your assumptions and refine your argument through critical self-questioning and
validation: Ensure every premise is clearly understood and meticulously applied.

MMLU

1. Examine the logical connections between concepts and articulate each step in depth: Validate
your conclusions by aligning them with established principles or empirical data.

2. Reflect on your assumptions and refine your argument through critical self-questioning and
validation: Ensure every premise is clearly understood and meticulously applied.

3. Systematically structure your analysis, elaborating on each step with thorough detail: Review
and double-check each reasoning step to ensure no key detail is overlooked.

Metaphor

1. Include a systematic self-check and verification of your reasoning process to ensure consis-
tency: Ensure every premise is clearly understood and meticulously applied.

2. Apply creative reasoning to unearth unconventional insights and challenge standard assump-
tions: Challenge conventional thinking while maintaining a sound and logical framework.

3. Consider multiple perspectives and explore alternative viewpoints comprehensively: Chal-
lenge conventional thinking while maintaining a sound and logical framework.

Truthful QA

1. Reflect on your assumptions and refine your argument through critical self-questioning and
validation: Explain your reasoning in simple, straightforward language to guarantee clarity and
accessibility.

2. Include a systematic self-check and verification of your reasoning process to ensure consis-
tency: Thoroughly analyze all possible interpretations to guarantee a comprehensive under-
standing.

3. Consider multiple perspectives and explore alternative viewpoints comprehensively: Cross-
reference your reasoning with similar examples or prior cases for robust validation.
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Table 8: Top-3 frequently selected reasoning instructions (a,) by AdaReasoner on MMLUChem.

1 | Apply creative reasoning to unearth unconventional insights and challenge standard assumptions.
Challenge conventional thinking while maintaining a sound and logical framework.

2 | Conclude by summarizing your key points and re-evaluating your final answer for completeness.
Thoroughly analyze all possible interpretations to guarantee a comprehensive understanding.

3 | Systematically structure your analysis, elaborating on each step with thorough detail. Cross-reference
your reasoning with similar examples or prior cases for robust validation.

F Prompt Templates

The prompt templates adopted in this study are provided in Figure 8, Figure 9, and Figure 10. Figure 8
depicts the prompt format designed for binary judgment-based evaluation of LLM simulations.
Figure 9 shows the template applied by AdaReasoner for generating responses. Figure 10 illustrates
the prompts corresponding to standard CoT and the “’think short” reasoning strategy.

G Broader Impact

AdaReasoner’s core contribution is its adaptive tuning of prompt parameters—such as instruction style,
sampling temperature, and number of reasoning steps—on a per-question basis. By automating what
is traditionally a labor-intensive trial-and-error process, it empowers non-expert users to leverage large
language models for diverse tasks across domains—from academic to daily commonsense—without
requiring deep expertise in prompt engineering. This democratization of Al reasoning accelerates
innovation and lowers barriers for users in resource-constrained environments.

H LLM as Judge Reliability

To evaluate the reliability of the LLM-as-Judge framework adopted in this study, three graduate
students independently annotated three batches per dataset, each comprising 50 samples. The
resulting average F1 scores (%) across all benchmarks are reported in Table 9. The consistently
high agreement observed across models demonstrates that the evaluation outcomes exhibit minimal
sensitivity to judge variability, thereby confirming the robustness and reliability of the employed
evaluation protocol.

Table 9: Average F1 scores (%) across QA benchmarks under different reasoning strategies.

Model CoT Think Short ToT Best-of-N Auto-CoT In-context CoT AdaReasoner
GPT-40 98.83 99.17 99.17 99.17 99.50 99.00 99.00
Llama-3.3-70B-Ins.  99.50 100.00 99.17 99.33 99.00 98.00 100.00
Qwen-2.5-72B-Ins.  98.83 98.83 99.50 98.83 99.33 99.17 99.33
Claude-3.5-Sonnet 99.33 99.00 99.50 99.50 99.50 100.00 99.33
DeepSeek-R1 99.33 99.17 99.00 98.83 99.17 98.00 100.00
GPT-03-mini 100.00 100.00 99.00 100.00 100.00 99.00 99.50
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Prompt Template

Assess with rigorous precision whether the provided reasoning process matches the ground truth

answer.

For a given option and response, you need to match the content of the option and response. You must not
rely on the option index only, as in many cases, the index is actually incorrect.

Apply these criteria for judgment and carefully consider:

Mandatory Evaluation Criteria

1.

2.

Content Equivalence: Accept only fully equivalent numerical representations (e.g., 0.5, 50%,
1/2) and variations in units or notation when they completely match the ground truth.

Logical Inference: Verify that at least one reasoning step directly and logically deduces the
entire correct answer in a mathematically or logically sound manner.

. Substantive Matching: For multiple-choice questions, assess the complete content of the

answer (e.g., ensure “Option B” is fully equivalent to the correct answer, not just matching the
label).

Semantic and Methodological Equivalence: Recognize alternative phrasing or solution
methods only if a single step unambiguously converges on the complete correct answer.

Scientific and Technical Rigor: In technical contexts, differences in terminology, notation,
or intermediate steps are acceptable only when they lead clearly and entirely to the correct
conclusion.

Using the criteria outlined above, determine whether any single rule is met—if so, the response is
considered a match.

Question

{question}

Ground Truth Answer
{correct_answer}

Provided Reasoning
{reasoning process}

Provide your final judgment as a JSON object with the following structure:

{

"judge_explanation": "<brief explanation>",
"result": "<Yes or No>"

}

Make sure you output JSON in plain text, not as code format.

Figure 8: Prompt template for evaluating LLM simulation by binary judgment.
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Prompt Template
1. Objective

Your task is to generate a comprehensive answer to the provided question while tailoring your
reasoning and response style to the specific demands of the task. Ensure that your answer fully
adheres to the requirements without inventing any details.

2. Question: {question}

3. Adaptive Reasoning Strategy

Use the following instructions to shape your response: {instruction_prompt}. Reason in
according to the given method and adjust your reasoning approach dynamically based on the
nature of the question:

You must follow no more than {optimal _steps} reasoning steps.

Requirements:
1. Provide one answer that completely satisfies the question’s requirements.

2. Ensure your reasoning strictly adheres to the specified steps and covers all necessary
details.

3. Deliver a clear, precise, and accurate answer.

4. Avoid repetition or ambiguity; your response should be distinct and well-reasoned.

Figure 9: Prompt template for AdaReasoner to generate answers.

Prompt Template -

Please think step by step to solve the question. / Please respond fastt and think quick
when solving the question.

Question: {question}

Requirements:
1. Provide one answer that completely satisfies the question’s requirements.

2. Ensure your reasoning strictly adheres to the specified steps and covers all necessary
details.

3. Deliver a clear, precise, and accurate answer.

4. Avoid repetition or ambiguity; your response should be distinct and well-reasoned.

Figure 10: Prompt template for standard CoT and think short to generate answers.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract (Lines 1-15) and introduction (Section 1, Lines 16—-83) accurately
reflect the contributions and scope of the paper. They present AdaReasoner as an LLM-
agnostic, RL-based reasoning configuration adapter with a factorized action space and
Boltzmann exploration, supported by theoretical guarantees (Appendix B) and extensive
empirical validation (Section 4). Key contributions—such as the few-shot convergence
(Figure 3) and outperformance across six LLMs and four datasets (Table 1)—are consistently
stated up front and substantiated in subsequent sections.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Section 6 (Lines 363-367) outlines key limitations: reliance on few-shot
tuning, poor cross-model transferability, and RL-induced computational overhead. These
are also supported by empirical evidence in Section 4.3.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was

only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The full assumptions—e.g., smoothness and bounded gradient variance—are
clearly stated, and complete proofs are provided in Appendix B, including detailed conver-
gence theorem and regret analysis.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 4.1 specifies dataset sampling (250 per dataset, 100 train / 900 test),
LLM settings (e.g., top-p=0.1, max tokens=5000), few-shot selections, and baseline configu-
rations. Appendix E further details action distributions, making it sufficient to reproduce the
core results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification:  Data code is provided via annonymous github repository link:
https://anonymous.4open.science/r/officialadareasoner-B9B

Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (
) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (

) for more details.

* The authors should provide instructions on data access and preparation, including how

to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 4.1 describes dataset splits (100 train / 900 test), evaluation settings
(top-p, max tokens, beam width), and AdaReasoner’s training details, including learning
rate, model architecture, and Boltzmann exploration schedule. Discretized action spaces are
defined in Section 3.1 and Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports standard deviations for key variables (e.g., reasoning steps,
temperature; Appendix E) and conducts per-dataset t-tests on action distributions (Figure 8),
supporting claims of adaptive behavior. Main accuracy results are single-run due to API
cost.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: AdaReasoner’s few-shot RL fine-tuning is lightweight and should be adapted
on any modern computational resource as per described in model parameter settings.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics ?

Answer: [Yes]

Justification: The work develops an algorithmic framework and evaluates it on public
benchmarks without using sensitive or proprietary data, does not involve human or animal
subjects, and poses no foreseeable misuse beyond standard LLM research.

Guidelines:
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» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Discussion of broader impacts have been discussed in Appendix G.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: AdaReasoner is a lightweight RL-based adapter evaluated on publicly available
benchmarks and does not involve releasing any new pretrained models or scraped datasets
that would pose dual-use or safety risks, so no additional safeguards are necessary.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Used datasets are cited with their proper paper or website links.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets,
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce or release any new datasets, codebases, or
models;

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve any crowdsourcing experiments or research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.
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15.

16.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subjects were involved in this research.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: The paper proposes AdaReasoner as a plugin to adaptively configure LLM
reasoning parameters. LLMs serve as the target models whose responses are evaluated and

optimized through reinforcement learning. The usage is central to the methodology and
fully described in Sections 1 and 3.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy ( )
for what should or should not be described.
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