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Abstract

Existing works show that augmenting the train-001
ing data of pre-trained language models (PLMs)002
for classification tasks fine-tuned via parameter-003
efficient fine-tuning methods (PEFT) using004
both clean and adversarial examples can en-005
hance their robustness under adversarial attacks.006
However, this adversarial training paradigm of-007
ten leads to performance degradation on clean008
inputs and requires frequent re-training on the009
entire data to account for new, unknown attacks.010
To overcome these challenges while still har-011
nessing the benefits of adversarial training and012
the efficiency of PEFT, this work proposes a013
novel approach, called ADPMIXUP, that com-014
bines two paradigms: (1) fine-tuning through015
adapters and (2) adversarial augmentation via016
mixup to dynamically leverage existing knowl-017
edge from a set of pre-known attacks for robust018
inference. Intuitively, ADPMIXUP fine-tunes019
PLMs with multiple adapters with both clean020
and pre-known adversarial examples and in-021
telligently mixes them up in different ratios022
during prediction. Our experiments show ADP-023
MIXUP achieves the best trade-off between024
training efficiency and robustness under both025
pre-known and unknown attacks, compared to026
existing baselines on five downstream tasks027
across six varied black-box attacks and 2 PLMs.028
All source code will be available.029

1 Introduction030

PEFT exemplified by adapter methods, offers a031

promising solution to mitigate fine-tuning costs032

for PLMs. PEFT involves injecting a small set of033

parameters into specific locations within a PLM,034

activating only these parameters while freezing the035

remainder during training. This approach signifi-036

cantly reduces the number of trainable parameters037

to as little as 0.1% of the original count, while main-038

taining competitive performance on downstream039

tasks (Wang et al., 2022). Adversarial training in-040

cludes textual adversarial examples during training041
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Figure 1: ADPMIXUP Framework: Final model θ is
achieved by dynamically mixing the adapter weights
across clean and adversarial with different coefficients
β1, β2, . . . . The dash red lines are the decision bound-
aries of different fine-tuning models, that when mixed
in a certain way can result in robust inference.

to enhance adversarial robustness for neural net- 042

work models, including PLMs (Goodfellow et al., 043

2015a; Miyato et al., 2018; Zhu et al., 2020). How- 044

ever, fine-tuning PLMs via this paradigm to be 045

robust against various types of adversarial pertur- 046

bations is computationally expensive due to the 047

necessity of independently re-training the models 048

with different perturbations to accommodate differ- 049

ent types of attack methods. In addition, adversar- 050

ial training often decreases performance on clean 051

examples (Xu et al., 2021). 052

To further improve adversarial training, Miy- 053

ato et al. (2018) introduces Mixup, which trains 054

a model on virtual examples constructed via linear 055

interpolation between two random examples from 056

the training set and their labels. Mixup also helps 057

to improve model robustness under a variety of 058

mixing styles, including mixing between original 059

examples, between original examples and their ad- 060

versarial examples, and between only adversarial 061

examples (Si et al., 2021). However, Mixup shares 062

the same inefficiency with adversarial training in 063

practice as we need to retrain entire models every 064

time we need to accommodate new types of attacks. 065

It is also unknown how Mixup can be efficiently ap- 066
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plied to fine-tuning PLMs via PEFT. In fact, there067

is limited number of research addressing PLMs’s068

generalization capabilities and adversarial robust-069

ness (Nguyen and Le, 2024) when fine-tuned via070

PEFT, not to mention that many of existing defense071

methods are not specifically designed for PEFT,072

highlighting a critical gap in the literature. These073

observations prompt a crucial question: “How can074

we use PEFT with PLMs on downstream tasks that075

can achieve better trade-off among accuracy, ad-076

versarial robustness, and computational complex-077

ity and also withstand a variety of new, unknown078

attack methods?” To answer this question, we seek079

to investigate how to incorporate adversarial data080

augmentation training to improve PLMs’ adversar-081

ial robustness without sacrificing performance on082

clean examples, while making minimal changes083

to complex PLMs during fine-tuning to minimize084

computational overhead with PEFT.085

To tackle this, this work presents a novel ap-086

proach, called ADPMIXUP, that combines two key087

paradigms: (1) fine-tuning through PEFT, often088

referred to as adapters (Houlsby et al., 2019; Hu089

et al., 2022) and (2) adversarial augmentation via090

mixup (Miyato et al., 2018). Intuitively, ADP-091

MIXUP fine-tunes PLMs with multiple adapters092

with both clean and pre-known adversarial exam-093

ples and mix them up in different ratios for ro-094

bust inference (Fig. 1). This new adapters mixup095

paradigm allows ADPMIXUP to work well in prac-096

tice when the attack methods by which possible097

adversarial examples are generated are unknown.098

Our contributions are summarized as follows.099

1. Provide an analysis of the connections between100

data augmentation methods adversarial training,101

Mixup, and model augmentation methods includ-102

ing ModelSoup and PEFT via Adapters;103

2. Propose ADPMIXUP that combines adversarial104

training, Mixup, and Adapters to achieve the best105

trade-off between training efficiency, and predic-106

tive performance under both clean and adversarial107

examples generated via pre-known and unknown108

attacks on five classification datasets;109

3. ADPMIXUP also achieves the best trade-off in110

generalizability under both clean and adversarial111

examples, and superior efficient space and run-112

time complexity in practice.113

4. ADPMIXUP also enables the profiling of potential114

adversarial examples by characterizing them into115

pre-known attacks, allowing more interpretable116

analysis of risk analysis in practice.117

2 Related Work 118

2.1 Training with Data Augmentation 119

Let denote f(·; θ) a PLM parameterized by θ, 120

(xi, yi) an arbitrary clean input. 121

Adversarial Training Goodfellow et al. 122

(2015a). Adversarial augmentation training opti- 123

mizes θ on both clean and adversarial examples to 124

improve f ’s adversarial robustness by minimizing 125

the loss: 126

αL(f(x; θ), y)+(1−α)max
δ∈S

L(f(x+δ; θ), y),

(1) 127

where δ is the adversarial perturbation, α controls 128

how much the loss L is updated towards the adver- 129

sarial and clean version of the training input x and 130

label y, and S is the set of allowed perturbations. 131

Mixup. Adversarial augmentation training helps 132

enhance the adversarial robustness of NNs mod- 133

els. However, studies such as Xie et al. (2019) 134

observe a consistent instability, often leading to a 135

reduction in the trained models’ performance on 136

clean examples. This is a result of the substan- 137

tial gap between clean and adversarial examples 138

that can introduce non-smooth learning trajectories 139

during training (Si et al., 2021). To address this, 140

Mixup (Zhang et al., 2018a) was proposed as a data 141

augmentation method via linear interpolation to 142

tackle a model’s sensitivity to adversarial examples, 143

and its instability in adversarial training. Mixup 144

trains a model on virtual examples constructed via 145

linear interpolation between two random examples 146

from the training set and their labels (Zhang et al., 147

2018b). While Mixup has been proposed as suit- 148

able for continuous data, its application to text data 149

raises questions about its natural fit. Defining a pro- 150

cess of "convex combination" between two texts is 151

mathematically feasible, yet the resulting text may 152

lack grammatical correctness or semantic coher- 153

ence. This challenges Mixup’s utility as a viable 154

method for enhancing the robustness of PLMs. In 155

practice, Mixup also shares the same inefficiency 156

with adversarial training as we need to fine-tune a 157

PLM on entire datasets to accommodate new types 158

of attacks. 159

2.2 Training with Model Augmentation 160

Model Soup. Model Soup averages model 161

weights of a pool of k models {f1, f2, . . . , fk} to 162

achieve better robustness without incurring runtime 163

required to make k inference passes as seen in clas- 164

sical ensemble learning (Wortsman et al., 2022). 165
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In principle, Model Soup is similar to Stochastic166

Weight Averaging (Izmailov et al., 2018) which167

averages model weights along an optimization tra-168

jectory. Particularly, given two model weights θ1169

and θ2, Model Soup with a coefficient α∈[0, 1] re-170

sults in a single model with parameters:171

θα = αθ1 + (1− α)θ2 (2)172

Adapter. Adapters or PEFT help fine-tuning173

PLMs on downstream tasks or with new domains174

efficiently (Houlsby et al., 2019; Hu et al., 2022).175

Some works such as (Pfeiffer et al., 2020) also pro-176

pose to use not only one but also multiple adapters177

to further enhance the generalizability of the fine-178

tuned models on not one but multiple domains.179

Given f with a PLM parameter θ0, fine-tuning f180

via adapters on two domains D1 and D2 results181

in two sufficiently small adapter weights ▽θ1 and182

▽θ2, respectively. This corresponds to two distinct183

models f(·; θ0 + ▽θ1) and f(·; θ0 + ▽θ2) during184

inference. Since ▽θ1 and ▽θ2 are designed to be185

very small in size compared to θ0, this approach186

helps achieve competitive performance compared187

to fully fine-tuning all model parameters θ0 with188

only a small fraction of the cost.189

3 Motivation190

In this section, we demonstrate how data augment-191

ing methods are linked to the model augmentation192

methods, which underpins the rationale for our193

ADPMIXUP framework.194

3.1 Adversarial Training versus Mixup195

Adversarial Training helps enhance the adver-196

sarial robustness of NNs by jointly optimizing θ197

on both clean and adversarial data following the198

Eq. (1). When α←1, Eq. (1) converges to conven-199

tional training on only clean examples, resulting in200

θ←θclean. When α←0, it converges to adversarial201

training with only adversarial examples, resulting202

in θ←θadv (Madry et al., 2018).203

Mixup. Mixup (Zhang et al., 2018a) is used to204

regularize NNs f to favor simple linear behavior in205

between training examples by training f on convex206

combinations of pairs of examples and their labels.207

Exploiting this property of Mixup, (Si et al., 2021)208

proposes to adapt Mixup to augment training ex-209

amples by interpolating not only between clean but210

between clean and adversarial samples. Given two211

pairs of samples (xi, yi) and its adversarial sample212

(x∗i , y
∗
i ), their Mixup interpolation results in: 213

(x, y) = Mixup((xi; yi), (x
∗
i ; y

∗
i ))

= [λxi + (1− λ)x∗i ;λyi + (1− λ)y∗i ],
(3) 214

where λ is the interpolation coefficient. When λ=1, 215

the Mixup produces only clean samples, resulting 216

in a trained model with parameter θ=θclean. When 217

λ=0, the Mixup produces only adversarial exam- 218

ples, resulting in the trained model with parameter 219

θ=θadv. From Eq. (1), Mixup with adversarial 220

examples under λ←0 or λ←1 converges to adver- 221

sarial training with α←0 and α←1, respectively. 222

3.2 ModelSoup on Adapter 223

Model Soup is used to averaging weights of mul- 224

tiple fine-tuned models improves generalization 225

without increasing inference time (Wortsman et al., 226

2022). However, in Model Soup, when the model 227

weights are substantially different, averaging them 228

would result in conflicting or contradicting informa- 229

tion acquired during pre-training, leading to poor 230

performance. Model Soup’s authors also advocate 231

the selection of sub-models in decreasing order of 232

their validation accuracy on the same task for op- 233

timal results, showing that the sub-models should 234

sufficiently converge or, they are close in parame- 235

ter space, especially for PLMs (Neyshabur et al., 236

2020). 237

To pursue a harmonized optimization trajectory, 238

we want θ1 and θ2 to exhibit substantial similarity, 239

differing only in a few parameters responsible for 240

their expertise. This is the case of Adapters, as we 241

can decompose θ1=θ0+▽θ1, θ2=θ0+▽θ2 where 242

the sizes of ▽θ1, ▽θ2 are minimal compared to 243

θ1 or θ2 (§2.2). Hence, this motivates us to adopt 244

adapters to maximize the similarity in optimization 245

trajectories between two sub-models, enabling the 246

training of a merged model that is more compet- 247

itive. Moreover, merging adapters are also more 248

efficient, only requiring fine-tuning a small set of 249

additional parameters ▽θ1, ▽θ2 and not the whole 250

θ1 and θ2. Therefore, to get a single language 251

model that generalizes well on the two tasks fol- 252

lowing parametrized model: 253

f(·; θ0 + [β▽θ1 + (1− β)▽θ2]) (4) 254

where β is the weighting factor when averaging the 255

adapters. If β = 1, the Model Soup on Adapters 256

boils down to the θ1 mode and conversely β = 0 257

corresponds to the θ2 mode. 258
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4 ADPMIXUP: Mixup of Adapters with259

Adversarial Training260

From § 3, we learned that the mixed model261

achieved by Model Soup on the Adapters can262

achieve performance close to the model training263

with Mixup data augmentation. Therefore, instead264

of doing Mixup on text samples which is not intu-265

itive in practice, ADPMIXUP allows us to do Mixup266

on the model weight but still preserve the effective-267

ness of the data augmentation method.268

Let’s define two adapters θclean, θadv trained269

on clean and adversarial data, respectively. We270

have model in clean mode f(·; θ0+▽θclean), and271

f(·; θ0+▽θadv) is the model in adversarial mode.272

Prediction after mixing the two adapters via Mixup273

can then be formulated as:274

f(·; θ0 + [β▽θclean + (1− β)▽θadv]), (5)275

where β is the Mixup coefficient. When β=1, ADP-276

MIXUP boils down to the clean mode and con-277

versely β=0 corresponds to the adversarial mode.278

4.1 Choosing β dynamically279

Given a PLM θ0, clean adapter ▽θclean and adver-280

sarial adapter ▽θadv, we want to find the optimal β281

for every sample during inference based on entropy282

to measure uncertainty.283

Specifically, given Pclean(x) is the probability284

of prediction of clean model θclean on example285

x. Then the entropy H measures the expected in-286

formation content of the prediction Pclean(x) is287

computed following:288

H(Pclean(x)) = −
∑
p(x)

p(x) log(p(x)), (6)289

where p(x) is probability prediction of Pclean(x)290

over classification label. Since the prediction291

Pclean(x) will be close to the uniform distribution292

on adversarial example. Therefore, the entropy of293

the prediction of the clean model should be high294

on adversarial examples. As a consequence, if the295

test samples are close to the clean set, β should be296

close to 1, and vice versa if the test samples are297

close to the adversarial set, β should be close to 0298

(Eq. 5).299

4.2 Pre-knowing one adversarial attack300

Measure how much clean adapter contributed301

to mix model. Let denote H(Pclean(x1)),302

H(Pclean(x2)), . . . , H(Pclean(xk)) is the set of303

entropy of clean prediction over 100 samples train304

clean dataset. maxclean and minclean are the maxi-305

mum and minimum entropy, respectively. With test306

Figure 2: By choosing the coefficients β dynamically,
ADPMIXUP allows us to profile the regions of combi-
nation weight. θ0 represents the pre-trained weight of
the language model, while the gray area illustrates all
possible combinations between clean and adversarial
adapters. The pink area denotes the potential robust
combinations of adapter weights.

example xi(i ∈ [0, k]), we estimate the contribu- 307

tion of a clean adapter by the maximum normaliza- 308

tion following: 309

αclean
i =

maxclean −H(Pclean(xi))

maxclean −minclean
. (7) 310

and the mixed model is used to predict xi is com- 311

puted following: 312

θi = θ0+[αclean
i ▽θclean+(1−αclean

i )▽θadv] (8) 313

Intuitively, if example xi is a clean example, 314

H(Pclean(xi)) will be low, αclean
i will be high, and 315

the mixed model θi will close with the clean model. 316

On the opposite, if example xi is an adversarial 317

example, H(Pclean(xi)) will be high, αclean
i will 318

be low, and the mixed model θi will close with the 319

adversarial model. To summarize, αclean
i controls 320

how much a clean adapter contributes to the mixed 321

model. 322

Measure how much adversarial adapter con- 323

tributed to mix model. Similarly, we com- 324

pute αadv
i by using minimum normalization with 325

the set of entropy of the adversarial model over 326

100 adversarial training samples H(Padv(x1)), 327

H(Padv(x2)), . . . , H(Padv(xk)). αadv
i controls 328

how much an adversarial adapter contributes to 329

the mixed model. Then the mixed model is used to 330

predict xi is computed following: 331

θi = θ0 + [αadv
i ▽θclean + (1− αadv

i )▽θadv] (9) 332

In summary, let denote the mixing coefficient 333

βi = (αclean
i + αadv

i )/2, and average the RHS 334

terms in the Eq. 8 and 9: 335

θi = θ0 + [βi▽θclean + (1− βi)▽θadv] (10) 336
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4.3 Pre-knowing m adversarial attack (m>1)337

In scenarios where m adversarial attacks are iden-338

tified, we can construct m pairs of clean and adver-339

sarial adapters for each example during inference.340

If m = 2, for every example on the evaluation set,341

we have two pairs of (▽θclean, ▽θ1adv) and (▽θclean,342

▽θ2adv) with 2 coefficient (β1, β2). Specifically, for343

every sample xi(i ∈ [0, k]), we have two mixed344

model which are formulated as:345

θ1i = θ0 + [βi
1▽θclean + (1− βi

1)▽θ
1
adv] (11)346

θ2i = θ0 + [βi
2▽θclean + (1− βi

2)▽θ
2
adv] (12)347

The final mixed model for sample xi, utilizing one348

clean adapter and two known adversarial adapters,349

is computed as follows:350

θi = (θ1i + θ2i )/2 = θ0 +
(βi

1 + βi
2)

2
▽θclean

+
(1− βi

1)

2
▽θ1adv +

(1− βi
2)

2
▽θ2adv

(13)351

Generalizing for m>2, for every sample xi, the352

final mixed model is computed as
∑l=m

l=1 θli
m , where353

θli represents the prediction from the l-th adversar-354

ial adapter for sample xi.355

θi = θ0 +

∑l=m
l=1 βi

l

m
▽θclean +

∑l=m
l=1 (1− βi

l )

m
▽θladv

(14)

356

As a results, ADPMIXUP utilizes the entropy of357

model predictions as a metric to quantify the con-358

tribution of each adapter, potentially impacting the359

final mixed model for every new incoming sample.360

The visualization of the profiling weight for each361

incoming input is depicted in Fig. 2.362

5 Experiment Set-up363

Datasets and Models. We evaluate the effec-364

tiveness of ADPMIXUP on the GLUE benchmark365

dataset (Wang et al., 2019) across 5 tasks. We366

present the average clean and adversarial accuracy367

on the test set. We evaluate our algorithm on the368

BERT (Devlin et al., 2019), RoBERTa (Liu et al.,369

2019) because they share the same architecture370

with the latter models and at the same time standard371

for benchmarking in existing works (Si et al., 2021).372

We use the popular Houlsby adapter (Houlsby et al.,373

2019) as the PEFT method for efficient fine-tuning.374

We refer the readers to § A.1 and § A.2 (Appendix)375

for details of the benchmark datasets and the hyper-376

parameter configurations for fine-tuning our mod-377

els, respectively.378

Victim Models and Attack Methods. Our ex- 379

perimentation involves two Victim Models, namely 380

BERT (Devlin et al., 2019) and RoBERTa (Liu 381

et al., 2019). We employ 4 different types of word- 382

based text attackers, namely TextFooler (TF) (Jin 383

et al., 2020), PW (Ren et al., 2019), BAE (Garg 384

and Ramakrishnan, 2020), PS (Zang et al., 2020) 385

and 2 types of character-based text attackers, 386

namely DeepWordBug (DW) (Gao et al., 2018) 387

and TextBugger (TB) (Li et al., 2019). They all 388

observed superior effectiveness in attacking state- 389

of-the-art PLMs while preserving as much as pos- 390

sible the original semantic meanings. Notably, all 391

the attack algorithms are black-box attackers–i.e., 392

they can query the target models’ predictions but 393

their parameters or gradients, making our evalu- 394

ation practical. We refer the readers to A.3 for 395

details of setting up the attackers. 396

Baselines. We compare ADPMIXUP with several 397

baselines as follows. 398

• Base Models: θclean (denoted as CleanOnly), 399

θadv (denoted as AdvOnly) are two models 400

trained with only clean examples and with only 401

adversarial examples, respectively. 402

• AdvTrain (Miyato et al., 2018) where we train 403

a single model on the augmentation of clean and 404

adversarial data. 405

• ModelSoup (Wortsman et al., 2022) where we av- 406

erage the weights of whole models independently 407

trained on clean and adversarial data. 408

• AdapterSoup (Chronopoulou et al., 2023) where 409

we average the weights of adapters independently 410

trained on clean and adversarial data. 411

6 Results 412

6.1 Defend Against Pre-Known Attacks 413

Table 1 shows results when the attackers are known 414

in advance. ADPMIXUP outweighs augmentation 415

methods in both data and model space in terms of 416

averaged performance on clean and adversarial in- 417

puts across all types of attacks. Unlike adversarial 418

training, ADPMIXUP’s performance remains more 419

or less the same with models trained with only 420

clean examples. Although its performance under 421

attacks was still below the model trained on only 422

adversarial examples, it achieves the best trade-off 423

between with and without attacks across all settings. 424

Appendix A.4 provides more details. 425

Analysis #1: Mixing two whole, large independent 426

clean and adversarial models results in a signifi- 427
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Methods RoBERTa BERT

Clean Adv Avg Clean Adv Avg
W

or
d-

ba
se

d CleanOnly 91.7 49.7 70.7 84.0 50.0 67.0
AdvOnly 55.7 69.8 62.8 61.3 69.2 65.3
AdvTrain 89.8 65.6 77.7 81.8 61.1 71.5
ModelSoup 77.1 59.8 68.5 70.0 54.4 62.2
AdapterSoup 90.6 66.7 78.7 82.4 64.6 73.5
ADPMIXUP 91.6 71.4 81.5 83.2 66.4 74.8

C
ha

ra
ct

er
-b

as
ed CleanOnly 91.7 59.3 75.5 84.0 50.6 67.3

AdvOnly 53.1 78.7 65.9 50.0 73.2 61.6
AdvTrain 89.2 71.6 80.4 82.3 66.9 74.6
ModelSoup 69.2 64.8 67.0 67.4 57.4 62.4
AdapterSoup 90.4 72.9 81.7 82.3 70.2 76.3
ADPMIXUP 91.8 76.6 84.2 83.1 71.0 77.1

Table 1: Average model performance over 5 datasets of
independent clean and adversarial training, traditional
adversarial training with RoBERTa, BERT under 6 dif-
ferent types of text adversarial attack. Bold: the best
average under clean and adversarial examples.

Methods
RoBERTa BERT

TB→DW DW→TB TB→DW DW→TB

Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 91.7 58.5 91.7 60.2 84.0 46.0 84.0 55.0
AdvOnly 53.5 67.2 52.7 71.0 42.6 72.3 57.4 69.6
AdvTrain 89.0 63.9 89.4 67.6 82.2 66.3 82.4 66.9
ModelSoup 68.9 53.5 69.5 54.9 66.9 56.1 67.9 53.3
AdapterSoup 89.2 67.6 90.5 70.7 81.2 70.4 82.5 68.9
ADPMIXUP 91.7 68.0 91.8 71.3 82.5 71.1 82.8 69.4

Table 2: Cross-attack evaluation between character-
based TextBugger (TB) and DeepWordBug (DW). Bold:
the best average under clean and adversarial examples.

cant decline in both generalization and adversar-428

ial robustness. This could happen because such429

independent models trained on datasets of different430

distributions may not converge to the same optimal431

trajectory. Thus, when combining them, the final432

mixed ModelSoup model will not represent the op-433

timal solution, as also shown in (Wortsman et al.,434

2022). This confirms our analysis in §3.2.435

Analysis #2: ADPMIXUP achieves better results436

on RoBERTa compared with BERT. ADPMIXUP437

exhibits a larger decline in both clean and adver-438

sarial robustness on BERT compared to RoBERTa.439

This discrepancy may be attributed to the size of440

the adapter, which is 64 for RoBERTa, consider-441

ably smaller than the 256 in BERT. Consequently,442

RoBERTa allocates a smaller portion of weights443

across clean and adversarial classifiers compared444

to BERT. This limited weight sharing enables445

RoBERTa to achieve competitive performance com-446

pared to ensemble learning, as discussed in § 3.2.447

Pre-Known Atk TF BA PW PS

Target Atk PS PW PS PW TF BA TF BA

R
oB

E
RT

a CleanOnly 50.3 56.1 50.3 56.1 46.7 45.4 46.7 45.4
AdvOnly 65.5 68.2 64.4 66.4 66.8 69.0 62.8 63.5
AdvTrain 60.2 62.8 59.7 61.2 63.3 62.7 57.7 55.9
ModelSoup 56.0 56.2 54.7 55.8 53.5 52.5 50.8 50.6
AdapterSoup 63.7 65.7 63.6 65.6 65.5 69.5 61.5 62.5
ADPMIXUP 65.1 67.2 64.5 67.1 66.4 70.4 62.0 63.5

B
E

RT

CleanOnly 51.3 51.1 51.3 51.1 53.5 45.8 53.5 45.8
AdvOnly 63.6 63.5 57.7 56.4 67.6 65.8 58.1 57.2
AdvTrain 54.8 58.7 52.5 51.9 62.1 53.3 56.5 51.4
ModelSoup 51.1 51.4 45.6 43.9 53.0 50.2 47.4 45.6
AdapterSoup 59.3 62.0 55.4 54.3 64.6 62.9 57.1 55.9
ADPMIXUP 61.3 63.6 57.1 55.5 65.1 63.9 58.1 57.6

Table 3: Cross attack evaluation among word-based
methods. Bold: the best average under clean and ad-
versarial examples.

6.2 Defend with m=1 Pre-Known Attack 448

In this scenario, we train the adapter on one ad- 449

versarial dataset which is generated by one type 450

of adversarial attack, and then evaluate its perfor- 451

mance on adversarial datasets which are generated 452

by different adversarial attacking algorithms. 453

Intra-type Settings. Table 2 and 3 present the 454

average clean and adversarial robustness scores 455

between character-based, and word-based across 456

5 downstream tasks. Due to computational lim- 457

itations, in Table 3, for each word-based attack 458

method, we randomly selected two word-based 459

methods as the target attacks. Overall, ADPMIXUP 460

achieves the best trade-off performance with and 461

without attacks in utilizing the pre-known adver- 462

sarial knowledge of one attacker to defend another 463

unknown one. We refer readers to Appendix A.5 464

for detailed results. 465

Inter-type Settings. Table 4 shows the model per- 466

formance when trained on character-based adver- 467

sarial datasets and evaluated on word-based adver- 468

sarial datasets, and vice versa. Overall, injecting 469

knowledge of adapters learned from character ad- 470

versarial perturbations makes better improvement 471

performance on word-based adversarial examples 472

compared to knowledge learned from word-based. 473

6.3 Defend with m>1 Pre-Known Attacks 474

Table 5 shows the cross-attack evaluations when in- 475

creasing the number of known adversarial attacks. 476

Analysis #1: ADPMIXUP effectively utilizes pre- 477

known attacks to defend against unknown ones. 478

Increasing the number of pre-known attacks m 479

from 1 to 3 leads to an improvement in robust- 480
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Attacker
Charac→Word Word→Charac

Clean TF BAE PS PW Clean DW TB

R
oB

E
RT

a CleanOnly 91.7 46.8 45.6 50.3 56.1 91.7 58.5 60.0
AdvOnly 53.1 62.0 58.2 60.8 64.7 55.7 64.9 66.4
AdvTrain 89.2 56.2 51.8 56.1 65.4 89.8 62.4 62.8
ModelSoup 69.2 52.8 43.5 46.1 47.4 81.6 57.2 58.0
AdapterSoup 91.4 59.8 60.1 59.6 64.4 90.6 63.1 64.2
ADPMIXUP 91.8 61.6 61.5 60.7 64.4 91.6 64.5 66.1

B
E

RT

CleanOnly 84.0 53.5 45.8 57.4 51.1 84.0 46.0 55.0
AdvOnly 50.0 63.2 65.3 65.7 65.5 61.3 63.9 63.7
AdvTrain 82.3 56.8 52.7 56.3 59.9 81.8 57.8 60.8
ModelSoup 67.4 52.0 49.0 47.2 49.6 70.0 47.9 51.0
AdapterSoup 82.3 61.9 61.5 63.6 62.1 82.4 59.8 61.0
ADPMIXUP 83.1 62.8 62.0 64.2 65.0 83.2 63.0 63.1

Table 4: Average Cross Pre-Known Character and Pre-
Known Word attack. In bold means best average perfor-
mance with and without attack.

Attacker m=1 m=2 m=3

Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a CleanOnly 91.7 49.7 91.7 49.7 91.7 49.7
AdvOnly 55.7 65.8 55.8 66.8 55.1 68.6
AdvTrain 89.9 60.4 90.2 61.4 86.1 64.0
ModelSoup 81.6 53.8 67.5 49.7 60.5 46.4
AdapterSoup 90.6 64.7 87.3 62.1 76.4 59.8
ADPMIXUP 91.6 65.7 89.6 68.0 91.6 69.1

B
E

RT

CleanOnly 84.0 49.9 84.0 49.9 84.0 49.9
AdvOnly 61.1 61.4 41.5 64.0 44.3 65.4
AdvTrain 81.4 55.0 80.0 57.2 77.8 59.3
ModelSoup 70.8 48.5 63.5 44.6 52.9 42.6
AdapterSoup 82.4 59.1 76.5 56.5 68.9 52.9
ADPMIXUP 83.3 60.3 80.3 60.8 83.6 63.5

Table 5: Cross Attack Evaluation between Word-based
methods when knowing more than one adversarial at-
tack. In bold means best average performance with
and without attack. / denotes the increase/decrease
from preceding m pre-known attacks.

ness for RoBERTa under attacks from 65.8% with481

m = 1 to 66.8% and 68.6% with m is equal to482

2 and 3, respectively. In addition, ADPMIXUP483

demonstrates sustained competitive performance484

on clean data while benefiting from enhanced per-485

formance on adversarial datasets when subjected486

to an increased number of text adversarial attacks.487

This resilience may be attributed to ADPMIXUP488

strategy of selecting different weight configurations489

for the clean and adversarial adapters, effectively490

harnessing insights from adversarial adapters to491

boost overall model performance.492

Analysis #2: Model generalization decreases493

when increasing the number of known m attacks.494

When m increases from 1 to 3, AdvOnly, AdvTrain,495

ModelSoup, AdapterSoup show a significant drop496

in model generalization on both RoBERTa and497

Figure 3: Average coefficient β of ADPMIXUP with
m = 1 pre-known attack during inference on 100 test ex-
amples with RoBERTa against different attack methods.
The lower the score, the more the adversarial adapter
weight contributes to the mixed models. * and ’ denote
word-based and character-based attacks, respectively.
Red rectangles denote attacks of the same type (word or
character-based).

BERT (Table 5). This may stem from adversar- 498

ial training inducing a shift in data distribution. 499

Adversarial examples often deviate from the statis- 500

tical distribution of clean data. Consequently, the 501

training process might prioritize learning features 502

and patterns specific to adversarial examples, di- 503

verging from the underlying data distribution of 504

clean samples (Goodfellow et al., 2015b). 505

7 Discussion 506

Flexibility. Compared to the baselines, ADP- 507

MIXUP is able to leverage recent state-of-the-art 508

PEFT methods with superior performance com- 509

pared to Adapters (Houlsby et al., 2019), such 510

as LoRA (Hu et al., 2022), AdaMix (Wang et al., 511

2022). Consequently, ADPMIXUP exhibits mod- 512

ular properties, enabling the defense against new 513

types of adversarial attacks by conveniently train- 514

ing a new adapter corresponding to the specific new 515

attack and subsequently merging them. 516

Profiling adversarial examples via analyzing β. 517

Fig. 3 shows heatmap of average mixing coeffi- 518

cient β with m=1 pre-known attack. For every 519

pre-known attack, we use ADPMIXUP to compute 520

the set of mixing coefficient β to be used during 521

inference on 100 samples generated from 6 types 522

of target attack. Overall, the weights from word- 523

based adversarial adapters contribute more to the 524

final mixed model than the those from character- 525

based adversarial adapters when the target attack 526

is word-based. Similar observations can be made 527

7
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Figure 4: Average model accuracy (clean and adversar-
ial) across 5 domain tasks under m=1 pre-known attack
method at various ratios of clean examples.

with character-based attacks. In other words, ADP-528

MIXUP enables interpretable and intuitive charac-529

terization of unknown target attacks by attributing530

them to the suitable set of pre-known attacks.531

Empirical Min and Empirical Max. Fig. 4532

shows the average accuracy of ADPMIXUP across533

5 tasks with m=1 pre-known attack under vari-534

ous ratios of clean examples. For each specific535

ratio of clean examples, we scan all the the coef-536

ficients β∈[0, 1] with step size of 0.1 to find ones537

that result in the best and the worst performance.538

AdapterSoup’s performance (β=0.5 fixed) remains539

more stable than CleanOnly (β=0.0 fixed) and Ad-540

vOnly (β=1.0 fixed) as the ratio of clean examples541

increases. However, their performance are very542

far away from the empirical optimal performance.543

ADPMIXUP (dynamic β) automatically finds the544

suitable coefficient β, achieving much closer per-545

formance to the empirical optimal β. This further546

demonstrates the effectiveness of ADPMIXUP’s in-547

tuition and design of using entropy to dynamically548

calculate the best set of β for robust inference.549

Theoretical and empirical computational com-550

plexity. Table 6 shows that ADPMIXUP has near551

optimal complexities in terms of space and training552

time compared to the baselines due to marginal ad-553

ditional computations required to accommodate m554

adapters. During inference, ADPMIXUP requires555

O(m) complexity to calculate all the mixing co-556

efficients β (Eq. 14). However, in practice, ADP-557

MIXUP does not always need to use all m adapter558

heads if the input is clean, as there are usually much559

less number of adversarial examples. Thus, to fur-560

ther reduce the runtime during inference, we can561

set a threshold on calculated β on the clean adapter562

head to detect if an input is a potential adversar-563

ial example. With coefficient threshold β is set to564

0.4, ADPMIXUP has a false negative rate on detect-565

Method Notation Training Space Inference

CleanOnly f(x, θ) O(1) O(1) O(1)
AdvOnly f(x, θ′) O(1) O(1) O(1)
ModelSoup f(x,∪m

i=1θi) O(m) O(m) O(1)
AdvTrain f(x,∪m

i=1θ
′
i) O(m) O(1) O(1)

AdapterSoup f(x, θ0 ∪m
i=1 ▽θi) ∼O(1) ∼O(1) ∼O(1)

ADPMIXUP f(x, θ0∪n
i=1▽θi) ∼O(1) ∼O(1) O(m)

Table 6: Theoretical complexity during training and in-
ference on a single example. θi represents an individual
model. m is the number of pre-known attacks. θ0 is the
pre-trained weight that is shared across models. ▽θi is
the adapter trained for task i-th.
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Figure 5: Trade-off between predictive accuracy (bar)
and false negative rate in detecting adversarial examples
(line) of ADPMIXUP with RoBERTa, assuming a con-
servative 15% ratio of adversarials out of 1K test inputs.

ing adversarial examples of 0.25, and the accuracy 566

of ADPMIXUP only drops 2.7% (88.3%→85.6%) 567

(Fig. 5). This help reduces the runtime signifi- 568

cantly as it only needs to use all m adapters max- 569

imum about 30% of the time. This makes ADP- 570

MIXUP’s runtime complexity (∼ O(0.3m)) closer 571

or even better thanO(1) when m≤3, making ADP- 572

MIXUP’s overall complexity practical in real-life, 573

given that the ratio of adversarial examples can be 574

much less than 15% as used in Fig. 5. 575

8 Conclusion 576

This work provides a new framework for improv- 577

ing model generalization and robustness of PLMs 578

under adversarial attacks by combining adversarial 579

augmentation via Mixup and parameter-efficient 580

fine-tuning via adapters. Our findings highlight the 581

utility of adapters in empowering PLMs to achieve 582

competitive performance in terms of generalization 583

and robustness under both pre-known and unknown 584

adversarial attacks with minimal additional com- 585

putational complexity. Additionally, ADPMIXUP 586

provides extra interpretability into profiling and an- 587

alyzing potential adversarial examples in practice. 588
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Limitation589

Primarily, ADPMIXUP use weight average (Worts-590

man et al., 2022) to compute the weight of the591

final mixed model based on the mixing coeffi-592

cient β. Consequently, future works could inves-593

tigate the applicability of our findings to these al-594

ternative model merging approaches. Furthermore,595

our exploration focused solely on one BERT and596

RoBERTa on the natural language understanding597

tasks. As a result, a valuable avenue for future re-598

search would involve extending our analysis to en-599

compass the emerging text generation tasks, partic-600

ularly within the context of the current transformer-601

based language model like complex GPT-family602

models.603

Broader Impacts and Ethics Statement604

We expect no ethical concerns regarding the arti-605

facts and real-life applications of this work.606
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A Appendix721

A.1 Dataset statistics722

Table 7 shows the number of instances for each723

dataset divided by training and test set and linguis-724

tic statistics over 5 evaluation datasets.725

A.2 Training details726

Tables 8, 9 show detailed hyper-parameter in our727

experiments.728

A.3 TextAttack Configuration729

For the TextFooler attack, we set the minimum730

embedding cosine similarity between a word and731

its synonyms as 0.85, and the minimum Universal732

Sentence Encoder (USE) similarity is 0.84. For the733

BAE word-based attack, we set the threshold for734

cosine similarity of USE as 0.94, and the window735

size is 15. For the PS we set the maximum number736

of iteration times to 10 and the population size to737

60. For the DeepWordBug, we set the maximum738

difference in edit distance to a constant 30 for each739

sample. For the TextBugger, we set top-5 nearest740

neighbors in a context-aware word vector space,741

and the semantic similarity threshold for USE is742

set as 0.8.743

A.4 Detailed Evaluation Results744

Table 10, 11 show detailed results on the gener-745

alization and adversarial robustness of RoBERTa,746

BERT.747

A.5 Detailed Cross Attack Evaluation748

Average cross-attack evaluation. Table 12 and749

13 show average cross-attack evaluation from word-750

base to character-base and vice versa.751

From Word-based to Character-based attack.752

Table 14, 15 show detailed cross evaluation from753

word-based to character-based attack of RoBERTa754

and BERT.755

From Character-based to Word-based attack.756

Table 16, 17, 18, 19 show detailed cross evalua-757

tion from character-based to word-based attack of758

RoBERTa and BERT.759

Between Word-based attacks. Tables 20, 21, 22,760

23 show detailed cross attack evaluations between761

Word-based methods on RoBERTa, BERT.762

Between Character-based attacks. Tables 24, 763

25, 26 and 27 show detailed cross-attack evalua- 764

tions between Word-based methods on RoBERTa, 765

BERT. 766

A.6 Detailed Cross Attack Evaluation when 767

know m>1 adversarial attacks 768

Tables from 28 to 31 show average model gener- 769

alization and adversarial robustness across tasks 770

when utilized in more than 1 adversarial attack. 771

A.7 Detail analysis on space and time 772

complexity 773

Detail time and space analysis of different methods 774

can be seen in Table 6. 775
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Data Source # Training Example # Test Example Average
Document Length

Average
Sentence Length

Average
# Sentences per Document

MRPC 3,668 408 21.9 21.1 1.0
QNLI 104,743 5,463 18.2 18.0 1.0
RTE 2,490 277 26.2 18.1 1.4
SST 67,347 872 10.4 10.4 1.0

IMDB 22,500 2,500 233.8 21.6 10.8

Table 7: Number of instances for each dataset divided by training and test set and linguistic statistics.

Task Learning rate epoch train batch size evaluation batch size

BERTBASE

MRPC 2e-5 3 16 8
QNLI 3e-5 5 32 8
RTE 2e-5 3 16 8
SST2 2e-5 3 32 8
IMDB 5e-5 5 16 8

RoBERTaLARGE

MRPC 3e-5 10 32 16
QNLI 2e-4 5 32 16
RTE 3e-5 10 32 16
SST2 2e-5 5 32 16
IMDB 5e-5 5 32 16

Table 8: Hyperparameter configurations for fully finetuning on various tasks.

Task Learning rate epoch batch size warmup weight decay adapter size

BERTBASE

MRPC 4e-4 5 32 0.06 0.1 256
QNLI 4e-4 20 32 0.06 0.1 256
RTE 4e-4 5 32 0.06 0.1 256
SST2 4e-4 10 32 0.06 0.1 256
IMDB 4e-4 5 32 0.06 0.1 256

RoBERTaLARGE

MRPC 3e-4 5 64 0.6 0.1 64
QNLI 3e-4 20 64 0.6 0.1 64
RTE 3e-4 5 64 0.6 0.1 64
SST2 3e-4 10 64 0.6 0.1 64
IMDB 3e-4 5 64 0.6 0.1 64

Table 9: Hyperparameter configurations for adapter finetuning on various tasks.
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Methods
MRPC QNLI RTE SST2 IMDB

Clean Attack Clean Attack Clean Attack Clean Attack Clean Attack

TextFooler
CleanOnly 90.0 51.1 94.8 56.0 85.2 33.6 95.9 42.4 92.5 50.8
AdvOnly 68.4 68.6 49.4 66.4 52.7 76.2 51.0 59.0 51.1 76.9
AdvTrain 87.8 64.1 92.0 64.4 84.5 62.7 95.2 56.5 90.6 75.7
ModelSoup 87.3 53.9 67.0 65.0 85.1 56.8 94.8 51.5 89.2 67.7
ADPMIXUP 89.9 68.6 94.4 66.7 85.0 76.6 96.3 58.9 92.6 76.8

PW
CleanOnly 90.0 60.3 94.8 63.2 85.2 35.4 95.9 67.7 92.5 54.1
AdvOnly 68.2 67.4 52.9 88.6 51.3 72.6 50.9 74.6 54.6 90.8
AdvTrain 87.3 66.8 92.2 79.1 82.9 63.7 95.3 74.2 89.1 68.4
ModelSoup 71.1 66.1 93.7 74.8 62.5 62.1 95.4 51.5 89.6 60.7
ADPMIXUP 89.3 67.9 94.7 82.4 85.1 71.9 95.8 74.7 92.5 84.3

BAE
CleanOnly 90.0 55.5 94.8 50.9 85.2 39.4 95.9 29.3 92.5 52.9
AdvOnly 68.4 65.8 51.5 60.4 51.3 69.1 40.7 67.2 53.0 91.2
AdvTrain 88.7 60.1 94.1 58.0 79.1 62.0 94.2 55.2 91.3 70.2
ModelSoup 72.1 62.3 88.8 56.6 75.3 61.4 90.1 51.3 86.9 65.3
ADPMIXUP 89.4 65.1 94.5 61.6 84.9 68.3 96.4 66.8 92.9 86.3

PS
CleanOnly 90.0 57.2 94.8 60.6 85.2 37.8 95.9 42.4 92.5 53.4
AdvOnly 68.4 63.2 77.2 67.2 52.3 70.4 49.7 69.0 50.2 90.9
AdvTrain 88.3 60.4 93.3 65.5 81.6 66.7 96.6 65.5 90.8 72.3
ModelSoup 70.1 56.2 87.2 60.9 58.5 62.2 85.1 41.5 82.4 67.2
ADPMIXUP 89.3 62.9 94.6 68.2 85.8 69.5 96.6 68.9 92.8 81.3

DeepWordBug
CleanOnly 90.0 66.3 94.8 65.8 85.2 52.7 95.9 52.6 92.5 55.1
AdvOnly 66.4 76.3 55.4 73.1 51.6 73.6 39.9 79.9 50.0 93.2
AdvTrain 88.5 70.2 93.3 68.0 79.4 66.7 93.9 73.5 91.7 78.6
ModelSoup 68.4 70.0 61.0 64.8 55.6 67.7 84.6 62.3 78.0 69.6
ADPMIXUP 90.6 75.9 94.7 71.3 84.9 71.9 96.5 78.9 92.4 84.2

TextBugger
CleanOnly 90.0 65.8 94.8 65.5 85.2 47.3 95.9 60.3 92.5 61.0
AdvOnly 62.5 79.2 50.2 79.1 52.7 71.9 50.9 71.4 51.2 89.0
AdvTrain 88.2 73.2 94.5 72.2 80.9 67.3 90.7 69.6 90.9 76.3
ModelSoup 77.2 55.7 56.4 73.2 61.0 58.9 75.2 55.0 74.6 70.2
ADPMIXUP 89.7 77.5 95.2 78.6 85.0 70.9 96.3 70.9 92.4 85.4

Table 10: Model performance of independent clean and adversarial training, traditional adversarial training with
RoBERTa under TextFooler, and PW textual attack. In bold means better performance compared to Adversarial
training. In red means performance is worse than Adversarial training.
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Methods
MRPC QNLI RTE SST2 IMDB

Clean Attack Clean Attack Clean Attack Clean Attack Clean Attack

TextFooler
CleanOnly 83.3 64.8 90.5 62.9 65.0 35.1 92.5 52.5 88.9 52.0
AdvOnly 35.6 66.9 75.3 88.9 46.9 58.7 23.6 68.6 60.1 87.3
AdvTrain 78.7 68.9 86.8 73.2 62.1 46.6 92.5 67.9 86.7 55.5
ModelSoup 68.5 57.9 76.6 62.4 54.5 40.9 83.2 55.9 68.9 59.4
ADPMIXUP 82.1 68.0 89.6 84.2 64.1 55.3 92.3 67.9 87.9 83.2

PW
CleanOnly 83.3 60.5 90.5 59.8 65.0 39.5 92.5 40.2 88.9 55.6
AdvOnly 54.7 74.4 76.6 93.2 46.2 56.7 19.3 82.6 58.5 84.3
AdvTrain 78.9 70.9 85.3 73.3 59.9 50.4 90.5 72.3 87.9 65.6
ModelSoup 65.4 68.3 79.8 73.2 55.3 51.6 81.7 63.4 68.4 57.2
ADPMIXUP 81.2 72.0 88.3 84.5 63.6 55.3 91.7 77.1 88.2 73.6

BAE
CleanOnly 83.3 60.8 90.5 53.1 65.0 37.9 92.5 27.7 88.9 49.6
AdvOnly 78.7 65.8 87.6 59.5 59.6 56.7 88.0 35.5 55.6 81.4
AdvTrain 79.7 66.4 90.2 56.8 63.2 53.6 91.7 35.1 88.7 60.1
ModelSoup 71.7 60.1 68.8 40.1 53.1 40.2 86.4 31.3 53.6 50.8
ADPMIXUP 82.0 67.3 90.2 58.2 64.6 55.1 92.1 38.5 88.6 72.8

PS
CleanOnly 83.3 56.6 90.5 64.9 65.0 33.9 92.5 40.4 88.9 51.3
AdvOnly 76.5 78.2 79.2 64.4 60.6 44.8 86.4 57.1 55.8 78.9
AdvTrain 80.4 71.9 89.5 67.4 63.5 41.4 93.0 59.3 85.8 65.2
ModelSoup 71.0 68.6 83.3 59.4 52.7 37.2 85.6 48.7 72.3 61.3
ADPMIXUP 81.3 75.2 90.4 65.3 64.7 43.5 92.1 57.1 87.8 73.5

DeepWordBug
CleanOnly 83.3 51.3 90.5 52.5 65.0 33.6 92.5 40.3 88.9 52.2
AdvOnly 75.2 75.4 50.8 71.8 54.5 66.4 47.4 67.0 58.9 75.3
AdvTrain 81.6 67.7 90.6 62.9 61.4 56.3 91.0 63.5 87.2 71.1
ModelSoup 68.9 53.0 76.9 53.0 54.5 58.4 86.4 48.3 52.6 60.9
ADPMIXUP 82.4 72.5 89.3 68.2 63.1 64.3 91.4 66.0 88.0 74.1

TextBugger
CleanOnly 83.3 66.0 90.5 62.0 65.0 37.8 92.5 50.9 88.9 59.3
AdvOnly 38.7 76.0 52.1 69.0 45.1 65.7 23.2 76.6 53.9 88.8
AdvTrain 80.6 73.3 90.4 67.8 57.8 54.2 93.5 70.0 88.7 82.3
ModelSoup 70.3 66.0 81.5 59.4 54.5 55.3 74.9 46.6 53.3 73.2
ADPMIXUP 82.0 74.7 90.1 68.0 63.5 63.3 92.6 74.1 88.5 84.4

Table 11: Model performance of independent clean and adversarial training, traditional adversarial training with
BERT under TextFooler, and PW textual attack. In bold means better performance compared to Adversarial training.
In red means performance is worse than Adversarial training.

Attacker TF→DW TF→TB BA→DW BA→TB PS→DW PS→TB PW→DW PW→TB

Method Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a CleanOnly 91.7 58.5 91.7 60.0 91.7 58.5 91.7 60.0 91.7 58.5 91.7 60.0 91.7 58.5 91.7 60.0
AdvOnly 54.5 68.0 54.5 67.1 53.0 63.3 53.0 61.5 59.6 65.7 59.6 67.5 55.6 62.5 55.6 69.3
AdvTrain 90.0 64.7 90.0 63.2 89.5 61.4 89.5 58.5 90.1 63.0 90.1 63.8 89.4 60.3 89.4 65.8
ModelSoup 84.7 59.7 84.7 59.2 82.6 57.4 82.6 52.6 76.7 57.0 76.7 58.9 82.5 54.6 82.5 61.1
ADPMIXUP 91.6 66.4 91.6 65.9 91.6 64.0 91.6 62.6 91.8 65.6 91.8 67.0 91.5 62.0 91.5 69.0

B
E

RT

CleanOnly 84.0 46.0 84.0 55.0 84.0 46.0 84.0 55.0 84.0 46.0 84.0 55.0 84.0 46.0 84.0 55.0
AdvOnly 48.3 64.5 48.3 63.8 73.9 56.3 73.9 56.8 71.7 61.1 71.7 62.3 51.1 73.5 51.1 71.8
AdvTrain 81.4 57.6 81.4 60.9 82.7 52.5 82.7 53.6 82.4 55.5 82.4 60.5 80.5 65.6 80.5 68.1
ModelSoup 70.3 48.5 70.3 54.3 66.7 41.9 66.7 41.5 73.0 47.6 73.0 50.1 70.1 53.5 70.1 58.2
ADPMIXUP 83.2 63.1 83.2 63.0 83.5 55.1 83.5 55.8 83.3 61.1 83.3 62.1 82.6 72.6 82.6 71.3

Table 12: Cross Attack Evaluation From Word-based to Character-based methods
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Attacker DW→TF DW→BAE DW→PS DW→PW TB→TF TB→BAE TB→PS TB→PW

Method Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a CleanOnly 91.7 46.8 91.7 45.6 91.7 50.3 91.7 56.1 91.7 46.8 91.7 45.6 91.7 50.3 91.7 56.1
AdvOnly 52.7 62.7 52.7 60.2 52.7 62.3 52.7 66.0 53.5 61.3 53.5 56.1 53.5 59.3 53.5 63.4
AdvTrain 89.4 56.4 89.4 51.5 89.4 54.7 89.4 61.4 89.0 56.0 89.0 52.1 89.0 57.4 89.0 59.4
ModelSoup 69.5 53.5 69.5 44.9 69.5 46.2 69.5 44.3 68.9 52.0 68.9 42.0 68.9 46.0 68.9 50.5
ADPMIXUP 91.8 61.5 91.8 62.1 91.8 62.4 91.8 65.7 91.7 61.6 91.7 60.9 91.7 59.8 91.7 63.1

B
E

RT

CleanOnly 84.0 53.5 84.0 45.8 84.0 57.4 84.0 51.1 84.0 53.5 84.0 45.8 84.0 57.4 84.0 51.1
AdvOnly 57.4 63.3 57.4 64.8 57.4 66.9 57.4 66.2 42.6 63.0 42.6 65.7 42.6 64.5 42.6 64.8
AdvTrain 82.4 56.7 82.4 52.1 82.4 56.6 82.4 60.5 82.2 56.8 82.2 53.2 82.2 55.9 82.2 59.2
ModelSoup 67.9 54.8 67.9 49.8 67.9 47.1 67.9 50.0 66.9 49.2 66.9 48.2 66.9 47.3 66.9 49.2
ADPMIXUP 82.8 63.5 82.8 61.3 82.8 66.0 82.8 66.5 83.3 62.0 83.3 62.7 83.3 62.3 83.3 63.5

Table 13: Cross Attack Evaluation From Character-based to Word-based methods

Methods DeepWordBug TextBugger

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 66.3 94.8 65.8 85.2 52.7 95.9 52.6 92.5 55.1 90.0 65.8 94.8 65.5 85.2 47.3 95.9 60.3 92.5 61.0

Clean + TextFooler
AdvOnly 68.4 70.0 49.4 66.6 52.7 67.7 51.0 60.8 51.1 74.9 68.4 72.6 49.4 67.0 52.7 64.3 51.0 56.5 51.1 75.3
AdvTrain 87.8 68.5 92.0 64.9 84.5 66.2 95.2 59.2 90.6 64.8 87.8 70.4 92.0 64.0 84.5 57.6 95.2 53.2 90.6 70.9
ModelSoup 87.3 64.2 67.0 60.6 85.1 61.7 94.8 52.8 89.2 59.2 87.3 67.5 67.0 62.0 85.1 54.3 94.8 50.4 89.2 62.0
ADPMIXUP 89.9 70.3 94.4 66.5 85.0 67.7 96.3 59.5 92.6 68.2 89.9 69.4 94.4 67.3 85.0 64.3 96.3 55.0 92.6 73.6

Clean + BAE
AdvOnly 68.4 70.0 51.5 68.8 51.3 66.7 40.7 53.9 53.0 57.3 68.4 72.6 51.5 65.7 51.3 60.7 40.7 52.5 53.0 56.2
AdvTrain 88.7 68.9 94.1 67.8 79.1 64.7 94.2 50.8 91.3 54.7 88.7 70.2 94.1 62.6 79.1 57.6 94.2 50.1 91.3 52.1
ModelSoup 72.1 63.7 88.8 63.5 75.3 62.2 90.1 47.5 86.9 50.1 72.1 65.8 88.8 50.6 75.2 51.6 90.1 47.2 86.9 48.0
ADPMIXUP 89.4 70.7 94.5 68.4 84.9 68.0 96.4 56.1 92.9 56.9 89.4 71.8 94.5 66.4 84.9 64.5 96.4 53.1 92.9 56.1

Clean + PS
AdvOnly 68.4 70.0 77.2 73.7 52.3 66.2 49.7 65.5 50.2 53.2 68.4 72.6 77.2 75.4 52.3 64.3 49.7 65.9 50.2 59.2
AdvTrain 88.3 67.5 93.3 69.3 81.6 63.7 96.6 63.3 90.8 51.3 88.3 70.1 93.3 70.8 81.6 58.0 96.6 63.0 90.8 57.0
ModelSoup 70.1 60.0 87.2 60.5 58.5 60.2 85.1 57.0 82.4 47.5 70.1 62.1 87.2 68.8 58.5 53.4 85.1 58.8 82.4 51.3
ADPMIXUP 89.3 68.9 94.6 72.8 85.8 68.1 96.6 65.0 92.8 53.0 89.3 71.4 94.6 75.3 85.8 64.6 96.6 64.9 92.8 58.9

Clean + PW
AdvOnly 68.2 70.0 52.9 56.5 51.3 68.7 50.9 60.8 54.6 56.3 68.2 2.6 52.9 85.7 51.3 62.9 50.9 61.9 54.6 63.2
AdvTrain 87.3 67.0 92.2 54.3 82.9 67.7 95.3 58.2 89.1 54.1 87.3 71.7 92.2 83.3 82.9 60.3 95.3 57.0 89.1 56.8
ModelSoup 71.1 66.3 93.7 45.9 62.5 63.2 95.4 50.6 89.6 46.8 71.1 69.2 93.7 76.0 62.5 55.4 95.4 52.5 89.6 52.6
ADPMIXUP 89.3 69.0 94.7 56.9 85.1 68.0 95.8 59.9 92.5 56.0 89.3 73.0 94.7 85.5 85.1 64.7 95.8 60.9 92.5 60.7

Table 14: Cross Evaluation (from Word-based to Character-based) with RoBERTa
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Methods DeepWordBug TextBugger

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 83.3 51.3 90.5 52.5 65.0 33.6 92.5 40.3 88.9 52.2 83.3 66.0 90.5 62.0 65.0 37.8 92.5 50.9 88.9 59.3

Clean + TextFooler
AdvOnly 35.6 78.6 75.3 61.4 46.9 58.0 23.6 64.6 60.1 59.9 35.6 75.8 75.3 62.3 46.9 53.8 23.6 60.4 60.1 66.9
AdvTrain 78.7 74.2 86.8 58.4 62.1 50.0 92.5 48.7 86.7 56.7 78.7 74.1 86.8 57.8 62.1 51.0 92.5 57.9 86.7 63.8
ModelSoup 68.5 64.5 76.6 53.5 54.5 42.9 83.2 32.8 68.9 48.7 68.5 71.3 76.6 54.2 54.5 46.6 83.2 43.8 68.9 55.6
ADPMIXUP 82.1 76.9 89.6 60.2 64.1 56.8 92.3 62.4 87.9 59.0 82.1 75.3 89.6 61.3 64.1 53.1 92.3 59.3 87.9 65.8

Clean + BAE
AdvOnly 78.7 69.6 87.6 49.0 59.6 59.7 88.0 46.6 55.6 56.4 78.7 64.9 87.6 44.8 59.6 59.4 88.0 48.1 55.6 66.9
AdvTrain 79.7 68.7 90.2 44.2 63.2 49.6 91.7 45.4 88.7 54.4 79.7 62.5 90.2 41.6 63.2 53.0 91.7 45.9 88.7 64.8
ModelSoup 71.7 58.6 68.8 40.7 53.1 35.7 86.4 32.1 53.6 42.5 71.7 45.5 68.8 35.4 53.1 38.2 86.4 42.8 53.6 45.8
ADPMIXUP 82.0 69.2 90.2 48.7 64.6 55.3 92.1 46.4 88.6 55.9 82.0 64.0 90.2 44.5 64.6 57.1 92.1 47.0 88.6 66.3

Clean + PS
AdvOnly 76.5 79.7 79.2 58.7 60.6 53.8 86.4 55.8 55.8 57.3 76.5 74.4 79.2 59.3 60.6 52.2 86.4 59.2 55.8 66.5
AdvTrain 80.4 74.2 89.5 55.3 63.5 47.5 93.0 47.5 85.8 53.1 80.4 74.4 89.5 56.4 63.5 51.4 93.0 56.7 85.8 63.8
ModelSoup 71.0 78.0 83.3 51.5 52.7 32.4 85.6 31.9 72.3 44.2 71.0 64.7 83.3 58.5 52.7 35.5 85.6 42.6 72.3 49.3
ADPMIXUP 81.3 79.5 90.4 57.9 64.7 54.6 92.1 56.3 87.8 57.1 81.3 73.9 90.4 59.0 64.7 52.1 92.1 59.0 87.8 66.3 s

Clean + PW
AdvOnly 54.7 79.4 76.6 86.6 46.2 59.7 19.3 73.8 58.5 68.2 54.7 74.7 76.6 85.9 46.2 56.2 19.3 66.4 58.5 75.7
AdvTrain 78.9 74.8 85.3 83.9 59.9 48.3 90.5 56.4 87.9 64.8 78.9 72.1 85.3 86.5 59.9 51.0 90.5 59.6 87.9 71.4
ModelSoup 65.4 76.8 79.8 68.8 55.3 37.8 81.7 38.2 68.4 45.8 65.4 73.8 79.8 73.4 55.3 41.3 81.7 49.1 68.4 53.5
ADPMIXUP 81.2 79.2 88.3 86.0 63.6 57.5 91.7 72.3 88.2 68.1 81.2 74.8 88.3 86.3 63.6 55.4 91.7 65.2 88.2 74.8

Table 15: Cross Attack Evaluation (from Word-based to Character-based) with BERT

Methods TextFooler BAE

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 51.1 94.8 56.0 85.2 33.6 95.9 42.4 92.5 50.8 90.0 55.5 94.8 50.9 85.2 39.4 95.9 29.3 92.5 52.9

Clean + DeepWordBug
AdvOnly 66.4 58.6 55.4 64.6 51.6 75.7 39.9 52.5 50.0 61.9 66.4 65.1 55.5 54.5 51.6 66.3 39.9 55.2 50.0 59.7
AdvTrain 88.5 57.8 93.3 63.5 79.4 51.4 93.9 51.0 91.7 58.3 88.5 59.6 93.3 54.4 79.4 55.4 93.9 37.9 91.7 50.3
ModelSoup 68.4 39.1 61.0 55.2 55.6 74.3 84.6 48.5 78.0 50.6 68.4 40.4 61.0 42.9 55.6 67.4 84.6 29.3 78.0 44.6
ADPMIXUP 90.6 58.9 94.7 64.1 84.9 74.0 96.5 51.5 92.4 59.2 90.6 66.1 94.7 53.9 84.9 73.4 96.5 60.1 92.4 57.2

Clean + TextBugger
AdvOnly 62.5 60.2 50.2 65.3 52.7 75.7 50.9 48.5 51.2 56.9 62.5 64.4 50.2 53.3 52.7 69.1 50.9 39.7 51.2 54.2
AdvTrain 88.2 55.6 94.5 65.0 80.9 62.2 90.7 46.0 90.9 54.3 88.2 62.3 94.5 51.0 80.9 62.9 90.7 32.8 90.9 51.5
ModelSoup 77.2 50.0 56.4 55.0 61.0 56.8 75.2 53.0 74.6 46.3 77.2 48.6 56.4 42.8 61.0 47.4 75.2 27.6 74.6 43.4
ADPMIXUP 89.7 57.3 95.2 64.9 85.0 74.8 96.3 55.4 92.4 55.8 89.7 63.9 95.2 53.0 85.0 73.5 96.3 59.7 92.4 54.6

Table 16: Cross Attack Evaluation (from Character-based to Word-based) with RoBERTa (1)

Methods PS PW

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

CleanOnly 57.2 60.6 37.8 42.4 53.4 60.3 63.2 35.4 67.7 54.1

Clean + DeepWordBug
AdvOnly 64.5 60.6 68.9 52.0 65.4 68.3 68.9 72.3 54.1 65.2
AdvTrain 61.8 54.5 48.1 49.3 59.6 64.6 67.5 56.9 56.6 61.6
ModelSoup 38.8 50.3 58.1 40.2 43.6 38.1 45.7 40.3 44.7 52.5
ADPMIXUP 63.9 59.0 68.5 59.6 63.1 68.5 66.3 72.9 56.8 64.0

Clean + TextBugger
AdvOnly 64.5 58.2 68.9 47.2 57.8 64.6 67.3 72.3 54.6 58.3
AdvTrain 62.1 59.6 60.7 49.8 54.7 62.8 63.3 66.7 49.2 54.8
ModelSoup 50.7 40.0 58.5 42.8 42.1 55.6 45.5 61.0 40.7 49.6
ADPMIXUP 63.2 59.4 69.3 50.8 56.4 66.1 65.4 72.8 54.4 56.9

Table 17: Cross Attack Evaluation (from Character-based to Word-based) with RoBERTa (2)
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Methods TextFooler BAE

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 83.3 64.8 90.5 62.9 65.0 35.1 92.5 52.5 88.9 52.0 83.3 60.8 90.5 53.1 65.0 37.9 92.5 27.7 88.9 49.6

Clean + DeepWordBug
AdvOnly 75.2 75.5 50.8 57.7 54.5 61.5 47.4 58.0 58.9 63.6 75.2 74.5 50.8 60.9 54.5 60.7 47.4 70.0 58.9 56.8
AdvTrain 81.6 67.6 90.6 56.1 61.4 46.2 91.0 54.3 87.2 59.5 81.6 68.5 90.6 58.8 61.4 47.8 91.0 31.9 87.2 53.7
ModelSoup 68.9 71.3 76.9 51.3 54.5 57.2 86.4 46.4 52.6 47.6 68.9 66.8 76.9 48.3 54.5 48.0 86.4 37.1 52.6 48.7
ADPMIXUP 82.4 74.6 89.3 58.4 63.1 63.5 91.4 58.4 88.0 62.5 82.4 72.5 89.3 60.0 63.1 61.8 91.4 56.3 88.0 55.8

Clean + TextBugger
AdvOnly 38.7 77.3 52.1 62.3 45.1 60.1 23.2 59.1 53.9 56.9 38.7 72.4 52.1 62.9 45.1 62.9 23.2 67.2 53.9 63.2
AdvTrain 80.6 69.6 90.4 57.8 57.8 48.1 93.5 53.6 88.7 54.8 80.6 64.4 90.4 58.0 57.8 49.6 93.5 33.3 88.7 60.8
ModelSoup 70.3 71.0 81.5 53.5 54.5 42.5 74.9 44.3 53.3 35.7 70.3 57.1 81.5 48.6 54.5 42.1 74.9 41.5 53.3 52.8
ADPMIXUP 82.0 76.2 90.1 61.8 63.5 57.8 92.6 58.2 88.5 56.0 82.0 70.3 90.1 61.8 63.5 58.3 92.6 61.3 88.5 61.8

Table 18: Cross Attack Evaluation (from Character-based to Word-based) with BERT (1)

Methods PS PW

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

CleanOnly 56.6 64.9 33.9 40.4 51.3 60.5 59.8 39.5 40.2 55.6

Clean + DeepWordBug
AdvOnly 73.3 73.6 62.8 68.4 56.3 75.4 70.4 61.3 66.8 56.9
AdvTrain 66.8 70.5 48.1 43.3 53.1 75.8 69.7 52.9 50.5 53.5
ModelSoup 59.0 55.1 35.2 44.7 41.5 52.9 53.5 57.6 42.1 43.8
ADPMIXUP 71.5 76.4 69.4 56.8 56.0 78.6 69.3 72.8 56.9 54.9

Clean + TextBugger
AdvOnly 69.3 74.6 65.6 61.5 51.4 72.9 73.0 60.9 58.3 58.7
AdvTrain 66.4 66.7 48.6 49.1 48.9 71.5 67.0 51.7 52.5 54.3
ModelSoup 56.9 57.3 41.2 40.9 40.3 63.2 54.6 41.8 43.0 44.5
ADPMIXUP 68.2 71.4 59.8 59.7 52.5 73.6 71.5 58.2 57.1 57.3

Table 19: Cross Attack Evaluation (from Character-based to Word-based) with BERT (2)

Attacker PS PW

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 57.2 94.8 60.6 85.2 37.8 95.9 42.4 92.5 53.4 60.3 63.2 35.4 67.7 54.1

Clean + TextFooler
AdvOnly 68.4 63.2 49.4 59.1 52.7 68.1 51.0 57.2 51.1 79.8 68.4 67.2 49.4 64.5 52.7 71.8 51.0 57.2 51.1 80.3
AdvTrain 87.8 60.7 92.0 56.4 84.5 60.7 95.2 52.0 90.6 71.1 87.8 64.9 92.0 61.6 84.5 64.1 95.2 56.3 90.6 67.1
ModelSoup 87.3 57.9 67.0 53.1 85.1 63.1 94.8 41.5 89.2 64.2 87.3 54.4 67.0 54.5 85.1 61.8 94.8 52.6 89.2 57.8
ADPMIXUP 89.9 64.2 94.4 59.9 85.0 68.6 96.3 56.8 92.6 76.8 89.9 67.1 94.4 64.9 85.0 72.0 96.3 57.1 92.6 73.7

Clean + BAE
AdvOnly 68.4 63.2 51.5 58.5 51.3 63.7 40.7 55.0 53.0 81.4 68.4 67.2 51.5 65.7 51.3 68.7 40.7 51.5 53.0 78.8
AdvTrain 88.7 60.8 94.1 56.9 79.1 61.5 94.2 51.1 91.3 68.3 88.7 64.3 94.1 61.8 79.1 67.2 94.2 48.7 91.3 64.1
ModelSoup 72.1 57.9 88.8 50.4 75.3 57.8 90.1 44.5 86.9 62.8 72.1 56.4 88.8 57.9 75.3 63.6 90.1 45.8 86.9 55.4
ADPMIXUP 89.4 62.9 94.5 58.9 84.9 68.3 96.4 55.4 92.9 76.8 89.4 68.9 94.5 64.2 84.9 72.0 96.4 53.4 92.9 76.9

Table 20: Cross Attack Evaluation between Word-based methods on RoBERTa (1)
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Methods TextFooler BAE

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 51.1 94.8 56.0 85.2 33.6 95.9 42.4 92.5 50.8 90.0 55.5 94.8 50.9 85.2 39.4 95.9 29.3 92.5 52.9

Clean + PW
AdvOnly 68.2 58.6 52.9 90.5 51.3 68.9 50.9 55.5 54.6 60.6 68.2 65.8 52.9 86.6 51.3 68.6 50.9 44.8 54.6 79.4
AdvTrain 87.0 56.4 92.6 82.4 83.4 64.3 95.5 54.0 91.6 59.2 87.0 61.6 92.6 78.9 83.4 63.1 95.5 41.4 91.6 68.6
ModelSoup 71.1 47.0 93.7 74.3 62.5 46.2 95.4 50.5 89.6 49.4 71.1 53.0 93.7 62.1 62.5 61.4 95.4 29.3 89.6 56.8
ADPMIXUP 89.3 58.0 94.7 87.9 85.1 70.4 95.8 55.8 92.5 61.0 89.3 66.4 94.7 83.2 85.1 73.0 95.8 52.4 92.5 76.8

Clean + PS
AdvOnly 68.4 58.6 77.2 67.3 52.3 74.3 49.7 52.5 50.2 61.4 68.4 65.9 77.2 55.3 52.3 73.1 49.7 44.8 50.2 78.2
AdvTrain 88.3 56.7 93.3 67.1 81.6 56.8 96.6 49.5 90.8 58.6 88.3 63.0 93.3 53.6 81.6 53.1 96.6 39.7 90.8 69.9
ModelSoup 70.1 48.6 87.2 56.7 58.5 60.3 85.1 42.5 82.4 46.1 70.1 55.8 87.2 50.9 58.5 68.0 85.1 24.1 82.4 54.1
ADPMIXUP 89.3 58.0 94.6 65.2 85.8 74.2 96.6 52.8 92.8 59.6 89.3 64.3 94.6 55.2 85.8 73.5 96.6 49.5 92.8 74.9

Table 21: Cross Attack Evaluation between Word-based methods on RoBERTa (2)

Methods PS PW

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 83.3 56.6 90.5 64.9 65.0 33.9 92.5 40.4 88.9 51.3 83.3 60.5 90.5 59.8 65.0 39.5 92.5 40.2 88.9 55.6

Clean + TextFooler
AdvOnly 35.6 69.5 75.3 64.8 46.9 60.7 23.6 63.3 60.1 59.7 35.6 69.5 75.3 63.9 46.9 56.7 23.6 62.7 60.1 64.7
AdvTrain 78.7 66.8 86.8 60.3 62.1 43.2 92.5 47.3 86.7 56.4 78.7 74.4 86.8 59.4 62.1 47.9 92.5 51.4 86.7 60.3
ModelSoup 68.5 63.5 76.6 51.2 54.5 45.4 83.2 46.9 68.9 48.7 68.5 70.0 76.6 50.3 54.5 43.3 83.2 42.2 68.9 51.4
ADPMIXUP 82.1 68.5 89.6 63.7 64.1 54.9 92.3 61.4 87.9 58.2 82.1 72.8 89.6 62.8 64.1 55.8 92.3 61.9 87.9 64.6

Clean + BAE
AdvOnly 78.7 65.7 87.6 43.1 59.6 60.7 88.0 57.1 55.6 61.8 78.7 63.1 87.6 44.1 59.6 60.9 88.0 50.9 55.6 63.2
AdvTrain 79.7 66.1 90.2 41.0 63.2 52.5 91.7 44.4 88.7 58.6 79.7 58.6 90.2 41.9 63.2 50.8 91.7 47.5 88.7 60.9
ModelSoup 71.7 58.6 68.8 29.1 53.1 41.5 86.4 48.0 53.6 50.7 71.7 52.7 68.8 34.0 53.1 39.9 86.4 41.7 53.6 51.3
ADPMIXUP 82.0 68.7 90.2 42.8 64.6 58.5 92.1 55.8 88.6 59.7 82.0 63.3 90.2 44.0 64.6 57.7 92.1 49.7 88.6 62.7

Table 22: Cross Attack Evaluation between Word-based methods on BERT (1)

Methods TextFooler BAE

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

Clean Only 83.3 64.8 90.5 62.9 65.0 35.1 92.5 52.5 88.9 52.0 83.3 60.8 90.5 53.1 65.0 37.9 92.5 27.7 88.9 49.6

Clean + PW
AdvOnly 54.7 73.1 76.6 92.8 46.2 58.2 19.3 66.1 58.5 47.9 54.7 54.8 76.6 89.4 46.2 59.4 19.3 74.8 58.5 50.8
AdvTrain 78.9 71.0 85.3 85.9 59.9 46.2 90.5 61.4 87.9 45.8 78.9 49.2 85.3 86.5 59.9 48.2 90.5 35.3 87.9 47.5
ModelSoup 65.4 66.6 79.8 71.2 55.3 39.9 81.7 47.5 68.4 39.6 65.4 52.7 79.8 66.3 55.3 39.7 81.7 51.8 68.4 40.6
ADPMIXUP 81.2 71.9 88.3 90.2 63.6 52.6 91.7 64.2 88.2 46.5 81.2 54.0 88.3 89.0 63.6 55.8 91.7 71.6 88.2 49.3

Clean + PS
AdvOnly 76.5 64.5 79.2 56.0 60.6 57.7 86.4 57.7 55.8 54.8 76.5 56.5 79.2 55.8 60.6 50.4 86.4 70.1 55.8 53.2
AdvTrain 80.4 71.0 89.5 52.9 63.5 49.5 93.0 56.4 85.8 52.5 80.4 63.4 89.5 53.9 63.5 51.3 93.0 37.1 85.8 51.4
ModelSoup 71.0 66.3 88.3 44.4 52.7 36.5 85.6 42.3 72.3 47.4 71.0 55.1 88.3 50.1 52.7 38.4 85.6 40.7 72.3 43.5
ADPMIXUP 81.3 70.9 90.4 54.7 64.7 53.8 92.1 56.5 87.8 54.6 81.3 65.2 90.4 54.8 64.7 51.2 92.1 64.2 87.8 52.8

Table 23: Cross Attack Evaluation between Word-based methods on BERT (2)
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Methods TextBugger

MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 65.8 94.8 65.5 85.2 47.3 95.9 60.3 92.5 61.0

Clean + DeepWordBug
AdvOnly 66.4 71.3 55.4 72.7 51.6 65.6 39.9 65.0 50.0 80.2
AdvTrain 88.5 71.3 93.3 70.0 79.4 57.6 93.9 63.4 91.7 75.6
ModelSoup 68.4 37.6 61.0 57.3 55.6 57.9 84.6 56.8 78.0 65.1
ADPMIXUP 90.6 72.8 94.7 71.6 84.9 65.5 96.5 66.9 92.4 79.5

Table 24: Cross Attack Evaluation between Character-based methods on RoBERTa (1)

Methods DeepWordBug

MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 90.0 66.3 94.8 65.8 85.2 52.7 95.9 52.6 92.5 55.1

Clean + TextBugger
AdvOnly 62.5 70.5 50.2 69.8 52.7 65.7 50.9 58.8 51.2 71.4
AdvTrain 88.2 67.6 94.5 67.6 80.9 61.1 90.7 56.7 90.9 66.4
ModelSoup 77.2 48.4 56.4 66.8 61.0 47.3 75.2 45.6 74.6 59.3
ADPMIXUP 89.7 69.9 95.2 71.8 85.0 67.5 96.3 60.3 92.4 70.6

Table 25: Cross Attack Evaluation between Character-based methods on RoBERTa (2)

Methods TextBugger

MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 83.3 66.0 90.5 62.0 65.0 37.8 92.5 50.9 88.9 59.3

Clean + DeepWordBug
AdvOnly 75.2 74.1 50.8 66.4 54.5 63.3 47.4 69.6 58.9 74.5
AdvTrain 81.6 77.7 90.6 62.7 61.4 56.2 91.0 66.6 87.2 71.4
ModelSoup 68.9 56.0 76.9 55.2 54.5 51.4 86.4 50.7 52.6 53.3
ADPMIXUP 82.4 75.9 89.3 65.2 63.1 62.8 91.4 69.0 88.0 73.9

Table 26: Cross Attack Evaluation between Character-based methods on BERT (1)

Methods DeepWordBug

MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

CleanOnly 83.3 51.3 90.5 52.5 65.0 33.6 92.5 40.3 88.9 52.2

Clean + TextBugger
AdvOnly 38.7 80.9 52.1 67.6 45.1 68.1 23.2 69.7 53.9 75.3
AdvTrain 80.6 77.4 90.4 65.4 57.8 54.6 93.5 62.1 88.7 72.2
ModelSoup 70.3 69.4 81.5 51.6 54.5 66.4 74.9 34.6 53.3 58.7
ADPMIXUP 82.0 80.1 90.0 66.9 59.8 67.5 92.0 65.8 88.7 75.1

Table 27: Cross Attack Evaluation between Character-based methods on BERT (2)
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Methods (TF, PW)→BAE (TF, PW)→PS

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a

CleanOnly 90.0 55.5 94.8 50.9 85.2 39.4 95.9 29.3 92.5 52.9 90.0 57.2 94.8 60.6 85.2 37.8 95.9 42.4 92.5 53.4
AdvOnly 68.4 65.8 49.5 85.2 52.7 73.1 49.1 48.3 52.4 79.9 68.4 63.9 49.5 59.5 52.7 69.2 49.1 57.9 52.4 82.0
AdvTrain 86.2 62.5 91.5 79.3 81.9 65.2 92.3 42.6 90.2 70.1 86.2 60.9 91.5 56.9 81.9 62.5 92.3 53.1 90.2 73.5
ModelSoup 51.6 49.3 81.5 63.7 60.4 52.9 76.8 43.2 80.5 54.2 51.6 55.5 81.5 54.2 60.4 56.3 76.8 43.6 80.5 46.9
ADPMIXUP 89.7 67.0 94.5 84.8 85.7 73.9 95.3 54.8 92.0 77.9 90.2 64.2 94.6 61.8 85.0 68.9 96.4 58.3 92.4 78.1

B
E

RT

CleanOnly 83.3 60.8 90.5 53.1 65.0 37.9 92.5 27.7 88.9 49.6 83.3 56.6 90.5 64.9 65.0 33.9 92.5 40.4 88.9 51.3
AdvOnly 41.7 67.1 70.5 89.6 44.8 60.8 18.7 75.3 52.1 55.6 41.7 70.0 70.5 65.2 44.8 62.7 18.7 70.2 52.1 64.3
AdvTrain 78.0 62.8 83.9 86.5 58.6 50.3 88.5 40.9 86.3 52.2 78.0 69.0 83.9 61.9 58.6 44.5 88.5 49.5 86.3 56.5
ModelSoup 64.3 53.4 77.3 60.2 43.7 33.8 63.5 34.9 63.4 43.8 64.3 46.9 77.3 53.8 43.7 39.9 63.5 44.3 63.4 44.5
ADPMIXUP 82.0 54.3 88.1 90.2 63.7 56.1 91.2 72.9 88.5 49.3 82.7 69.0 89.5 66.9 64.5 57.3 92.5 64.3 88.0 61.8

Table 28: Cross Evaluation between Word-based attacks when knowing 2 adversarial attacks

Methods (BAE, PS)→TF (BAE, PS)→PW

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a

CleanOnly 90.0 51.1 94.8 56.0 85.2 33.6 95.9 42.4 92.5 50.8 90.0 60.3 94.8 63.2 85.2 35.4 95.9 67.7 92.5 54.1
AdvOnly 68.4 59.6 70.5 68.2 52.1 76.8 49.1 54.5 45.8 62.4 68.4 67.4 70.5 70.3 52.1 71.8 49.1 59.0 45.8 80.3
AdvTrain 86.2 56.6 91.0 67.5 80.6 59.8 92.5 52.3 89.3 59.8 86.2 65.1 91.0 64.9 80.6 68.3 92.5 50.5 89.3 66.8
ModelSoup 67.3 44.3 72.1 46.8 50.4 52.5 65.4 44.9 63.9 39.8 67.3 50.3 72.1 50.3 50.4 49.6 65.4 44.2 63.9 50.4
ADPMIXUP 89.9 58.7 94.6 67.8 85.1 75.1 96.0 53.1 92.9 61.3 89.9 68.0 94.4 66.3 85.0 74.5 95.9 55.6 92.1 78.9

B
E

RT

CleanOnly 83.3 64.8 90.5 62.9 65.0 35.1 92.5 52.5 88.9 52.0 83.3 60.5 90.5 59.8 65.0 39.5 92.5 40.2 88.9 55.6
AdvOnly 44.1 66.5 40.7 64.9 43.7 59.3 18.8 59.9 51.2 56.7 44.1 68.3 40.7 47.7 43.7 64.6 18.8 59.4 51.2 66.8
AdvTrain 79.4 72.8 88.4 55.8 61.8 52.3 91.5 57.1 84.2 53.4 79.4 61.5 88.4 52.4 61.8 53.3 91.5 49.8 84.2 62.7
ModelSoup 60.3 67.4 80.2 46.8 50.8 31.1 64.3 43.8 56.4 49.8 60.3 55.7 80.2 35.9 50.8 41.3 64.3 39.8 56.4 43.8
ADPMIXUP 82.1 71.3 90.0 58.5 65.5 54.9 92.6 57.8 88.2 55.8 83.1 64.0 90.2 46.4 63.1 58.2 92.4 53.2 88.0 64.9

Table 29: Cross Evaluation between Word-based attacks when knowing 2 adversarial attacks

Methods (TF, PW, BAE)→PS (PW, BAE, PS)→TF

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a

CleanOnly 90.0 57.2 94.8 60.6 85.2 37.8 95.9 42.4 92.5 53.4 90.0 51.1 94.8 56.0 85.2 33.6 95.9 42.4 92.5 50.8
AdvOnly 68.4 64.2 49.1 60.1 52.0 70.4 50.3 59.3 48.2 82.0 68.5 59.5 71.6 70.7 52.7 74.3 50.8 56.5 45.4 63.0
AdvTrain 86.2 62.5 90.2 57.8 81.9 64.8 91.2 55.7 86.3 78.4 85.1 57.3 88.5 69.1 78.4 63.4 90.1 54.0 86.8 61.7
ModelSoup 78.3 53.2 59.4 51.6 61.4 57.4 54.3 45.9 41.5 44.8 62.5 40.5 64.9 41.8 45.7 47.9 53.2 40.8 50.6 36.9
ADPMIXUP 89.9 64.8 94.5 62.5 85.1 69.0 96.1 59.0 92.0 80.2 90.4 59.6 94.2 72.5 85.0 76.2 95.6 55.2 92.6 62.9

B
E

RT

CleanOnly 83.3 56.6 90.5 64.9 65.0 33.9 92.5 40.4 88.9 51.3 83.3 64.8 90.1 62.9 64.5 35.1 92.5 52.5 88.9 52.0
AdvOnly 43.6 69.7 70.5 66.8 46.2 65.3 17.7 67.6 50.9 68.9 57.6 70.3 58.4 64.3 43.3 57.7 17.1 60.2 51.0 57.1
AdvTrain 75.0 69.8 83.1 64.2 58.1 50.4 88.4 51.2 82.5 59.4 76.3 73.0 87.0 57.4 60.2 53.9 87.4 57.7 82.4 53.0
ModelSoup 50.6 42.8 60.4 45.8 38.6 40.3 54.2 45.8 51.4 41.8 50.9 54.8 58.3 44.9 45.9 32.5 60.2 41.9 50.6 44.5
ADPMIXUP 83.0 69.0 89.0 68.0 64.8 60.8 92.0 66.2 88.5 64.9 83.0 72.1 90.1 61.8 65.2 59.8 92.0 58.2 88.5 56.3

Table 30: Cross Evaluation between Word-based attacks when knowing 3 adversarial attacks
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Methods (TF, BAE, PS)→PW (TF, PW, PS)→BAE

MRPC QNLI RTE SST2 IMDB MRPC QNLI RTE SST2 IMDB

Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv Clean Adv

R
oB

E
RT

a

CleanOnly 90.0 60.3 94.8 63.2 85.2 35.4 95.9 67.7 92.5 54.1 90.0 55.5 94.8 50.9 85.2 39.4 95.9 29.3 92.5 52.9
AdvOnly 68.4 67.2 49.5 74.5 52.7 72.6 50.3 61.7 53.9 81.2 68.4 65.8 49.5 85.3 52.7 73.9 48.3 49.1 51.6 80.3
AdvTrain 86.0 66.3 90.1 66.3 75.1 69.8 90.4 53.4 86.3 69.0 83.1 64.0 89.4 81.6 78.9 68.1 89.1 44.8 88.9 72.5
ModelSoup 61.2 42.7 66.1 43.8 56.3 43.2 70.6 51.0 66.2 44.2 45.7 43.6 76.3 54.9 55.8 50.8 72.1 40.3 67.6 51.9
ADPMIXUP 90.1 68.4 94.6 68.9 84.9 74.0 95.5 58.9 92.4 80.5 89.9 66.8 94.0 86.0 85.8 73.0 95.8 56.0 93.0 79.6

B
E

RT

CleanOnly 83.3 60.5 90.5 59.8 65.0 39.5 92.5 40.2 88.9 55.6 83.5 60.8 90.7 53.1 65.0 37.9 92.5 27.7 88.9 49.6
AdvOnly 39.7 70.0 40.2 48.6 48.4 66.7 19.2 61.8 50.5 67.8 50.2 58.8 68.4 90.2 42.6 62.7 18.7 75.4 51.4 57.4
AdvTrain 74.8 63.6 86.3 54.9 58.9 55.8 88.4 51.4 85.1 63.0 76.1 64.2 80.3 87.0 57.1 55.2 85.1 46.8 84.1 54.0
ModelSoup 56.8 53.9 56.8 36.8 41.9 45.9 60.5 34.7 44.7 40.7 60.1 45.6 64.9 54.8 40.8 31.2 56.8 30.8 54.3 41.7
ADPMIXUP 83.5 64.2 90.1 49.8 64.2 63.5 91.8 56.4 89.2 65.0 83.2 56.9 88.9 90.0 64.2 59.8 91.9 74.1 88.6 52.5

Table 31: Cross Evaluation between Word-based attacks when knowing 3 adversarial attacks
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