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Abstract

Hierarchical Associative Memory models have recently been proposed as a versatile
extension of continuous Hopfield networks. In order to facilitate future research on
such models, especially at scale, we focus on increasing their simulation efficiency
on digital hardware. In particular, we propose two strategies to speed up memory
retrieval in these models, which corresponds to their use at inference, but is equally
important during training. First, we show how they can be cast as Deep Equilibrium
Models, which allows using faster and more stable solvers. Second, inspired by
earlier work, we show that alternating optimization of the even and odd layers
accelerates memory retrieval by a factor close to two. Combined, these two
techniques allow for a much faster energy minimization, as shown in our proof-
of-concept experimental results. The code is available at https://github.com/
cgoemaere/hamdeq.

1 Introduction and Related Work

In 1982, the Hopfield network was suggested as a model for associative memory retrieval [1].
It restores corrupted memories by minimizing an internal energy function, which holds the true
memories at its minima. In recent years, there has been a renewed interest in Hopfield networks,
which has lead to a series of architectural improvements over the original formulation [2, 3, 4, 5, 6].
In this paper, we work with the Hierarchical Associative Memory (HAM) [6], which extends the
framework of continuous Hopfield networks [7] to arbitrary network architectures.

Accelerating the energy minimization process of such models is currently an underexplored research
direction. However, we consider it an essential step in stimulating future research on Hopfield
networks in general, especially at larger scales than currently investigated. One idea, proposed a few
years ago, is to train a separate feed-forward model to initialize the state close to the energy minimum
[8, 9]. In our paper, we propose and empirically verify two complementary strategies, which do
not require augmenting the models with additional weights. First, we make an explicit connection
between multi-layer HAMs and Deep Equilibrium Models [10]. Second, we identify and resolve
a redundant optimization step that occurs in synchronously updated HAMs. Finally, we show in
Section 4 that combining these two techniques maximizes convergence speed in HAMs.

Hopfield networks as Deep Equilibrium Models The research track of Deep Equilibrium Models
(DEQs) has unfolded largely independently from the aforementioned evolutions in Hopfield networks.
Still, DEQs were introduced as a framework for recurrent neural networks operating on static inputs
[10], which essentially holds for Hopfield networks too. The specific formulation of DEQs as implicit
fixed point equations allows for the use of advanced solvers, such as Anderson acceleration [11, 12]
and Broyden’s method [13]. Furthermore, unlike for Hopfield networks, the stability of DEQs is a
widely studied area, that includes regularization terms and even parametrizations that are provably
stable [10, 14, 15, 16, 17]. The close relationship between DEQs and Hopfield networks has been
noticed before [6, 18, 19], and yet, remarkably, none of the many advantages that come with the
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DEQ framework are exploited in these works. In Section 4, we show the benefits of casting Hopfield
networks (specifically, HAMs) as DEQs.

Even-odd splitting in Hopfield networks Bengio et al. (2016) [8] suggested that a Hopfield
network may be accelerated through a layerwise energy minimization, conditioned on the values of
all other layers. In a sequentially layered network, this enables an update scheme alternating between
even and odd layers, fully optimizing one while keeping the other fixed. However, in their definition
of a Hopfield network, the optimal value of a single neuron does not just depend on its neighbors, but
also on its own value. Solving for this implicit optimal value requires numerical methods, thereby
nullifying the original aim of speeding up the model in practice. We find that HAMs, on the other
hand, are naturally suited for this procedure, which boosts their convergence speed by a factor close
to two. In Appendix A, we explore the implicit optimization problem encountered in [8], and find
that it can actually be reduced to an equivalent HAM.

2 A Deep Equilibrium formulation of Hierarchical Associative Memory

We define the energy function of our multi-layered HAM as follows:

E(s) = (s− b)T ρ(s)− L(s)− 1

2
ρ(s)TW ρ(s) (1)

in which s ∈ Rn is the n-dimensional state vector, E : Rn → R is the HAM’s global energy function,
L : Rn → R is a Lagrangian function such that ∂L

∂s = ρ(s), whereby ρ : Rn → Rn is a non-linear
activation function1. Finally, W ∈ Rn×n and b ∈ Rn are weights and biases, respectively (see
Appendix B.1 for details on the layered structure of W ). The input x ∈ Rd is applied through the
first d states, which are kept equal to x at all times.

The energy E is guaranteed to decrease over time [20] using the following state update rule2:
ds

dt
= −∂E

∂s
= ρ′(s)⊙ (−s+W ρ(s) + b) (2)

The equilibrium state s∗ can be obtained by numerical integration of Eq. (2). In the literature on
Hopfield networks, the forward Euler method is typically used [8, 20, 21, 22]. However, in the field
of Neural ODEs [23], it is customary to use more advanced ODE solvers, and these techniques have
already been suggested for Hopfield networks as well [6]. Nonetheless, in contrast with Neural ODEs,
only the final equilibrium matters in a Hopfield network, not the entire trajectory. In this case, the
ODE can be solved much faster by casting it as a DEQ [10, 24], by requiring ds∗

dt = 0, and hence
0 = ρ′(s∗)⊙ (−s∗ +W ρ(s∗) + b) (3)

Solving this DEQ with a simple damped Picard iteration is mathematically equivalent to solving
the ODE of Eq. (2) with the forward Euler method. However, using more advanced solvers, as is
typically done for DEQs (e.g., see [10]), allows for faster convergence3, as we will show in Section 4.

So far, we have not made the static input explicit. When the equilibrium state s∗ is split up into the
input x and hidden state s̃∗, i.e., s∗ = [x; s̃∗], Eq. (3) becomes

0 = ρ′(s̃∗)⊙ (−s̃∗ + W̃ ρ(s̃∗) + b̃+Uρ(x)) (4)
Similar to W , the weight matrices W̃ and U also have specific structures (see Appendix B.2).

Notice that there are two distinct solutions for components of s̃∗ in Eq. (4). The first is the trivial
solution ρ′(s̃∗) = 0, corresponding to state saturation. The second solution corresponds to:

s̃∗ = W̃ ρ(s̃∗) + b̃+Uρ(x) (5)
As the trivial solution sets states to saturation regardless of x, this solution is undesirable. Therefore,
we will henceforth use Eq. (5) to (implicitly) describe the dynamics of a HAM, instead of Eq. (2).
For readability, we will leave out the tilde from the notation, from now on.

1Note that the particular type of HAM is determined by the choice of L, and hence ρ. For the experiments in
this paper, we assume an additive Lagrangian L, leading to a scalar function ρ (see [6]), applied element-wise to
the state vector as ρ(s). Although the proposed strategies to speed up inference are not relying on the particular
choice of ρ, extending our results to more general models remains a topic of future research.

2We use ⊙ to represent the Hadamard (element-wise) product.
3This approach does not come with any guarantees for energy minimization, and may lead us to spurious

extrema. In this work, however, we will assume that the advanced solver always returns the true energy minimum.
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3 Insights in even-odd splitting for memory retrieval in HAMs

In this section, we provide new insights on the idea of even-odd splitting, particularly in the context of
HAMs. First, we argue that even-odd splitting corresponds to parallelizing asynchronous updates (see
Insight #1 below). Then, we explain how, for HAMS in particular, a single such update directly yields
the locally optimal next state for a given layer (Insight #2). Finally, we show that even-odd splitting
in HAMs allows for modeling only the even layers explicitly, or only the odd layers, depending on
the parity of the output layer. This corresponds to performing two asynchronous update steps at a
similar computational cost as a single synchronous update (Insight #3).

Insight #1 – Even-odd splitting corresponds to parallel asynchronous updates. In practice,
Hopfield networks (including HAMs) typically update all states in parallel. This is referred to as
synchronous updates, which are more computationally efficient, but may lead to oscillatory state be-
havior [25, 26]. Asynchronous updates, on the other hand, do guarantee stable state convergence, but
are sequential by nature. Here, a single neuron is updated at a time, conditioned on all other neurons.
Usually, this neuron is selected at random, but any order is technically allowed [25]. By grouping the
neurons from all even/odd layers, we maximally parallelize these individual asynchronous updates,
reducing the computational gap with synchronous updates.

Insight #2 – Asynchronous updates in HAMs are locally optimal. In a HAM, as defined by
Eq. (5), a neuron interacts only with its direct neighbors, and its optimal value is not self-dependent,
as was the case for the Hopfield network of Bengio et al. (2016). This avoids the aforementioned
issue of an implicit optimal value, and enables us to quickly calculate the local energy minimum of a
neuron, conditioned on its neighbors.

In fact, the optimal value of a neuron can be calculated in a single step. This becomes evident when
introducing even-odd splitting in HAMs. Mathematically, this comes down to rearranging the state
vector using a permutation matrix P , converting s∗ = [s∗1; s

∗
2; s

∗
3; . . .] into [s∗even; s

∗
odd], whereby

s∗even = [s∗2, s
∗
4, . . .] and s∗odd = [s∗1, s

∗
3, . . .]. Recall that the input layer s∗0 = x has been separated

from s∗ in Eq. (4), and hence is not part of s∗even, nor of s∗odd.

Applying P to W , s∗, b and U , we find:

PWP T =

[
0 W T

P
WP 0

]
, Ps∗ =

[
s∗even
s∗odd

]
, Pb =

[
beven
bodd

]
, PU =

[
0

Uodd

]
In Appendix B.3), we provide more details on this procedure and on the structure of WP , together
with an interpretation on the architectural implications of even-odd splitting.

Transforming W , s∗, b,U → PWP T ,Ps∗,Pb,PU in Eq. (5), we find the following DEQ:{
s∗even = W T

P ρ(s∗odd) + beven

s∗odd = WP ρ(s∗even) + bodd +Uoddρ(x)
(6)

From Eq. (6), we can see that, given a fixed value of s∗odd, the optimal value for s∗even can be found in
a single step, and vice versa.

Insight #3 – Even-odd splitting in HAMs allows for omitting part of the states. Let’s assume an
odd number 2k+ 1 of layers, so that the output layer s∗2k belongs to s∗even. Now, s∗odd consists only of
internal layers, which we do not have to model explicitly. Hence, we can simplify the DEQ from
Eq. (6) to:

s∗even = W T
P ρ

(
WP ρ(s∗even) + bodd +Uoddρ(x)

)
+ beven (7)

A similar approach allows eliminating s∗even when the output layer belongs to s∗odd.

Moreover, our formulation reveals an interesting phenomenon hidden within the HAM. Minimiz-
ing E with synchronous state updates, using the forward Euler method and a time step equal
to 1, is equivalent to solving Eq. (6) using a fixed point iteration. As illustrated in Fig. 1,
this scenario corresponds exactly to simultaneously solving two DEQs of the form of Eq. (7),
one at time t (solid), the other at t + 1 (dashed). State convergence is only guaranteed over
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Figure 1: A view of synchronous up-
dates across time reveals two separate
even-odd DEQs (solid & dashed)

two time steps (i.e., a length-2 limit cycle exists), as has
long been known for Hopfield networks [25, 26]. Here,
however, absolute convergence can also be achieved, but
only when both the solid and the dashed DEQ of Fig. 1
converge to the same equilibrium point. We can guarantee
this behavior by simply modeling a single DEQ (e.g., the
solid one in Fig. 1) and defining the second DEQ as a
time-shifted copy of the first one. This is effectively what
is happening in Eq. (7). Importantly, by modeling two
time steps (i.e., steven → st+2

even) in a single iteration, this
formulation should converge twice as fast as the HAM
from Eqs. (5) and (6), at the same computational cost.

4 Experimental Results

Model #iters till conv. Test accuracy

HAM 8.2 (±0.3) 96.9% (±0.2%)
HAM-DEQ 6.2 (±0.4) 96.7% (±0.3%)
HAM-EO 5.1 (±0.3) 97.2% (±0.1%)

HAM-EO-DEQ 4.5 (±0.3) 96.7% (±0.3%)

Table 1: Impact of using Anderson acceleration (‘DEQ’)
and even-odd splitting (‘EO’) on the mean number of
iterations till convergence (defined by a relative residual
below 10−4) and MNIST test accuracy. Results averaged
over 10 runs with mean and standard deviation shown.

Experimental setup We test our two
strategies in a 3-layer HAM trained on the
MNIST dataset [27]. Scellier et al. (2017)
[20] advised that layerwise learning rates
should be set so that ||∆Wi||/||Wi|| stays
constant throughout training. For that rea-
son, we decided to use the Madam opti-
mizer [28], which does this automatically,
removing the need for a manual layerwise
learning rate sweep. Further details are
provided in Appendix C.

Interpretation The results of our experiments are shown in Table 1. We see that both the use
of Anderson acceleration, as enabled by the DEQ framework, and the use of even-odd splitting
significantly accelerate the energy minimization of a HAM, without harming the test performance.
Combining the two techniques maximizes convergence speed. While we theoretically derived that
even-odd splitting should converge twice as fast, we see that this is not exactly the case in our
experiments. We suspect that the state initialization might play a role here, as initial dynamics differ
from the regular regime of the model. For a visual comparison of the state dynamics in the different
models, we refer the reader to Fig. 3 in Appendix D.

5 Conclusion

We looked at HAMs through the lens of DEQs, and found a DEQ formulation that functionally
corresponds to a HAM, allowing the use of more advanced fixed point solvers to speed up memory
retrieval. Furthermore, we showed that HAMs could significantly benefit from even-odd splitting, an
idea originally suggested in the context of continuous Hopfield networks. Introducing this technique
in HAMs revealed a redundant optimization procedure hidden within the model. By resolving this
redundancy, we were able to model two time steps at the computational cost of one. Our results
indicate that both advanced DEQ solvers and even-odd splitting provide much faster convergence in
HAMs, especially when combined. The presented work provides tools for the practical scaling-up of
Hopfield networks, which we hope will stimulate further research into this exciting field.

As mentioned in Section 1, the field of DEQs focuses on stability and faster training, an angle that is
often missing from work on Hopfield networks. With this paper, we hope to encourage the use of
the DEQ framework in the Hopfield networks community, to benefit from the many advantages that
come with it. A vectorized derivative-free notation improves readability, and the use of DEQ solvers
and training methods significantly accelerates training. Additionally, DEQ metrics may provide more
insight into why a system is or is not working properly. For example, tracking convergence statistics
is critical in DEQs, and may explain an unexpectedly poor result from a model that simply did not
converge within the given time (e.g., see [29]).

We provide a Limitations section in Appendix E.
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Appendix
A Asynchronous local optimization in the continuous Hopfield network of

Bengio et al. (2016) is equivalent to a HAM

In this appendix, we delve deeper into the implicit optimization problem that arises when trying to
find the optimal value for a neuron in the continuous Hopfield network formulated in [8]. We start by
casting the network to a DEQ form, analogous to Section 2. The procedure is exactly the same as for
HAMs, hence, we only provide the most important equations. Using this DEQ form, we find that
the implicit optimization can be solved analytically, by essentially casting the Hopfield network as a
HAM.

Continuous Hopfield network as DEQ
In line with prior work [21], Bengio et al. (2016) define the energy function of the Hopfield network
as follows:

E(s) =
1

2
||s||2 − 1

2
ρ(s)TW ρ(s)− bT ρ(s) (8)

For clarity, we use the same notation as in Eq. (1).

The state update rule becomes:

ds

dt
= −∂E

∂s
= −s+ ρ′(s)⊙ (W ρ(s) + b)

Or in our DEQ form (with implicit input dependence):

s∗ = ρ′(s∗)⊙ (W ρ(s∗) + b)

Locally optimal asynchronous updates in continuous Hopfield networks
The optimal value of a single neuron, conditioned on all other neurons, is given by

s∗i = ρ′(s∗i ) · Ci

where Ci is a constant representing the combined influence of the neighboring neurons of si.

Instead of solving this implicit optimization problem with numerical methods, we can also solve it
analytically. We define

f(x) = x/ρ′(x)

If f is invertible, we can compute s∗i as

s∗i = f−1(Ci)

From continuous Hopfield network to HAM
We can relax the condition of full bijective invertibility by working directly on the DEQ instead of on
the neuron level. A multivariate version of f can easily be defined using elementwise division.

By introducing s∗f = f(s∗) and assuming invertibility of f , we can rearrange the DEQ to:

s∗f = W ρ(f−1(s∗f )) + b

Comparing this equation with Eq. (5), we see that this is exactly a HAM with non-linearity ρ ◦ f−1.
Instead of requiring the bijective invertibility of f , we only need ρ◦f−1 (or an analytical continuation
thereof) to be a bijection. Hence, f is allowed to be non-injective, as long as all inputs belonging to a
certain output value are also mapped to a single value under ρ.

Essentially, this means that every layered continuous Hopfield network with an energy function of
the form of Eq. (8) can be converted into an equivalent HAM, as long as ρ is chosen properly. For
full equivalence, one also needs to properly preprocess x, by replacing it with f(x), such that, under
the mapping of ρ ◦ f−1, we still get the original value of ρ(x) that we would find in the Hopfield
network.
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B Structure of different weight matrices in layered Hopfield networks

We can represent the different layerwise weight matrices Wi in one single large weight matrix W .
The structure of W is the same for both the Hopfield network from Appendix A and the HAM from
the main body. To stay consistent with the primary focus of the paper, we work with HAMs in this
appendix, although the results apply to any layered Hopfield network.

B.1 Weight matrix in a HAM

For clarity, we restate the DEQ-form of the multi-layer HAM of Eq. (3):

0 = ρ′(s∗)⊙ (−s∗ +W ρ(s∗) + b)

To ensure stability, we exclude self-interaction by enforcing a zero block diagonal on W . Additionally,
the form of the energy function in Eq. (1) only utilizes the symmetric part of W . Hence, for clarity,
W is typically chosen to be symmetric by definition. A HAM consisting of multiple layers gives rise
to a block tridiagonal W . For example, a 5-layer HAM would have the following weight matrix:

W =


0 W T

0 0 0 0
W0 0 W T

1 0 0
0 W1 0 W T

2 0
0 0 W2 0 W T

3
0 0 0 W3 0

 (9)

For a nice visualization of W , see Figure (5, left) of [22].

B.2 Weight matrix in a HAM with explicit input dependence

For clarity, we restate the multi-layer HAM with explicit input dependence of Eq. (4):

0 = ρ′(s̃∗)⊙ (−s̃∗ + W̃ ρ(s̃∗) + b̃+Uρ(x))

To get the structure of W̃ and U , we must simply look at the structure of W in Eq. (9). We drop
the first row, as this represents the influence that other states have on x. The first column represents
the influence that x has on other states, i.e., U . The rest constitutes W̃ . In other words, in a 5-layer
HAM, W̃ and U have the following structure:

W̃ =

 0 W T
1 0 0

W1 0 W T
2 0

0 W2 0 W T
3

0 0 W3 0

 , U =

 W0

0
0
0


One may be tempted to also include the bias term corresponding to x in Eq. (3). However, looking at
the original formulation in Eq. (2), we see that this term only influences the first d states of s, which
are clamped to x at every time step. In essence, the bias term corresponding to x has no influence on
any part of s, and is therefore also left out of Eq. (5), leaving only b̃.

B.3 Permuted weight matrix in even-odd split HAMs

Even-odd splitting of the layers in a HAM is equivalent to applying a permutation matrix P to W ,
s∗, b and U . For example, in a 5-layer HAM, we get:

PWP T =

 0 0 W1 W T
2

0 0 0 W3

W T
1 0 0 0

W2 W T
3 0 0

 , Ps∗ =

 s∗2
s∗4
s∗1
s∗3

 , Pb =

 b2
b4
b1
b3

 , PU =

 0
0

W0

0


Note that Ueven = 0, since x is clamped onto s∗0 and hence is part of the even layers, which do not
interact with one another. Because of the explicit input dependence notation, s∗even starts at s∗2.
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Mapping PWP T to the structure of Eq. (9), we can see that the permutation effectively allows us to
express a multi-layer HAM as if it had only a single hidden layer, as illustrated in Fig. 2. The bottom
left quadrant can be considered a single weight matrix, and this is exactly WP from Eqs. (6) and (7).

Instead of the structure of Eq. (9), WP now takes a staircase-like structure, varying between regular
and transposed submatrices. When adding another layer, the extra term W4 would be situated below
W T

3 .

s∗
0 = x

s∗
1

s∗
4 = ŷ

=s∗
2

s∗
3 s

∗ 2
s
∗ 0
=

x

s
∗ 1

s
∗ 3

s∗
4 = ŷ

Figure 2: A layered HAM can be split into even and odd layers,
and modelled as a non-fully-connected 2-layer network
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C Experimental setup

Below is a list of all information required to reproduce the results outlined in Section 4. Moreover,
the code is available at https://github.com/cgoemaere/hamdeq.

Data
• Dataset: EMNIST-MNIST [27]. This is a drop-in replacement for the MNIST dataset [30],

but with a known conversion process from the original NIST digits [31].
• Input preprocessing: rescaling pixel intensities from [0, 255] to [0, 1]
• Batch size: 64
• Epochs: 10
• No data augmentation

Model
• Neurons per layer: [784, 512, 10]
• Non-linearity ρ: sigmoid(4x− 2) (shifted sigmoid; same as [32])
• State initialization: zero initialization, i.e., st=0 = 0

• Weight initialization: Xavier initialization [33] per layer (not on large W ), as we want
bidirectional operation between layers. The biases were initialized at zero.

• Forward iterations: 40 (chosen high enough to ensure convergence at all times during
training)

• No damping, i.e., if the DEQ is s∗ = f(s∗), then we use st+1 = f(st) as update rule.

Training
• Loss function: Mean Square Error
• Backward method: Recurrent Backpropagation [34, 35]
• Backward iterations: 8
• Optimizer

– Type: Madam [28] (chosen as a substitute for layerwise learning rates; Madam auto-
matically scales weight updates according to ||∆W ||/||W ||, as advised by [20])

– Learning rate: 0.01 (not tuned)
• No gradient clipping, dropout or other commonly used training techniques
• GPU: 1x GTX-1080Ti
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D Visual comparison of state dynamics in different HAM models

Below, we provide a visual comparison of the state dynamics in the different HAM models from
Section 4. We see that using Anderson acceleration (as indicated by ‘DEQ’) helps guarantee
convergence in samples that would otherwise not have converged. Additionally, even-odd splitting
(as indicated by ‘EO’) seems to boost convergence speed by a factor close to two, as expected. We
can see that the initial dynamics of the models differ from their regular regime, as the trajectories of
all samples start out similarly, and only diverge after a few iterations. As for the low density region
in the models using Anderson acceleration (most noticeable in the bottom right plot), this is likely
caused by the advanced solver finding the exact fixed point solution, bringing the relative residual to
zero.

Figure 3: Density heatmap of the state trajectories for different HAM models. The horizontal axis
represents the number of iterations of the DEQ. The vertical axis represents the relative residual,
which is used to determine the state convergence (the lower, the more converged). The limit of 10−4

as chosen criterion for convergence is indicated with a white dashed line. For every model, we show
the cumulative results of 10 different seeds, run on the entire MNIST test set. In cyan, we show the
mean number of iterations corresponding to a given convergence criterion. The circular marker at the
limit of 10−4 corresponds to the value reported in Table 1.
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E Limitations

We only performed a limited hyperparameter sweep to ensure the stability of our models. The impact
of designer choices (e.g., in state/weight initialization, choice of non-linearity, choice of optimizer) is
not yet fully understood for Hopfield networks, and we believe there is much room for improvement
in these areas. An important parameter is the choice of Lagrangian that determines the considered
family of HAM models. In particular, we have not yet applied our results to the HAM extension of
the Modern Hopfield Network [4, 5] (corresponding to using the SoftMax function as ρ(s)), which
we plan to work on in the near future.

As a work in progress, our experiments are currently limited to shallow models. In fact, the 3-layer
HAM from our experiments actually corresponds to a regular continuous Hopfield network. We
expect greater gains from the proposed techniques on deeper models. Preliminary results indicate
that the relative difference in convergence speed is maintained as expected, however, we encountered
some stability issues in training these deeper models, and could therefore not provide any conclusive
results in this paper. Solving these stability issues is left for future work.

In theory, the two proposed techniques should not alter the equilibrium state of a HAM, given its
parameters. However, checking whether this holds at all times during training is left for future work
as well.
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