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Abstract

Large Audio-Language Models (LALMs) have001
unclocked audio dialogue capabilities, where002
audio dialogues are a direct exchange of spo-003
ken language between LALMs and humans.004
Recent advances, such as GPT-4o, have en-005
abled LALMs in back-and-forth audio dia-006
logues with humans. This progression not007
only underscores the potential of LALMs but008
also broadens their applicability across a wide009
range of practical scenarios supported by au-010
dio dialogues. However, given these advance-011
ments, a comprehensive benchmark to evaluate012
the performance of LALMs in the open-ended013
audio dialogue understanding remains absent014
currently. To address this gap, we propose015
an Audio Dialogue Understanding Benchmark016
(ADU-Bench), which consists of 4 benchmark017
datasets. They assess the open-ended audio dia-018
logue ability for LALMs in 3 general scenarios,019
12 skills, 9 multilingual languages, and 4 cat-020
egories of ambiguity handling. Notably, we021
firstly propose the evaluation of ambiguity han-022
dling in audio dialogues that expresses different023
intentions beyond the same literal meaning of024
sentences, e.g., “Really!?” with different in-025
tonations. In summary, ADU-Bench includes026
over 20,000 open-ended audio dialogues for027
the assessment of LALMs. Through extensive028
experiments conducted on 14 LALMs, our anal-029
ysis reveals that there is still considerable room030
for improvement in the audio dialogue under-031
standing abilities of existing LALMs. In partic-032
ular, they struggle with mathematical symbols033
and formulas, understanding human behavior034
such as roleplay, comprehending multiple lan-035
guages, and handling audio dialogue ambigui-036
ties from different phonetic elements, such as037
intonations, pause positions, and homophones.038
The benchmark used in this study can be ac-039
cessed at https://adu-bench.github.io/.040

1 Introduction041

Large Audio-Language Models (LALMs) (Chu042

et al., 2023; Tang et al., 2024; Wu et al., 2023; Kong043

et al., 2024; Lin et al., 2024; Xie and Wu, 2024; 044

Fu et al., 2024) have received attention for their 045

abilities to handle various audio-related tasks. In 046

particular, LALMs recently unlock unprecedented 047

capabilities for interactive audio dialogues with 048

humans. These dialogues are defined as a direct 049

exchange of spoken language between LALMs and 050

humans, which fosters a more dynamic mode of 051

communication. Recent advances, such as GPT-4o 052

(OpenAI, 2024), have enabled LALMs to engage in 053

back-and-forth dialogues with humans and can ob- 054

serve various audio characteristics, which broadens 055

their applicability across diverse real-world situa- 056

tions that rely on interactive audio dialogues. 057

However, given these advancements, there is cur- 058

rently no comprehensive benchmark to evaluate 059

LALMs’ performance in handling open-ended au- 060

dio dialogue understanding. Previous benchmarks 061

on LALMs predominantly focus on their perfor- 062

mance in multiple fundamental tasks (Huang et al., 063

2024b,a), audio question answering with text-based 064

instructions (Yang et al., 2024; Deshmukh et al., 065

2024; Sakshi et al., 2024; Wang et al., 2025) or au- 066

dio dialogues in general scenarios (Ao et al., 2024; 067

Chen et al., 2024). The absence of a comprehensive 068

benchmark for evaluating LALMs in open-ended 069

audio dialogues has led to suboptimal comparisons 070

between different LALMs. 071

Open-ended audio dialogues, where users can 072

directly engage with LALMs through audio, con- 073

stitute a significant portion of real-world interac- 074

tions. These dialogues can encompass many sub- 075

jects, such as helpful and daily questions, domain- 076

specific skills, and multiple different languages. 077

Additionally, the variations in intonations or pause 078

positions can allow speakers to express different 079

intentions beyond the same literal meaning of sen- 080

tences, adding further complexity to the dialogues. 081

Therefore, the ability to handle open-ended audio 082

dialogues effectively is crucial for LALMs to be 083

truly useful in real-world applications. 084

1

https://adu-bench.github.io/


Audio Dialogue Understanding

(a) ADU-General Dataset

(b) ADU-Skill Dataset

What is the capital of France? The capital of France is Paris.

Write a function to calculate 
 magic square. 

def magic_square_test(matrix): 
…… 
return True 

(c) ADU-Multilingual Dataset

(d) ADU-Ambiguity Dataset

2023年NBA⽐赛的总冠军 
是哪⽀队伍？ 

2023年NBA总冠军是丹佛 
掘⾦队。

What a perfect day for the  
beach. 

I hear that this day is far from 
 ideal for a beach day in fact.

(e) ACV-Casual Dataset

What would you say to giving  
them a joint interview? 

That sounds like a great idea!  
A joint  interview can ……

LALMs

LALMs

LALMs

LALMs

LALMs

LALMs

Figure 1: ADU-Bench evaluates the open-ended audio dialogue understanding for LALMs, where users interact
with LALMs directly through audio. Our ADU-Bench consists of 4 datasets, including (a) ADU-General dataset, (b)
ADU-Skill dataset, (c) ADU-Multilingual dataset, and (d) ADU-Ambiguity dataset. In total, it encompasses 20,715
open-ended audio dialogues, comprising over 8,000 real-world recordings alongside synthetic audio samples.

In this work, we propose an Audio Dialogue085

Understanding Benchmark (ADU-Bench), a086

benchmark to evaluate the open-ended audio dia-087

logue understanding for LALMs, which comprises088

4 benchmark datasets as follows. (1) The ADU-089

General dataset assesses the general dialogue un-090

derstanding of LALMs, including 3 scenarios, i.e.,091

helpful questions to query search engines, daily092

questions happening among human dialogues, and093

daily statements without rich contexts. (2) The094

ADU-Skill dataset evaluates the skill-based dia-095

logue ability, encompassing 12 different skills such096

as mathematics, physics, coding, etc. (3) The ADU-097

Multilingual dataset tests the multilingual dialogue098

understanding, covering 9 languages, including En-099

glish, French, and Chinese, etc. (4) The ADU-100

Ambiguity dataset is designed to evaluate the audio101

dialogue ambiguity handling ability from differ-102

ent phonetic elements, including intonation-based,103

pause-based, homophone-based, and repetition-104

based ambiguity. Notably, we firstly analyze the105

ambiguity within audio dialogues, specifically ad-106

dressing the challenge of different intentions that107

share the same literal sentence, such as the word108

“Really!?” spoken with different intonations. In109

total, ADU-Bench comprises over 20,000 open-110

ended audio dialogues for LALMs. An overall111

example of ADU-Bench is shown in Fig. 1. 112

For the evaluation, LALMs are first queried with 113

user audio inputs and generate corresponding tex- 114

tual responses directly or convert audio responses 115

into a textual format. Then, we primarily use GPT- 116

4 (Achiam et al., 2023) or manual annotation to 117

generate references (expected ground truths) based 118

on the textual transcriptions of each audio. Subse- 119

quently, following Zheng et al. (2023); Bai et al. 120

(2024); Yang et al. (2024), we include the transcrip- 121

tions of audio, references, and responses into an 122

evaluation prompt and use this prompt to query 123

GPT-4 (Achiam et al., 2023), which generates a 124

score for evaluating the quality of generated re- 125

sponses. However, the order in which the refer- 126

ences and responses are presented in the evaluation 127

prompt can influence the scores generated by GPT- 128

4, leading to position bias (Zheng et al., 2023). To 129

eliminate position bias, we conduct a second scor- 130

ing by swapping the positions of the references and 131

responses during evaluation. In addition, to elim- 132

inate bias from the GPT-4 based evaluation, we 133

have included more LLMs for evaluation, such as 134

LLaMA-3-70B-Instruct (MetaAI, 2024) and Qwen- 135

2-72B-Instruct (Chu et al., 2023). 136

We benchmark 14 popular LALMs on our ADU- 137

Bench and analyze the results. Our analysis re- 138
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veals: (1) There is still considerable room for im-139

provement in the audio dialogue understanding of140

existing open-sourced LALMs. (2) LALMs face141

challenges when dealing with skills, such as Math-142

ematics and Coding, which involve mathematical143

symbols and formulas. (3) LALMs exhibit limita-144

tions in handling tasks related to Common Sense145

and Roleplay, as they lack a deeper understanding146

of human behavior. (4) Existing LALMs struggle to147

comprehend different meanings of audio dialogues148

that have the same transcriptions, but differ in pho-149

netic elements, such as intonations, pause positions,150

and homophones. We include some demonstrations151

of our audio dialogues on our project page.152

2 Related Work153

Large Audio-language Models. Large audio-154

language models (LALMs) typically integrate au-155

dio modalities into large language models (LLMs)156

to extend their capabilities for general-purpose157

audio and language understanding. LALMs can158

be broadly classified into two types: end-to-159

end LALMs and cascaded LALMs. End-to-end160

LALMs can be further divided into two categories:161

(1) End-to-end LALMs specialize in audio under-162

standing, which focus on integrating audio modal-163

ity into LLMs, such as SpeechGPT (Zhang et al.,164

2023), BLSP (Wang et al., 2023), SALMONN165

(Tang et al., 2024), Qwen-Audio (Chu et al., 2023),166

and Mini-Omni (Xie and Wu, 2024). (2) End-to-167

end LALMs extend their capabilities beyond au-168

dio understanding, which align various modalities169

into a single LLM, such as PandaGPT (Su et al.,170

2023) and NExT-GPT (Wu et al., 2024). Another171

approach involves cascaded LALMs like the com-172

bination of an automatic speech recognition model,173

such as Whisper-large (Radford et al., 2023), and174

an LLM, such as GPT-4 (Achiam et al., 2023), to175

process a wide range of audio types. Our ADU-176

Bench aims to evaluate their performance in audio177

dialogue understanding across different domains.178

Benchmarks for LALMs. Existing benchmarks179

for audio-related tasks can be broadly categorized180

into three areas: (1) fundamental audio tasks, (2)181

audio question answering with text-based instruc-182

tions, and (3) audio dialogues. For benchmarks183

focusing on fundamental audio tasks (Huang et al.,184

2024b,a), evaluations are typically centered around185

specific objectives such as speech-to-text transla-186

tion or emotion recognition. In audio question187

answering with text-based instructions (Yang et al.,188

2024; Deshmukh et al., 2024; Sakshi et al., 2024; 189

Wang et al., 2025), models are required to inter- 190

pret input audio and respond to input text-based 191

instructions. In contrast, benchmarks for audio dia- 192

logues evaluate models to directly respond to audio 193

queries without text-based instructions. While sev- 194

eral established benchmarks (Ao et al., 2024; Chen 195

et al., 2024) exist for audio dialogues, they pre- 196

dominantly focus on general scenarios, leaving a 197

comprehensive benchmark unexplored. To bridge 198

this gap, we propose ADU-Bench, which concen- 199

trates on evaluating LALMs in a wide range of 200

audio dialogue scenarios. 201

3 ADU-Bench 202

3.1 Overall 203

ADU-Bench is a comprehensive evaluation bench- 204

mark designed to assess the open-ended audio 205

dialogue understanding of LALMs in scenarios 206

where LALMs directly respond to user audio in- 207

puts. ADU-Bench consists of 4 datasets, including 208

ADU-General dataset, ADU-Skill dataset, ADU- 209

Multilingual dataset, and ADU-Ambiguity dataset. 210

During data collection, our ADU-Bench contains 211

20,715 open-ended audio dialogues, comprising 212

over 8,000 real-world recordings alongside syn- 213

thetic audio samples. The generation details of 214

synthetic audio samples are in Appendix A. The 215

dataset details for ADU-Bench are in Table 1. Each 216

data point within these datasets is presented as a tu- 217

ple consisting of (audio queries, textual references). 218

The audio queries serve as the input for LALMs, 219

while the textual references function as the ex- 220

pected ground truths. The generation of textual 221

references involves inputting the corresponding tex- 222

tual transcriptions of audio queries into GPT-4 or 223

employing human annotation for ambiguity types. 224

A textual format is chosen for the data construction 225

because ADU-Bench focuses on the understanding 226

of audio dialogues instead of generation. 227

3.2 Data Construction 228

The ADU-General dataset is constructed to eval- 229

uate the general dialogue understanding capabil- 230

ities of LALMs. This dataset comprises 12,000 231

open-ended audio dialogues, specifically designed 232

to reflect a wide array of inquiries and remarks com- 233

monly encountered in life. It covers 3 scenarios as 234

follows. (1) Helpful questions: These are typically 235

aimed at eliciting useful responses from search en- 236

gines, such as “Who won the most gold medals in 237
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Table 1: Data collection and statistics on 4 datasets in ADU-Bench, including dataset domains, dataset source, and
dataset number. In total, ADU-Bench consists of 20,715 open-ended audio dialogues.

Datasets Domains Source Number

ADU-General
Helpful Question Alpaca, NQ-Bench

12,000Daily Question WebGLM, Slue HVB
Daily Statement Common Voice

ADU-Skill

Mathematics, Physics GSM8K, MATH
WizardLM, ShareGPT

MBPP, MMLU
HotpotQA, StrategyQA

3,725
Chemistry, Biology

Computer Science, Code, Law
Finance, Common Sense

Writing, Roleplay, Medicine

ADU-Multilingual
Arabic, Chinese, English Alpaca, NQ-Bench

WebGLMFrench, German, Japanese 3,600
Korean, Russian, Spanish

ADU-Ambiguity
Intonation-based Phonetics and phonology

booksPause-based, Homophone-based 1,390
Repetition-based

the Olympics?”. (2) Daily questions: These repre-238

sent casual questions that arise in real-life conver-239

sations, for example, “What are you doing on this240

fine day?”. (3) Daily statements: These include241

everyday remarks, such as “One today is worth242

two tomorrows.”. In particular, daily questions and243

statements are relatively casual without rich contex-244

tual information to represent real-world situations.245

The construction of this dataset draws from various246

sources including Alpaca (Taori et al., 2023), NQ-247

Bench (Kwiatkowski et al., 2019), WebGLM (Liu248

et al., 2023), Slue HVB (Shon et al., 2022), and249

Common Voice (Ardila et al., 2019). To eliminate250

queries that do not align with the aforementioned251

categories, we implement a filtering process com-252

bining GPT-4 and human inspection.253

The ADU-Skill dataset is specifically designed254

to assess the domain-specific skills of LALMs.255

This dataset comprises 3,750 audio dialogues and256

encompasses 12 different domains, including Math-257

ematics, Physics, Chemistry, Biology, Computer258

Science, Coding, Law, Finance, Common Sense,259

Writing, Roleplay, and Medicine. To cover these260

diverse domains, we collect sources for these dia-261

logues from GSM8K (Cobbe et al., 2021), MATH262

(Hendrycks et al., 2021), WizardLM (Xu et al.,263

2023), ShareGPT (Chiang et al., 2023), MBPP264

(Austin et al., 2021), MMLU (Hendrycks et al.,265

2020), HotpotQA (Yang et al., 2018), and Strate-266

gyQA (Geva et al., 2021). Notably, in certain do-267

mains, particularly Mathematics, Physics, and Cod-268

ing, some queries involve a high volume of Latex269

formulas or Python code, which can be challeng-270

ing to comprehend when transformed into audio.271

Therefore, we employ GPT-4 and human inspec-272

tion to filter out queries with an excessive number 273

of Latex formulas or Python code. 274

The ADU-Multilingual dataset aims to evaluate 275

the multilingual dialogue understanding abilities, 276

covering 9 languages: Arabic, Chinese, English, 277

French, German, Japanese, Korean, Russian, and 278

Spanish. This dataset consists of 3,600 audio dia- 279

logues. For generation, we first randomly choose 280

400 different queries in English from ADU-General 281

dataset. Subsequently, these queries are then trans- 282

lated into the other 8 languages using GPT-4. By 283

including multiple languages, this dataset tests 284

LALMs to understand the audio dialogues in vari- 285

ous linguistic contexts. Furthermore, the design of 286

this dataset allows for future expansion, enabling 287

the inclusion of additional languages as needed. 288

The ADU-Ambiguity dataset is specifically de- 289

signed to evaluate the robustness of LALMs in 290

addressing ambiguity from different phonetic ele- 291

ments present in audio dialogues. It is important 292

to note that ambiguity refers to instances where 293

the textual transcriptions alone, without the ac- 294

companying audio or contexts, can lead to con- 295

fusion. However, when considering the phonetic 296

elements or contextual information provided by 297

the audio, these ambiguities can be resolved, lead- 298

ing to a standard, unambiguous response for hu- 299

mans. Concretely, this dataset consists of 1,390 300

audio dialogues, which can be classified into 4 301

types of ambiguous situations, as described below. 302

(1) Intonation-based ambiguity: In this case, ex- 303

pressing the same sentence with different intona- 304

tions leads to different interpretations. For instance, 305

“What a perfect day for the beach.” can convey 306

different meanings depending on the intonation 307
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used. An uplifting intonation indicates that it is308

indeed a perfect day, while a disappointed intona-309

tion signifies that the conditions are far from ideal310

for a beach day. (2) Pause-based ambiguity: The311

placement of pauses can alter the meaning of a312

sentence. For example, consider the phrase “pro-313

fessional reviewers and authors.” Depending on314

where the pause is placed, it can imply that both315

the reviewers and authors are smart, or that only the316

reviewers are smart while the authors are not. The317

ambiguity arises from the different ways in which318

pauses can be inserted into the sentence, leading to319

contrasting interpretations. (3) Homophone-based320

ambiguity: These are sentences containing words321

that sound almost the same when spoken but have322

completely different meanings due to variations in323

word spelling. For example, the words “weight”324

and “wait” sound almost the same but convey dif-325

ferent meanings. (4) Repetition-based ambiguity:326

These sentences contain multiple occurrences of327

the same word, often leading to confusion. An ex-328

ample of this is, “I saw a man saw a saw with a saw.”329

The construction of the ADU-Ambiguity dataset is330

achieved manually, drawing upon research studies331

(McMahon, 2002; Carr, 2019) related to phonetics.332

To annotate textual references, we employ a com-333

bination of GPT-4 and manual inspection, ensuring334

the accuracy and relevance of the references.335

4 Evaluation Method336

Given recent studies (Zheng et al., 2023; Yang et al.,337

2024) have demonstrated that the evaluation with338

LLMs exhibits better alignment with human pref-339

erences, we propose to adopt the advanced LLM,340

GPT-4, to evaluate the quality of the responses341

generated by LALMs. Concretely, LALMs first342

are queried with audio queries and generate tex-343

tual responses directly, or convert audio responses344

into textual format. Subsequently, we present the345

textual transcriptions of audio queries, textual refer-346

ences (expected ground truths) generated by GPT-4,347

and textual responses generated by LALMs into348

the GPT-4 evaluator. Finally, the GPT-4 evaluator349

assigns an overall score on a scale of 0 to 10 for350

each data point. A higher score indicates the bet-351

ter LALMs’ capabilities in handling open-ended352

audio dialogues. The evaluation prompt templates353

are in Appendix B. To eliminate the position bias354

arising from the order of references and responses,355

we perform a second scoring by swapping their po-356

sitions and report the average results. Moreover, to357

avoid bias from GPT-4, we also use LLaMA-3-70B- 358

Instruct and Qwen-2-72B-Instruct for evaluation. 359

5 Results and Analysis 360

5.1 Experimental Settings 361

To benchmark the audio dialogue understand- 362

ing of existing LALMs, we evaluate 14 founda- 363

tional models with audio understanding capabili- 364

ties. These models include PandaGPT-7B (Su et al., 365

2023), NExT-GPT-7B (Wu et al., 2024), Qwen- 366

Audio-7B (Chu et al., 2023), Qwen-Audio-Chat- 367

7B (Chu et al., 2023), Mini-Omni-0.5B (Xie and 368

Wu, 2024), SpeechGPT-7B (Zhang et al., 2023), 369

SALMONN-7B (Tang et al., 2024), SALMONN- 370

13B (Tang et al., 2024), BLSP-7B (Wang et al., 371

2023), Whisper-large-v3 (Radford et al., 2023) 372

with LLaMA-2-7B-Chat (Touvron et al., 2023), 373

with LLaMA-3-8B-Instruct (MetaAI, 2024), with 374

LLaMA-3-70B-Instruct (MetaAI, 2024), with GPT- 375

4 (gpt-4o-0613) (Achiam et al., 2023), and GPT- 376

4o (gpt-4o-audio-preview-2024-12-17) (Ope- 377

nAI, 2024). Unless stated otherwise, the hyperpa- 378

rameters and setups used during the evaluation pro- 379

cess remain consistent with those specified in the 380

original papers of the respective models. For eval- 381

uation, we obtain two evaluation scores by swap- 382

ping references and responses in the prompts for 383

the GPT-4 evaluator and finally report the average 384

scores for each model in Table 2. In addition, to 385

avoid the bias of evaluation only using GPT-4, we 386

apply various open-sourced LLMs for such evalua- 387

tions, including LLaMA-3-70B-Instruct (MetaAI, 388

2024) and Qwen-2-72B-Instruct (Chu et al., 2023). 389

In addition, we conduct a direct human evaluation 390

on randomly selected 140 audio dialogues. Each 391

sample is assessed by three human testers, who 392

rate the generated responses. More details about 393

experimental settings and human evaluation are in 394

Appendix C and Appendix D, respectively. 395

5.2 Main Results 396

We report the experimental results for the perfor- 397

mance of 14 different LALMs on audio dialogue 398

understanding in Table 2 and provide a comprehen- 399

sive analysis of them. Firstly, it can be observed 400

that PandaGPT, NExT-GPT, and Qwen-Audio ex- 401

hibit the lowest performances, with an average 402

score value of about 1.00. It illustrates that al- 403

though PandaGPT and NExT-GPT are end-to-end 404

LALMs capable of processing a wide range of 405

modalities, their performances on audio dialogue 406
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Table 2: The average evaluation scores for audio dialogue understanding under 14 LALMs in our ADU-Bench.

Models Size ADU-Bench Average Human
General Skill Multilingual Ambiguity Evaluation

PandaGPT 7B 1.02 0.98 0.98 0.50 0.87 -
NExT-GPT 7B 1.07 1.03 1.02 0.52 0.91 -
Qwen-Audio 7B 1.32 1.08 1.07 0.61 1.02 -
Mini-Omni 0.5B 2.31 1.96 1.55 1.67 1.87 -
SALMONN 7B 2.47 2.01 1.83 1.73 2.01 -
Qwen-Audio-Chat 7B 2.34 2.46 1.58 1.93 2.08 -
SpeechGPT 7B 3.99 3.56 1.42 2.25 2.81 -
SALMONN 13B 4.07 3.12 3.25 1.86 3.08 -
BLSP 7B 4.66 4.49 2.89 3.37 3.85 4.21

Whisper+LLaMA-2 7B 6.30 6.26 4.92 4.39 5.47 6.43
Whisper+LLaMA-3 8B 6.94 7.88 6.27 4.92 6.50 6.85
Whisper+LLaMA-3 70B 7.26 8.03 6.12 5.13 6.64 7.46
Whisper+GPT-4 - 8.42 8.62 8.07 5.54 7.66 8.02

GPT-4o - 8.64 8.97 8.16 6.87 8.16 8.58

understanding are relatively lower. As for Qwen-407

Audio, a pre-trained base LALM, its weak capabili-408

ties in audio dialogue indicate a potential necessity409

for more specialized training to enhance its under-410

standing of audio dialogues.411

Compared to them, Mini-Omni-0.5B,412

SALMONN-7B and Qwen-Audio-Chat show413

somewhat superior performance. This can be414

attributed to the fact that Mini-Omni-0.5B,415

SALMONN-7B, and Qwen-Audio-Chat have been416

developed under audio instruction tuning, making417

them suitable for a variety of audio-oriented scenar-418

ios. Moreover, SpeechGPT, SALMONN-13B, and419

BLSP have demonstrated even higher proficiency,420

as reflected in their average scores all about or421

exceeding 3.00. Among these, BLSP stands out422

with the highest average score of 3.85 among423

all LALMs. As SALMONN increases in size424

from 7B to 13B, its audio dialogue understanding425

capabilities also show improvement. In addition,426

both SpeechGPT and BLSP enable audio dialogue427

with LLMs using speech and exhibit impressive428

dialogue capabilities. Therefore, it can achieve429

enhanced performance when using the targeted430

audio dialogue tuning for end-to-end LALMs.431

Furthermore, cascaded LALMs, including432

LLaMA-2-7B, LLaMA-3-8B, LLaMA-3-70B, and433

GPT-4 with a Whisper model, obtain higher scores434

in audio dialogue understanding. Therein, GPT-435

4 leads the pack with a high score of 7.66. Fol-436

lowing it, LLaMA-3 (including LLaMA-3-8B and437

LLaMA-3-70B) ranks second, outperforming its438

predecessor, LLaMA-2. The improved perfor-439

mance of LLaMA-3 to LLaMA-2 highlights the440

effectiveness of updates in the LLaMA series.441

Notably, for the advanced proprietary LALM,442

GPT-4o, achieves the highest average score of 8.16, 443

which indicates that it is the best-performing model 444

among the evaluated LALMs. 445

In addition, experimental results reveal that 446

the GPT-4 evaluator demonstrates a significantly 447

higher correlation with human evaluations, as 448

shown in Table 2. Furthermore, we also conduct 449

another human evaluation study, detailed in Section 450

5.4. These human evaluations verify the alignment 451

between GPT-4 evaluator and human judgments. 452

5.3 Results on Each Dataset 453

Results on ADU-General dataset. The ADU- 454

General dataset aims to evaluate the proficiency 455

in general dialogue understanding, with results 456

across 3 scenarios shown in Fig. 2(a). Our analy- 457

sis reveals that LALMs perform better in helpful 458

questions compared to daily questions and daily 459

statements. Helpful questions typically seek spe- 460

cific information, whereas daily questions and daily 461

statements represent everyday communication be- 462

tween humans, often characterized by a lack of 463

rich contextual information. This finding suggests 464

that LALMs are more adept at handling audio di- 465

alogues that require precise information retrieval, 466

while their performance in everyday dialogues re- 467

mains an area for improvement. In summary, exist- 468

ing open-sourced LALMs understand helpful ques- 469

tions better than daily questions and statements, 470

highlighting the continued development in LALMs 471

to better address everyday human interactions. 472

Results on ADU-Skill dataset. The ADU-Skill 473

dataset is designed to evaluate the skill capabili- 474

ties of LALMs during audio dialogue and the re- 475

sults across 12 domains are shown in Fig. 2(b). 476

Among all these domains, LALMs demonstrate 477
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Figure 2: The average scores across each domain for 4 datasets within ADU-Bench under 14 LALMs.

a relative proficiency in handling topics such as478

Biology, Computer Science, Law, Finance, Writ-479

ing, and Medicine. This observation suggests that480

LALMs possess a certain knowledge foundation in481

these domains. Meanwhile, these tasks primar-482

ily involve language understanding and genera-483

tion, which align well with the core capabilities484

of LALMs. Moreover, LALMs exhibit weaker485

performance when dealing with subjects like Math-486

ematics, Physics, Chemistry, and Coding. This can487

be attributed to the fact that they all involve math-488

ematical symbols and formulas or programming489

languages so that LALMs struggle to effectively490

understand these domain-specific challenges they491

present. Additionally, LALMs display limitations492

in areas related to Common Sense and Roleplay.493

These domains usually require a deeper understand-494

ing of human behavior and LALMs lack the abil-495

ity to infer implicit meanings or cultural nuances496

that are crucial for accurately understanding and497

responding to them. In summary, existing open-498

sourced LALMs have knowledge backgrounds in499

some domains but they face challenges in subjects500

involving mathematical notations or programming501

languages, as well as areas requiring a deeper un-502

derstanding of human behavior.503

Results on ADU-Multilingual dataset. The ADU-504

Multilingual dataset aims to evaluate multilingual505

capabilities of LALMs during audio dialogues,506

with results across 9 languages depicted in Fig.507

2(c). It can be observed that all LALMs perform508

best in English due to the massive amount of train-509

ing data in English. Subsequently, the performance510

is followed by German, Spanish, French, and Rus-511

sian. We conjecture that this is because these lan-512

guages all belong to the Indo-European languages513

that LALMs can understand to a certain extent. As514

for other languages, LALMs exhibit weaker per-515

formance which illustrates that they need to be516

incorporated into the development of LALMs. In517

conclusion, existing open-sourced LALMs strug-518

gle with their multilingual capabilities, highlight- 519

ing further research to consider various linguistic 520

contexts when developing LALMs. 521

Results on ADU-Ambiguity dataset. The ADU- 522

Ambiguity dataset is designed to assess how well 523

LALMs handle 4 types of ambiguity during audio 524

dialogue, including intonation-based, pause-based, 525

homophone-based, and repetition-based ambiguity, 526

with results in Fig. 2(d). Overall, LALMs exhibit 527

relatively better performance in handling repetition- 528

based ambiguity, while their performance in man- 529

aging other types of ambiguities is weaker. This 530

observation suggests that LALMs can more effec- 531

tively resolve ambiguities that do not involve pho- 532

netic elements, such as repetition-based ambigu- 533

ity, which only has multiple words in an audio. 534

However, when it comes to the other three types 535

of ambiguities, including intonation-based, pause- 536

based, and homophone-based, LALMs struggle to 537

handle them effectively. For homophone-based 538

ambiguity, it is difficult for LALMs to distinguish 539

the words that have almost the same pronunciation. 540

For the other two types of ambiguity, LALMs can 541

not perceive the variations in intonations or pause 542

positions, which can lead to expressing different 543

intentions beyond the same literal meaning of sen- 544

tences. When faced with these ambiguities, rela- 545

tively advanced LALMs like GPT-4o can achieve 546

an average score of 5.22 and 6.05 for pause-based 547

and homophone-based ambiguity. The results show 548

that GPT-4o often generates responses that encom- 549

pass multiple possible interpretations, which is un- 550

able to effectively distinguish between the different 551

meanings based on phonetic elements. In summary, 552

existing LALMs, including GPT-4o, display limita- 553

tions in handling the audio dialogue ambiguity in 554

different phonetic elements. 555

5.4 Ablation Study 556

Effect of LALMs’ size. We compare the audio 557

dialogue understanding capabilities of SALMONN 558
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(a) Real-world and synthetic audio (b) Human evaluation study (c) Position bias study
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Figure 3: Ablation study on ADU-Bench. (a) Real-world and synthetic audio can both serve as evaluation sources.
(b) GPT-4 evaluator is aligned with human evaluation. (c) Scoring twice is necessary to eliminate the position bias.

and LLaMA-3 with a Whisper model with differ-559

ent sizes. As shown in Table 2, it indicates a trend560

of improved average scores with increasing model561

sizes. However, it is noted that SALMONN-7B562

outperforms its larger counterpart, SALMONN-563

13B on Code within ADU-Skill dataset. Similarly,564

LLaMA-3-8B achieves superior performance than565

LLaMA-3-70B on Common Sense within ADU-566

Skill dataset and non-Indo-European languages567

within ADU-Multilingual dataset. These obser-568

vations suggest that while a larger model size gen-569

erally contributes to better overall audio dialogue570

understanding performance, it can also introduce571

performance losses in certain domains.572

Effect of real-world and synthetic audio. For573

the audio dialogues difficult to obtain directly, we574

choose to adopt a synthetic algorithm to generate575

corresponding audios, as detailed in Appendix A.576

To demonstrate that the use of synthetic audio is a577

feasible approach compared to real-world audio578

when evaluating LALMs, we randomly sample579

1,000 real-world audio dialogues and generate syn-580

thetic audio from their transcriptions. The compari-581

son between the real-world audio and the synthetic582

audio with the same transcriptions is presented in583

Fig. 3(a). We observe that there is no considerable584

difference in the performance of LALMs when pro-585

cessing real-world and synthetic audio. In conclu-586

sion, both real-world audio and synthetic audio can587

effectively serve as evaluation sources for audio588

dialogue understanding.589

Human evaluation study. For evaluation, we590

choose to adopt GPT-4 as the evaluator. To eval-591

uate the consistency between the evaluations of592

GPT-4 and human judgments, we conduct a human593

evaluation study as follows. Given the challenge594

of human testers directly assigning a score on a595

scale of 0 to 10, we adopt a pairwise comparison596

approach for models, following (Touvron et al., 597

2023). Specifically, human testers first listen to the 598

audio queries, then compare two textual responses 599

from two models, finally indicate their preference 600

as “A is better”, “B is better”, or “Both are equal”. 601

We then convert the GPT-4 scores into the same 602

preference-based rating as the human testers. Fi- 603

nally, we evaluate the consistency between the two 604

sets of results, as shown in Fig. 3(b). Our analy- 605

sis reveals that the pairwise preference consistency 606

achieves a score above 85%, indicating that GPT- 607

4 evaluation aligns well with human judgments. 608

The details are in Appendix D. We provide the 609

evaluation results by LLaMA-3-70B-Instruct and 610

Qwen-2-72B-Instruct and the corresponding hu- 611

man evaluation study in Appendix F. 612

Position bias study. To mitigate potential biases 613

from the order of references and responses in the 614

evaluation GPT-4 prompt, we query the GPT-4 eval- 615

uator to generate two scores by adjusting their po- 616

sitions. Subsequently, we report the average score 617

for each model. To validate the necessity of scoring 618

twice, we compare the differences between the two 619

scores, presented in Fig. 3(c). We observe that 620

despite using the same references and responses, 621

the GPT-4 evaluator generates different scores after 622

adjusting the positions. This suggests the existence 623

of a positional bias, particularly when responses 624

are placed before the references. The observation 625

highlights the importance of conducting a second 626

scoring to address this bias. 627

6 Conclusion 628

We present ADU-Bench designed to evaluate the 629

audio dialogue understanding of LALMs. Our ex- 630

tensive experiments on 14 LALMs reveal that there 631

is still significant room for improvement in their 632

audio dialogue understanding. 633
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Limitations634

The main limitation of this work is that the analysis635

is on a limited number of LALMs due to the avail-636

ability of usable code, model weights, and massive637

experiments. Potential future work includes inves-638

tigating more diverse LALMs and designing more639

domains about audio dialogues to make our ADU-640

Bench up-to-date.641

Ethics Statement642

Our ADU-Bench has been carefully curated to en-643

sure that it does not contain any words or content644

that discriminate against any individual or group.645

The prompts used in our experiments, as detailed in646

Appendix B, have been meticulously reviewed to647

emphasize that none of them contain any discrim-648

inatory language or themes. Moreover, we have649

taken the necessary precautions to ensure that the650

prompts used in our work do not negatively impact651

anyone’s safety or well-being. Furthermore, all the652

codes comply with the MIT License. This com-653

mitment to ethical considerations in our research654

contributes to the responsible development and ad-655

vancement of LALMs.656
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A Generation Details for Synthetic864

Datasets865

Our ADU-Bench contains 20,715 open-ended au-866

dio dialogues, comprising over 8,000 real-world867

recordings alongside synthetic audio samples. In868

this section, we introduce the generation details for869

the synthetic datasets.870

To generate synthetic datasets for ADU-General871

dataset, ADU-Skill dataset, and ADU-Multilingual872

dataset, we first adopt GPT-4 and human inspec-873

tion to obtain the related textual dialogues for each874

dataset. Then, enclose them in the Speech Synthe-875

sis Markup Language (SSML) (Taylor and Isard,876

1997) by human coding, where SSML is an XML-877

based markup language specifically designed for878

speech synthesis applications. Subsequently, ex-879

ecute the program code using Python interpreter880

with public SSML service (Microsoft, 2024) pro-881

vided by Microsoft Azure to convert them into au-882

dio dialogues. Furthermore, to emulate real-world883

scenarios, we consider a wide array of variables884

for synthetic audio. They include 2 genders (male885

and female), 4 different speakers (2 men and 2886

women), 4 emotions (calm, excited, angry, and887

sad), 3 speech rates (standard and ±10%), 3 pitch888

levels (standard and ±10%), and 3 volume levels889

(standard and ±10%). During the generation of890

each dataset, a combination of these audio genera-891

tion characteristics is randomly selected to create892

each audio data, ensuring diversity in the audio893

dialogues. Therefore, this generation method not894

only provides a scalable solution for generating895

synthetic audio datasets but also ensures a rich di-896

versity that closely mirrors real-world audio dia-897

logues.898

To construct the ADU-Ambiguity dataset, we899

first identify four types of ambiguity handling from900

phonetics and phonology books (McMahon, 2002;901

Carr, 2019). These include ambiguity stemming902

from intonation, pause positions, homophones, and903

repetition. Based on the examples and principles904

outlined in these references, we then manually craft905

or use GPT-4 to generate many textual data in-906

stances representing these ambiguity types.907

To convert these textual instances into audio sam-908

ples, we leverage the Speech Synthesis Markup909

Language (SSML) (Taylor and Isard, 1997) and910

use a publicly available SSML service(Microsoft,911

2024). Specifically:912

• For intonation-based ambiguity, we use the913

SSML tags <prosody> to adjust the intona- 914

tion elements of the audio. 915

• For pause-based ambiguity, we use the SSML 916

tags <break> to insert pauses within the au- 917

dio. 918

• For homophone-based and repetition-based 919

ambiguity, we are able to directly generate the 920

audio samples without the need for special- 921

ized SSML markup. 922

Finally, we conduct a manual validation process 923

to ensure the quality and correctness of the gener- 924

ated audio samples. This involves having human 925

annotators listen to the samples and verify that 926

the intended ambiguity is successfully conveyed 927

through the audio. 928

B Prompts for Evaluation 929

The score judgment is based on criteria including 930

helpfulness, relevance, accuracy, and comprehen- 931

siveness, comparing the references and generated 932

responses. The evaluation prompt for the first scor- 933

ing is as follows. 934

System Prompt

You are a helpful and precise assistant for
checking the quality of the answer.

Prompts for Evaluation in ADU-Bench

Please evaluate the following LALMs’
response for the user query and a reference
is provided.

Query: Textual Transcriptions
Reference: Textual References
Response: Textual Responses

Please rate the helpfulness, relevance,
accuracy, and comprehensiveness of the
LALMs’ response. Please provide an
overall score on a scale of 0 to 10, where
a higher score indicates better overall
performance. Do not provide any other
output text or explanation. Only provide
the score.

Output:
935

The evaluation prompt for the second scoring is 936

as follows. To eliminate the position bias, we swap 937
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Table 3: Association between human judgment and each dataset in ADU-Bench of GPT-4 evaluation.
GPT-4 vs

BLSP
GPT-4 vs

SALMONN
GPT-4 vs

SpeechGPT
BLSP vs

SALMONN
BLSP vs

SpeechGPT
SALMONN vs

PandaGPT

ADU-General 86.7% 80.0% 93.3% 86.7% 93.3% 100%
ADU-Skill 86.7% 93.3% 93.3% 83.3% 88.3% 100%
ADU-Multilingual 95.6% 95.6% 97.8% 86.7% 86.7% 97.8%
ADU-Ambiguity 90.0% 95.0% 95.0% 90.0% 90.0% 100%

ADU-Bench 90.0% 92.9% 95.0% 85.7% 87.1% 99.3%

the position between responses and references in938

the evaluation prompt.939

System Prompt

You are a helpful and precise assistant for
checking the quality of the answer.

Prompts for Evaluation in ADU-Bench

Please evaluate the following LALMs’
response for the user query and a reference
is provided.

Query: Textual Transcriptions
Response: Textual Responses
Reference: Textual References

Please rate the helpfulness, relevance,
accuracy, and comprehensiveness of the
LALMs’ response. Please provide an
overall score on a scale of 0 to 10, where
a higher score indicates better overall
performance. Do not provide any other
output text or explanation. Only provide
the score.

Output:
940

The evaluation pipeline is shown in Fig. 4. We941

choose GPT-4 as the default evaluation LLM. We942

also include LLaMA-3-70B-Instruct and Qwen-2-943

72B-Instruct to provide the evaluation score. The944

results are shown in Appendix F.945

C Details of Experimental Settings946

To benchmark the audio dialogue understanding947

of existing LALMs, we assess the performance948

of 14 LALMs across all 4 datasets within ADU-949

Bench. Unless stated otherwise, the hyperparame-950

ters and setups used during the evaluation process951

remain consistent with those specified in the origi-952

nal papers of the respective models. For the evalu-953

ation, LLaMA-2-7B-Chat, LLaMA-3-8B-Instruct,954

and LLaMA-3-70B-Instruct are run on 8 NVIDIA 955

A100 40GB GPUs with vLLM library (Kwon et al., 956

2023), while other open-sourced models are run 957

on a single NVIDIA A100 40GB GPU. By default, 958

our evaluation method employs gpt-4-0613 as the 959

GPT-4 evaluator by calling the API. 960

D Human Evaluation Study Details 961

We conduct a direct human evaluation on randomly 962

selected 140 audio dialogues from ADU-Bench. 963

Each sample is assessed by three human testers, 964

who rate the generated responses. Human testers 965

should provide an overall score on a scale of 0 to 966

10, where a higher score indicates better overall 967

performance. The results are shown in Table 2. 968

Besides, we conduct a human evaluation study to 969

evaluate the consistency between the evaluations of 970

GPT-4 and human judgments. We show each pair 971

of samples for ten human testers. The results are 972

demonstrated in Fig. 3(b) and Table 3. 973

For the evaluation datasets, we randomly choose 974

5 audio queries from each domain in ADU-Bench, 975

and finally obtain 140 audio queries. Since ADU- 976

Multilingual contains multiple languages, it is diffi- 977

cult for human testers to understand each language. 978

Hence, we provide the textual transcriptions and 979

allow them to use the translation tools for evalua- 980

tion. we carefully consider the ethical aspects and 981

potential risks associated with the research involv- 982

ing human subjects. The information we collect 983

is only the preference results and does not involve 984

any personal information. 985

When selecting participants, there are no require- 986

ments for their qualifications, experience, or tech- 987

nical abilities; all participants are adults capable 988

of giving informed consent. We clearly inform the 989

participants of the experiment’s content and corre- 990

sponding compensation before the experiment be- 991

gins, and we will not cause them any physiological 992

or psychological harm. We randomly select partici- 993

pants within the university campus, informing them 994

of the experiment content, purpose, compensation, 995

and other information. Participants voluntarily de- 996
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GPT-4Textual Transcriptions

Audio Queries
LALMs GPT-4 

Evaluator

Evaluation 
Score

Audio Responses

Textual References

Textual Responses

Python program: def 
calculate_months(): 

…… 
Answer: 20

Evaluation Method 
in ADU-Bench

Figure 4: The evaluation method in ADU-Bench. To benchmark open-ended audio dialogue understanding for
LALMs, we adopt a GPT-4 evaluator to provide evaluation scores as the metric. We also adopt LLaMA-3-70B-
Instruct and Qwen-2-72B-Instruct as the evaluator to provide evaluation scores.

cide whether to participate in the experiment after997

reading the Ethics Informed Consent Form and998

Ethics Study Information Sheet. The compensation999

we provide to the participants is 1.5 times the local1000

minimum hourly wage standard.1001

The instructions given to participants in Table 21002

are as follows:1003

Welcome to our human evaluation study! Your1004

participation is crucial in helping us assess the1005

performance of Large Audio-Language Models1006

(LALMs) in audio dialogue understanding.1007

In this study, you will be presented with a total of1008

140 audio clips, each accompanied by one textual1009

response. For audio in foreign languages, we will1010

provide textual transcriptions and translation tools1011

to assist you.1012

Your task is as follows:1013

1. Listen to the audio queries carefully.1014

2. Based on the criteria of helpfulness, relevance,1015

accuracy, and comprehensiveness, provide an over-1016

all score on a scale of 0 to 10 for the response,1017

where a higher score indicates better overall per-1018

formance.1019

We appreciate your time and effort in partici-1020

pating in this study. Your valuable insights will1021

significantly contribute to the development and im-1022

provement of LALMs, enhancing their ability to1023

understand and respond to audio dialogues effec-1024

tively. Thank you for your participation!1025

The instructions given to participants in Fig. 3(b)1026

and Table 3 are as follows:1027

Welcome to our human evaluation study! Your1028

participation is crucial in helping us assess the1029

performance of Large Audio-Language Models1030

(LALMs) in audio dialogue understanding. 1031

In this study, you will be presented with a total of 1032

140 audio clips, each accompanied by two textual 1033

responses. For audio in foreign languages, we will 1034

provide textual transcriptions and translation tools 1035

to assist you. 1036

Your task is as follows: 1037

1. Listen to the audio queries carefully. 1038

2. Compare the two textual responses provided 1039

for each audio. 1040

3. Based on the criteria of helpfulness, relevance, 1041

accuracy, and comprehensiveness, indicate your 1042

preference. You can choose from the following 1043

options: “A is better”, “B is better”, or “Both are 1044

equal”. 1045

We appreciate your time and effort in partici- 1046

pating in this study. Your valuable insights will 1047

significantly contribute to the development and im- 1048

provement of LALMs, enhancing their ability to 1049

understand and respond to audio dialogues effec- 1050

tively. Thank you for your participation! 1051

E Discussions 1052

E.1 Real-world and Synthetic Audio in 1053

ADU-Bench 1054

Our ADU-Bench includes both real-world and syn- 1055

thetic audio. As stated in Section 3, the data 1056

collection involves a combination of synthetically 1057

generated dialogues and real-world audio samples. 1058

Specifically, our ADU-Bench contains over 8000 1059

audio samples from the real world. A reason pre- 1060

vents us from using real-world audio only is the 1061

challenges and costs of the collection process. In 1062
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particular, the collection of professional technical1063

terms or languages can be difficult, as it requires hu-1064

mans who are familiar with them. Without proper1065

familiarity, the use of these terms or languages in1066

audio samples may sound unnatural. To address1067

this issue, we propose a synthetic method for au-1068

dio generation in Appendix A. By leveraging it,1069

we can easily expand a scalable ADU-Bench with-1070

out incurring substantial expenses. Besides, we1071

have conducted an ablation study to investigate the1072

effects of real-world and synthetic audio on the per-1073

formance of our benchmark, as detailed in Section1074

5.4. It can be observed that there is no significant1075

difference in the performance of LALMs in the1076

areas our ADU-Bench covers. It illustrates that1077

these synthetic audios can also benchmark audio1078

dialogue understanding.1079

E.2 Evaluation using Textual Response1080

In our evaluation process, we prompt audio queries1081

to obtain audio responses and adopt their textual1082

transcriptions with references to calculate a GPT-41083

evaluation score. We have chosen this approach1084

because our primary focus is on how LALMs com-1085

prehend audio dialogue and formulate appropriate1086

replies. In our ADU-Bench, we emphasize under-1087

standing ability rather than generation quality of1088

audio dialogues. Directly using audio for evalu-1089

ation can be challenging, and evaluating genera-1090

tion quality is not within the scope of ADU-Bench.1091

By opting for a textual format, we can concen-1092

trate on assessing LALMs’ dialogue understand-1093

ing abilities and their capacity to provide meaning-1094

ful responses, without introducing the additional1095

complexity of audio generation. Furthermore, our1096

evaluation approach in ADU-Bench aligns with1097

previous work (Yang et al., 2024).1098

E.3 Analysis for Weak Performance of1099

LALMs1100

LALMs consist of two main components - audio1101

feature extractors and base LLMs. For textual1102

benchmarks such as GSM8K and MMLU, the base1103

LLMs of LALMs are usually able to achieve effec-1104

tive mathematical and knowledge-based reasoning,1105

which reflects the fundamental reasoning skills of1106

the base LLMs. However, for our ADU-Bench, the1107

LALMs exhibit weak performance and are unable1108

to demonstrate the fundamental reasoning skills1109

of their base LLM components. This observation1110

leads us to conjecture that the poor performance of1111

the LALMs on the ADU-Bench is primarily rooted1112

in their audio comprehension abilities, rather than 1113

their core reasoning skills. 1114

F Evaluation Results by 1115

LLaMA-3-70B-Instruct and 1116

Qwen-2-72B-Instruct 1117

To avoid the bias of evaluation only using GPT- 1118

4, we apply various open-sourced LLMs for such 1119

evaluations, including LLaMA-3-70B-Instruct and 1120

Qwen-2-72B-Instruct. Our analysis shows that the 1121

evaluation scores obtained using these LLMs are 1122

mostly consistent with the conclusions drawn from 1123

the GPT-4 evaluation. The results are shown in 1124

Table 4 and Table 5. 1125

Furthermore, we also include their correspond- 1126

ing human evaluation studies, which can be found 1127

in Table 6 and Table 7. All these results indicate 1128

that strong LLM evaluations, especially those in- 1129

volving GPT-4, align well with human judgments 1130

for audio dialogue understanding. Besides, note 1131

that GPT-4 based evaluation is shown to be effec- 1132

tive in many areas (Zheng et al., 2023; Yang et al., 1133

2024). 1134

G Reproducibility Statement 1135

We provide the code and data in the project page 1136

of our ADU-Bench. 1137

H More Details of ADU-Bench 1138

The details of ADU-Bench, including the number 1139

of each domain within ADU-Bench are in Table 8. 1140

I More Overall Results 1141

The overall results of the first and second scoring 1142

are shown in Table 9 and Table 10. 1143

J More Results on Each Dataset 1144

The results on each dataset of the first and second 1145

scoring are shown in Table 11, Table 12, Table 13, 1146

Table 14, Table 15, Table 16, Table 17, Table 18, 1147

Table 19, Table 20, Table 21, and Table 22. 1148
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Table 4: The average evaluation scores under 14 different LALMs on 4 datasets in our ADU-Bench. The evaluation
is conducted by LLaMA-3-70B-Instruct.

Models Size ADU-Bench AverageGeneral Skill Multilingual Ambiguity

PandaGPT 7B 1.00 1.00 1.00 1.00 1.00
NExT-GPT 7B 1.04 1.03 1.00 1.00 1.02
Qwen-Audio 7B 2.00 1.00 1.42 1.00 1.36
Mini-Omni 0.5B 2.12 1.26 1.49 1.27 1.54
SALMONN 7B 2.71 1.42 1.71 1.72 1.89
Qwen-Audio-Chat 7B 1.85 3.14 2.06 1.95 2.25
SpeechGPT 7B 3.71 3.57 1.94 2.42 2.91
SALMONN 13B 3.71 4.23 2.92 2.05 3.23
BLSP 7B 4.42 3.90 2.07 2.95 3.34

Whisper+LLaMA-2 7B 6.28 5.07 3.07 3.86 4.57
Whisper+LLaMA-3 8B 7.57 7.00 5.00 4.75 6.08
Whisper+LLaMA-3 70B 7.28 7.85 6.42 5.12 6.67
Whisper+GPT-4 - 8.57 7.92 8.50 5.46 7.61

GPT-4o - 8.69 8.35 8.61 6.37 8.00

Table 5: The average evaluation scores under 14 different LALMs on 4 datasets in our ADU-Bench. The evaluation
is conducted by Qwen-2-72B-Instruct.

Models Size ADU-Bench AverageGeneral Skill Multilingual Ambiguity

PandaGPT 7B 1.00 1.00 1.00 1.00 1.00
NExT-GPT 7B 1.10 1.06 1.00 1.00 1.04
Qwen-Audio 7B 1.45 1.23 1.31 1.12 1.28
Mini-Omni 0.5B 1.74 1.49 1.53 1.31 1.52
SALMONN 7B 2.36 1.31 2.09 1.31 1.77
Qwen-Audio-Chat 7B 2.57 1.74 2.45 2.85 2.40
SpeechGPT 7B 4.09 4.13 2.35 2.64 3.30
SALMONN 13B 3.81 3.63 2.54 2.96 3.24
BLSP 7B 4.18 4.54 2.48 3.84 3.76

Whisper+LLaMA-2 7B 6.27 5.13 3.47 3.94 4.70
Whisper+LLaMA-3 8B 6.81 6.00 3.68 4.02 5.13
Whisper+LLaMA-3 70B 7.18 6.63 3.86 4.36 5.51
Whisper+GPT-4 - 8.45 8.09 6.63 4.87 7.01

GPT-4o - 8.58 8.42 6.78 5.33 7.28

Table 6: Association between human judgment and each dataset in ADU-Bench of of LLaMA-3-70B-Instruct
evaluation.

GPT-4 vs
BLSP

GPT-4 vs
SALMONN

GPT-4 vs
SpeechGPT

BLSP vs
SALMONN

BLSP vs
SpeechGPT

SALMONN vs
PandaGPT

ADU-General 80.0% 86.7% 93.3% 80.0% 86.7% 100%
ADU-Skill 90.0% 86.7% 93.3% 85.0% 86.7% 98.3%
ADU-Multilingual 95.6% 97.8% 97.8% 82.2% 82.2% 100%
ADU-Ambiguity 90.0% 90.0% 90.0% 86.0% 86.0% 100%

ADU-Bench 90.7% 90.7% 94.3% 83.6% 85.0% 99.3%

Table 7: Association between human judgment and each dataset in ADU-Bench of Qwen-2-72B-Instruct evaluation.
GPT-4 vs

BLSP
GPT-4 vs

SALMONN
GPT-4 vs

SpeechGPT
BLSP vs

SALMONN
BLSP vs

SpeechGPT
SALMONN vs

PandaGPT

ADU-General 80.0% 86.7% 86.7% 80.0% 80.0% 100%
ADU-Skill 86.7% 90.0% 96.0% 86.7% 80.0% 100%
ADU-Multilingual 93.3% 95.6% 95.0% 82.2% 85.0% 97.8%
ADU-Ambiguity 85.0% 90.0% 95.0% 86.0% 85.0% 100%

ADU-Bench 87.9% 91.4% 95.0% 84.3% 82.9% 99.3%
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Table 8: The details of ADU-Bench, including the number of each domain within ADU-Bench.

Dataset Domain Number

ADU-General
Helpful Question 4,000
Daily Question 4,000
Daily Statement 4,000

ADU-Skill

Mathematics 1,000
Physics 210
Chemistry 180
Biology 180
Computer Science 115
Code 1,000
Law 325
Finance 60
Common Sense 500
Writing 40
Roleplay 20
Medicine 95

ADU-Multilingual

Arabic 400
Chinese 400
English 400
French 400
German 400
Japanese 400
Korean 400
Russian 400
Spanish 400

ADU-Ambiguity

Intonation-based 395
Pause-based 250
Homophone-based 490
Repetition-based 255

Table 9: The score for audio dialogue understanding performances under 14 different LALMs on 4 datasets in our
proposed ADU-Bench. The textual reference is before the textual response in the evaluation prompt for the GPT-4
evaluator.

Models Size ADU-Bench AverageGeneral Skill Multilingual Ambiguity

PandaGPT 7B 0.98 0.97 0.97 0.49 0.85
NExT-GPT 7B 1.03 0.99 0.99 0.50 0.88
Qwen-Audio 7B 1.24 0.93 0.99 0.55 0.93
Mini-Omni 0.5B 2.20 1.87 1.49 1.51 1.77
SALMONN 7B 2.35 1.92 1.71 1.69 1.92
Qwen-Audio-Chat 7B 2.21 2.31 1.49 1.85 1.97
SpeechGPT 7B 3.91 3.40 1.39 2.18 2.72
SALMONN 13B 3.83 3.10 3.08 1.80 2.95
BLSP 7B 4.50 4.27 2.74 3.25 3.69

Whisper+LLaMA-2 7B 6.07 6.20 4.82 4.30 5.35
Whisper+LLaMA-3 8B 6.66 7.80 6.21 4.79 6.37
Whisper+LLaMA-3 70B 6.82 7.97 6.09 4.97 6.46
Whisper+GPT-4 - 8.33 8.54 8.04 5.43 7.59

GPT-4o - 8.54 8.84 8.07 6.79 8.06
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Table 10: The score for audio dialogue understanding performances under 14 different LALMs on 4 datasets in our
proposed ADU-Bench. The textual reference is after the textual response in the evaluation prompt for the GPT-4
evaluator.

Models Size ADU-Bench AverageGeneral Skill Multilingual Ambiguity

PandaGPT 7B 1.06 0.98 0.98 0.50 0.88
NExT-GPT 7B 1.11 1.07 1.04 0.53 0.94
Qwen-Audio 7B 1.40 1.23 1.14 0.67 1.11
Mini-Omni 0.5B 2.42 2.06 1.61 1.84 1.98
SALMONN 7B 2.59 2.09 1.94 1.77 2.10
Qwen-Audio-Chat 7B 2.47 2.60 1.66 2.00 2.19
SpeechGPT 7B 4.06 3.71 1.44 2.32 2.88
SALMONN 13B 4.31 3.14 3.42 1.91 3.20
BLSP 7B 4.82 4.70 3.04 3.48 4.01

Whisper+LLaMA-2 7B 6.53 6.32 5.02 4.48 5.59
Whisper+LLaMA-3 8B 7.21 7.96 6.32 5.04 6.63
Whisper+LLaMA-3 70B 7.70 8.09 6.14 5.29 6.81
Whisper+GPT-4 - 8.51 8.70 8.09 5.64 7.74

GPT-4o - 8.74 9.10 8.24 6.94 8.25

Table 11: The score for audio dialogue understanding performances under 14 different LALMs on ADU-General
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-General
Helpful Question Daily Question Daily Statement

PandaGPT 7B 0.99 1.00 0.96
NExT-GPT 7B 1.00 1.10 1.00
Qwen-Audio 7B 0.90 1.23 1.58
Mini-Omni 0.5B 2.34 2.24 2.02
SALMONN 7B 2.05 2.34 2.66
Qwen-Audio-Chat 7B 2.77 2.00 1.86
SpeechGPT 7B 4.37 4.09 3.28
SALMONN 13B 4.19 3.59 3.70
BLSP 7B 5.33 3.91 4.27

Whisper+LLaMA-2 7B 6.69 5.88 5.64
Whisper+LLaMA-3 8B 7.65 6.12 6.22
Whisper+LLaMA-3 70B 7.71 6.34 6.42
Whisper+GPT-4 - 8.63 8.51 7.84

GPT-4o - 8.76 8.65 8.20

Table 12: The score for audio dialogue understanding performances under 14 different LALMs on ADU-General
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-General
Helpful Question Daily Question Daily Statement

PandaGPT 7B 0.99 1.17 1.03
NExT-GPT 7B 0.98 1.15 1.21
Qwen-Audio 7B 1.15 1.34 1.72
Mini-Omni 0.5B 2.56 2.43 2.26
SALMONN 7B 2.20 2.51 3.06
Qwen-Audio-Chat 7B 2.96 2.35 2.10
SpeechGPT 7B 4.39 4.12 3.66
SALMONN 13B 4.70 4.02 4.22
BLSP 7B 5.64 4.14 4.68

Whisper+LLaMA-2 7B 6.75 6.46 6.38
Whisper+LLaMA-3 8B 7.67 6.88 7.08
Whisper+LLaMA-3 70B 8.12 7.45 7.52
Whisper+GPT-4 - 8.86 8.67 8.00

GPT-4o - 8.92 8.74 8.55
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Table 13: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Skill
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Skill (Part I)
Mathematics Physics Chemistry Biology Computer Science Code

PandaGPT 7B 0.98 1.00 0.99 1.00 0.97 0.90
NExT-GPT 7B 0.99 1.02 1.14 0.98 0.99 0.96
Qwen-Audio 7B 1.03 1.19 1.04 0.86 0.89 0.84
Mini-Omni 0.5B 1.48 2.06 1.63 2.92 2.97 1.55
SALMONN 7B 1.78 1.73 2.26 1.87 2.09 1.66
Qwen-Audio-Chat 7B 1.99 2.06 2.96 2.79 3.62 1.74
SpeechGPT 7B 1.99 3.41 3.14 4.52 5.33 3.94
SALMONN 13B 3.15 3.24 3.09 4.76 4.31 1.31
BLSP 7B 2.99 3.94 4.39 6.91 5.76 4.31

Whisper+LLaMA-2 7B 5.65 5.59 5.86 7.59 7.41 5.78
Whisper+LLaMA-3 8B 8.21 7.65 7.35 8.58 7.12 7.73
Whisper+LLaMA-3 70B 8.63 7.93 7.38 8.62 7.21 7.84
Whisper+GPT-4 - 8.72 8.93 8.66 9.00 8.96 8.34

GPT-4o - 9.53 9.06 8.67 8.98 9.21 8.84

Table 14: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Skill
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Skill (Part II)
Law Finance Common Sense Writing Roleplay Medicine

PandaGPT 7B 1.01 0.98 0.99 0.97 1.00 1.00
NExT-GPT 7B 0.98 1.12 1.00 0.99 1.05 0.99
Qwen-Audio 7B 0.88 0.77 0.84 1.36 1.10 0.83
Mini-Omni 0.5B 2.39 3.31 1.96 2.64 1.72 2.52
SALMONN 7B 1.84 1.82 2.81 1.39 1.56 1.85
Qwen-Audio-Chat 7B 3.20 3.65 2.65 1.19 0.80 3.49
SpeechGPT 7B 4.40 6.08 3.22 4.50 3.52 3.93
SALMONN 13B 4.93 6.09 3.90 1.44 1.65 5.23
BLSP 7B 5.52 7.10 3.87 6.63 5.07 5.97

Whisper+LLaMA-2 7B 6.87 7.60 6.77 8.20 6.68 7.05
Whisper+LLaMA-3 8B 7.44 8.35 7.26 8.42 8.24 8.10
Whisper+LLaMA-3 70B 7.59 8.46 7.16 8.55 8.64 8.26
Whisper+GPT-4 - 8.25 9.38 8.12 8.92 8.12 8.93

GPT-4o - 8.41 9.25 8.32 8.71 8.14 8.98

Table 15: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Skill
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Skill (Part I)
Mathematics Physics Chemistry Biology Computer Science Code

PandaGPT 7B 0.98 1.00 1.00 0.98 1.01 0.95
NExT-GPT 7B 1.12 1.20 1.15 1.10 0.99 0.98
Qwen-Audio 7B 1.26 1.57 1.37 1.11 1.18 0.97
Mini-Omni 0.5B 1.65 2.33 1.79 3.14 3.22 1.77
SALMONN 7B 1.85 1.97 2.30 1.81 2.41 1.84
Qwen-Audio-Chat 7B 2.25 2.34 3.29 3.16 3.69 2.00
SpeechGPT 7B 2.31 3.87 3.40 4.52 5.82 4.22
SALMONN 13B 2.54 3.81 3.61 4.97 4.51 1.30
BLSP 7B 3.68 4.50 4.81 7.00 6.12 4.51

Whisper+LLaMA-2 7B 5.71 6.08 6.17 7.70 7.77 5.82
Whisper+LLaMA-3 8B 8.53 7.71 7.47 8.50 7.16 7.82
Whisper+LLaMA-3 70B 8.70 8.07 7.29 8.69 7.62 8.01
Whisper+GPT-4 - 8.90 8.94 8.72 9.21 9.03 8.41

GPT-4o - 9.76 9.35 8.84 9.12 9.36 9.03

19



Table 16: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Skill
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Skill (Part II)
Law Finance Common Sense Writing Roleplay Medicine

PandaGPT 7B 1.02 1.00 0.99 1.00 1.05 1.00
NExT-GPT 7B 1.00 1.03 1.12 0.99 1.12 1.00
Qwen-Audio 7B 1.08 1.13 1.65 1.40 1.27 1.16
Mini-Omni 0.5B 2.52 3.53 2.11 2.82 1.93 2.68
SALMONN 7B 1.96 1.77 3.27 1.40 1.65 1.96
Qwen-Audio-Chat 7B 3.51 3.94 3.08 1.14 1.50 3.87
SpeechGPT 7B 4.78 6.14 3.61 4.28 4.29 4.21
SALMONN 13B 5.39 6.67 4.44 1.32 2.00 5.58
BLSP 7B 5.92 7.53 4.31 6.89 6.35 6.37

Whisper+LLaMA-2 7B 7.44 8.35 7.26 8.42 8.24 8.10
Whisper+LLaMA-3 8B 7.61 8.33 7.42 8.66 8.40 8.22
Whisper+LLaMA-3 70B 7.68 8.42 7.29 8.64 8.89 8.51
Whisper+GPT-4 - 8.54 9.36 8.46 9.16 8.78 9.07

GPT-4o - 8.74 9.38 8.54 9.14 8.87 9.12

Table 17: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Multilingual
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Multilingual (Part I)
Arabic Chinese English French German

PandaGPT 7B 0.98 0.98 0.96 0.98 0.97
NExT-GPT 7B 0.99 0.99 1.00 1.00 0.99
Qwen-Audio 7B 0.95 1.08 0.93 1.02 0.94
Mini-Omni 0.5B 1.37 1.57 1.99 1.38 1.40
SALMONN 7B 1.47 2.14 2.11 1.67 1.85
Qwen-Audio-Chat 7B 1.00 1.18 2.95 1.73 1.54
SpeechGPT 7B 0.98 1.04 4.48 1.01 1.00
SALMONN 13B 2.38 2.88 4.48 2.90 3.30
BLSP 7B 1.51 1.81 5.28 2.94 3.20

Whisper+LLaMA-2 7B 2.36 4.36 6.68 5.60 5.62
Whisper+LLaMA-3 8B 5.33 5.97 7.56 6.36 6.50
Whisper+LLaMA-3 70B 5.02 5.02 7.89 7.02 7.08
Whisper+GPT-4 - 7.26 7.34 8.99 8.32 8.60

GPT-4o - 7.40 6.80 9.09 9.25 8.69

Table 18: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Multilingual
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Multilingual (Part II)
Japanese Korean Russian Spanish

PandaGPT 7B 0.98 0.98 0.98 0.96
NExT-GPT 7B 0.98 0.97 0.98 0.98
Qwen-Audio 7B 0.91 1.10 0.98 0.99
Mini-Omni 0.5B 1.36 1.41 1.49 1.47
SALMONN 7B 1.37 1.59 1.70 1.52
Qwen-Audio-Chat 7B 1.08 1.16 1.01 1.75
SpeechGPT 7B 1.00 1.01 1.03 1.00
SALMONN 13B 2.62 2.87 3.12 3.16
BLSP 7B 1.86 2.00 2.80 3.27

Whisper+LLaMA-2 7B 4.25 3.73 5.20 5.60
Whisper+LLaMA-3 8B 5.65 5.97 6.04 6.53
Whisper+LLaMA-3 70B 4.44 4.96 6.34 7.05
Whisper+GPT-4 - 7.81 7.68 8.07 8.31

GPT-4o - 7.34 7.28 8.01 8.73
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Table 19: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Multilingual
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Multilingual (Part I)
Arabic Chinese English French German

PandaGPT 7B 0.99 0.97 0.98 0.98 0.98
NExT-GPT 7B 0.98 1.00 1.15 1.12 1.01
Qwen-Audio 7B 1.09 1.29 1.12 1.08 1.13
Mini-Omni 0.5B 1.55 1.76 2.12 1.47 1.52
SALMONN 7B 1.76 2.32 2.27 1.92 2.05
Qwen-Audio-Chat 7B 1.07 1.41 3.23 2.04 1.77
SpeechGPT 7B 1.00 1.10 4.68 1.04 1.03
SALMONN 13B 2.76 3.08 4.83 3.25 3.81
BLSP 7B 1.67 1.99 5.74 3.26 3.60

Whisper+LLaMA-2 7B 2.68 4.61 6.82 5.67 5.71
Whisper+LLaMA-3 8B 5.53 6.03 7.69 6.50 6.68
Whisper+LLaMA-3 70B 4.98 5.06 7.93 7.15 7.11
Whisper+GPT-4 - 7.28 7.39 9.10 8.33 8.60

GPT-4o - 7.51 7.12 9.24 9.35 8.84

Table 20: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Multilingual
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Multilingual (Part II)
Japanese Korean Russian Spanish

PandaGPT 7B 0.98 0.98 0.99 0.98
NExT-GPT 7B 0.99 0.98 0.99 1.10
Qwen-Audio 7B 1.10 1.33 1.06 1.08
Mini-Omni 0.5B 1.43 1.53 1.60 1.53
SALMONN 7B 1.48 1.87 1.99 1.80
Qwen-Audio-Chat 7B 1.31 1.37 1.04 1.69
SpeechGPT 7B 1.02 1.05 1.05 1.02
SALMONN 13B 2.96 3.06 3.52 3.58
BLSP 7B 2.07 2.29 3.16 3.61

Whisper+LLaMA-2 7B 5.65 5.97 6.04 6.53
Whisper+LLaMA-3 8B 5.80 5.92 6.12 6.63
Whisper+LLaMA-3 70B 4.54 4.98 6.44 7.11
Whisper+GPT-4 - 7.84 7.81 8.13 8.37

GPT-4o - 7.58 7.43 8.21 8.85

Table 21: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Ambiguity
dataset. The textual reference is before the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Ambiguity
Intonation-based Pause-based Homophone-based Repetition-based

PandaGPT 7B 0 0 0.98 0.98
NExT-GPT 7B 0 0.01 0.99 0.99
Qwen-Audio 7B 0 0.04 1.13 1.03
Mini-Omni 0.5B 0.07 1.26 1.34 3.38
SALMONN 7B 0.08 1.31 1.35 4.00
Qwen-Audio-Chat 7B 0.01 0.52 1.70 5.18
SpeechGPT 7B 0.13 1.19 2.70 4.70
SALMONN 13B 0.14 0.40 2.41 4.26
BLSP 7B 2.01 2.92 2.38 5.70

Whisper+LLaMA-2 7B 3.02 3.65 2.65 7.86
Whisper+LLaMA-3 8B 3.40 4.44 2.76 8.56
Whisper+LLaMA-3 70B 3.64 4.56 2.92 8.76
Whisper+GPT-4 - 4.02 5.02 3.64 9.03

GPT-4o - 6.96 5.11 5.97 9.10
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Table 22: The score for audio dialogue understanding performances under 14 different LALMs on ADU-Ambiguity
dataset. The textual reference is after the textual response in the evaluation prompt for the GPT-4 evaluator.

Models Size ADU-Ambiguity
Intonation-based Pause-based Homophone-based Repetition-based

PandaGPT 7B 0 0 0.99 1.00
NExT-GPT 7B 0 0.02 1.10 1.00
Qwen-Audio 7B 0 0.02 1.27 1.38
Mini-Omni 0.5B 1.00 1.35 1.46 3.53
SALMONN 7B 0.08 1.42 1.46 4.10
Qwen-Audio-Chat 7B 0.02 0.57 1.94 5.48
SpeechGPT 7B 0.15 1.30 2.82 5.00
SALMONN 13B 0.16 0.52 2.62 4.35
BLSP 7B 2.22 3.23 2.39 6.09

Whisper+LLaMA-2 7B 3.27 3.88 2.75 8.02
Whisper+LLaMA-3 8B 3.98 4.66 2.86 8.64
Whisper+LLaMA-3 70B 4.23 4.87 3.26 8.81
Whisper+GPT-4 - 4.35 5.20 3.86 9.14

GPT-4o - 7.11 5.32 6.12 9.20
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