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Abstract001

Empathetic dialogue systems improve the user002
experience across various domains. Existing003
approaches mainly focus on acquiring affec-004
tive and cognitive information from text, of-005
ten neglecting the unique personality traits of006
individuals and the inherently multimodal na-007
ture of human conversation. To this end, we008
propose enhancing dialogue systems with the009
ability to generate customized empathetic re-010
sponses, considering the diverse personality011
traits of speakers, and we advocate for the in-012
corporation of multimodal data analysis to gain013
a more detailed comprehension of speakers’014
emotional states and context. Specifically, we015
initially identify the speaker’s trait across the016
context. The dialogue system then compre-017
hends the speaker’s emotion and situation by018
emotion perception through the analysis of mul-019
timodal inputs. Finally, the response generator020
models the correlations among the captured per-021
sonality, emotion, and multimodal data, thereby022
generating empathetic responses. Extensive ex-023
periments are conducted utilizing the MELD024
dataset and the IEMOCAP dataset to investi-025
gate the influence of personality traits on em-026
pathetic response generation and validate the027
effectiveness of the proposed approach.028

1 Introduction029

Empathy is often defined as the ability to under-030

stand and potentially share and react to another031

person’s feelings and experiences from their per-032

spective (Macarov and David, 1978; Main, 2021;033

Liu and Picard, 2005). Research in psychology034

and mental health establish empathy as a crucial035

component in the development of dialogue systems036

that aim to provide more humanized interactions037

(Zech and Rimé, 2005).038

The advent of the EmpatheticDialogue dataset039

(Rashkin et al., 2019) amplifies interest in empa-040

thetic response generation, underscoring its wide-041

ranging applicability across diverse fields (Zhou042

Oh my God! He's totally 

lost it. (Sadness)

We could go to the bank, close our 

accounts and cut them off at the 

source. (Neutral)

My mom got us the 

greatest gift of all! (Joy)

Wow! It looks like we got a 

lot of good stuff. (Surprise)
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Prospecting 

ISTJ: Introverted, Observant, 

Thinking, and Judging
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Figure 1: The examples illustrate humans’ propensity to
consider their conversational partners’ personalities to
achieve empathy. The individual with an ESFP person-
ality is depicted as lively, extroverted, and sharing their
joy with others. The individual with an INFP personality
is portrayed as quiet and introverted, possessing a spirit
of exploration and a tendency to approach problem-
solving creatively. Upon analysis of Ross’s responses
to Rachel and Phoebe, it becomes apparent that Ross
deliberately considers the distinct personality traits of
each speaker in his interactions, which facilitates his
ability to achieve empathy with them.

et al., 2020; Song et al., 2021b; Kulshreshtha et al., 043

2020). Predominantly, existing endeavors focus on 044

discerning speakers’ emotional states through emo- 045

tion recognition and employing knowledge graphs 046

to deduce implicit information within the dialogue 047

context (Raamkumar and Yang, 2023; Ma et al., 048

2020). Some researchers propose to apprehend 049

speakers’ emotions at utterance level, including 050

mixture of empathetic listeners (Lin et al., 2019), 051

emotion mimicry (Ghosal et al., 2020), while oth- 052

ers examine strategies to model speakers’ feelings 053

comprehensively, incorporating multi-task learning 054

(Varshney et al., 2021), multi-resolution adversar- 055

ial training (Li et al., 2020). Moreover, knowledge 056

graphs are applied to infer broader contextual in- 057
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formation directly from dialogues (Sabour et al.,058

2022; Wang et al., 2022; Zhou et al., 2023), which059

function as prior knowledge, thereby guiding di-060

alogue systems in generating responses that are061

more relevant and consistent. Recently, the newly062

introduced large language models (LLMs), such as063

GPT 4 (OpenAI, 2023a) and Claude 3 (Anthropic,064

2023), demonstrating proficiency in comprehend-065

ing, inferring, and conveying empathy (Lee et al.,066

2024). Whereas, these models are expensive and067

not completely open-source, leaving the details of068

their development process somewhat opaque.069

However, these studies often ignore the signifi-070

cant influence of speakers’ personality traits, and071

train conversational models without adapting to072

differences in empathy expression, so that to gener-073

ate standardized responses and struggle to engage074

users who may discern the mechanical nature of075

the dialogue system (WEN et al., 2021). In human076

interactions, the expression of empathy is not iso-077

lated from individuals’ personality traits, such as078

those outlined by the Myers Briggs Type Indicator079

(MBTI) (Carlson, 1985). MBTI is a psychological080

assessment tool (Jung and Beebe, 2016) that cate-081

gorizes individuals into 16 personality types based082

on four dichotomies: Extraversion (E) vs. Intro-083

version (I), Sensing (S) vs. Intuition (N), Thinking084

(T) vs. Feeling (F), and Judging (J) vs. Perceiving085

(P). It is designed to help people understand per-086

sonal preferences and improve interpersonal rela-087

tionships (Cohen et al., 2013). During interactions,088

individuals not only resort to their habitual modes089

of expressing empathy but, more importantly, adapt090

tailor their empathetic responses to match the per-091

sonality traits of their interlocutors (Chae, 2016).092

Despite considerable efforts dedicated to the devel-093

opment of persona-based dialogue models (Zhong094

et al., 2020a; Song et al., 2021a; Xu et al., 2022),095

the existing persona-related works still face several096

issues: the data volume is often insufficient (WEN097

et al., 2021), and the focus of persona information098

tends to be on users’ demographic data rather than099

their deeper personality traits (Zhong et al., 2020b;100

Ahn et al., 2023).101

Therefore, we propose a multimodal dialogue102

system that is attentive to personality intricacies103

and can produce diverse, targeted empathetic re-104

sponses. To achieve this, we utilize a pre-trained105

MBTI classifier (Ryan et al., 2023) to infer speak-106

ers’ personalities from their dialogue history, going107

beyond the current scope of persona-based works.108

We employ multimodal emotion recognition to cap-109

ture emotions, which are then combined with per- 110

sonality traits as control signals. For text process- 111

ing, we use the GPT-2 model (Radford et al.) to 112

extract features from the dialogue, and we leverage 113

a pre-trained BLIP model for visual information (Li 114

et al., 2022a). A cross-modal feature fusion module 115

integrates these multimodal features, emphasizing 116

relevant image aspects in the context of the dia- 117

logue, ensuring that the features are well-optimized 118

for the final stage of response generation. 119

In summary, our work presents several signifi- 120

cant contributions to the field: 121

(1) We propose integrating personality into the 122

response generation process, enabling more empa- 123

thetic interactions. 124

(2) We design a multimodal framework that en- 125

sures the generated empathetic responses are con- 126

textually coherent and emotionally attuned. 127

(3) Extensive experiments on the MELD and 128

IEMOCAP datasets, using both machine and hu- 129

man evaluations, demonstrate the superior efficacy 130

of our proposed method. 131

2 Related Work 132

2.1 Multimodal Emotion Recognition 133

Multimodal emotion recognition in conversation 134

aims to recognize human emotions via multimodal 135

data (Lian et al., 2023), which has seen extensive 136

research. For instance, Makiuchi et al. (2021) pro- 137

pose using high-level features to improve emo- 138

tion recognition. Li et al. (2022b) consider the 139

emotional tendencies of utterances, and extract 140

multimodal representations from various modal- 141

ities. Chudasama et al. (2022) design a multi- 142

modal fusion network, complemented by an adap- 143

tive margin-based loss. Srivastava et al. (2023) 144

embark on an endeavor to analyze the emotions 145

and mental states of characters within cinematic 146

narratives. Shi and Huang (2023) devise a focus- 147

weighted focal contrastive loss to focus on emo- 148

tions that are difficult to discern. The insights de- 149

rived from the aforementioned works provide a 150

valuable repository of knowledge that can be ap- 151

plied to enhance the capability of empathetic dia- 152

logue systems to comprehend speakers’ feelings. 153

2.2 Empathetic Response Generation 154

Empathetic response generation necessitates that di- 155

alogue systems understand speakers’ emotions and 156

situations (Li et al., 2021), so that generate perti- 157

nent responses and achieve empathy with speakers. 158
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The seminal work of Rashkin et al. (2019), which159

introduces the task and establishes the benchmark160

dataset, has catalyzed heightened interest in this161

area. Some works endeavours to endow dialogue162

systems with the capability to comprehend affec-163

tive knowledge via emotion perception. Lin et al.164

(2019) (MoEL) employ n encoders to identifying165

emotions with a specific category. Ghosal et al.166

(2020) (MIME) divide emotions into two groups167

according to their polarity and integrate emotions168

with stochasticity. Li et al. (2020) identify emotions169

from both utterance level and token level, to capture170

the subtle emotions in dialogues (EmpDG). While171

other researchers (Li et al., 2021; Hwang et al.,172

2020) introduce knowledge graphs to infer speak-173

ers’ circumstances. Sabour et al. (2022) feed the174

dialogue history to Comet (Bosselut et al., 2019),175

and obtain inferences from five distinct aspects176

(CEM). Wang et al. (2022) address the challenge177

of capturing dynamic emotional shifts in conversa-178

tions, as well as the potential discrepancies between179

knowledge graph inferences and actual emotions180

expressed (SEEK). Zhao et al. (2023) propose a181

framework (EmpSOA), consisting of self-other dif-182

ferentiation and modulation, and a response gen-183

erator. (Zhou et al., 2023) construct the cognition184

graph utilizing inferred knowledge and the emo-185

tional concept graph to align speakers’ cognitive186

and affective information (CASE).187

In summary, previous studies extract speakers’188

emotional and situational details from both affec-189

tive and cognitive information through solely tex-190

tual data but restrict the maximum depth of under-191

standing that dialogue systems can reach regarding192

speakers.193

3 Problem Statement194

We denote a dialogue context as a sequence of n ut-195

terances, represented by the notation (U, P̂ ), where196

U = {u1, . . . , un}, and ui = {uti, uvi }, i ∈ [1, n].197

U indicates the utterances in the dialogue history,198

with uti and uvi denoting textual and visual data of199

each utterance. P̂ = {p1, . . . , pl} represents the200

set of personality traits associated with l speakers201

engaged in a singular dialogue context. Besides,202

uti = {w1
i , . . . , w

k
i } elucidates that the utterance uti203

consists of k words. l and k can vary from various204

contexts and utterances. The task is to train a model205

P (un+1|u<n+1, u
v
n, pn; θ) to generate empathetic206

responses un+1 that are cognizant of the person-207

ality traits embedded within the dialogue context,208

where θ represents the parameters of the model. 209

4 Methodology 210

Our proposed personality-aware framework is 211

present in Figure 2, which mainly incorporates a 212

refine encoder, a cross-modal fusion encoder for 213

multimodal emotion perception, an emotion rec- 214

ognizer, a personality classifier, and the response 215

generator. Various special tokens are shown in to- 216

ken samples. For example, the BOS token and 217

EOS token indicate the beginning and the end of 218

a context, and the SEP token separates different 219

speakers’ utterances. 220

4.1 Cross-Modal Emotional Insights 221

To understand the speaker’s emotional states from 222

the dialogue history, we employ multimodal emo- 223

tion recognition techniques. Specifically, for each 224

multimodal input {ut, uv}, the pre-trained BLIP 225

model with a projection linear layer and the pre- 226

trained GPT-2 model act as feature extractors to ob- 227

tain the visual representations rv ∈ Rd and the tex- 228

tual representations rt ∈ Rk×d respectively, where 229

k is the length of the utterance ut and d is the di- 230

mension of the feature space. 231

The refine encoder plays a pivotal role in distilling 232

the features of visual representations pertinent to 233

the task at hand. Specifically, the representations 234

derived from visual data are mapped into query, 235

key, and value domains as defined by Equation 1: 236

Qrv , Krv , Vrv = Wqr
v, Wkr

v, Wvr
v (1) 237

where Wq,Wk,Wv ∈ Rd×d represents learnable 238

parameter matrices, and Qrv ,Krv , Vrv are the 239

query, key and value matrices. Then, the self- 240

attention encodes the visual features by matching 241

their query and key matrices, which is calculated 242

by Equation 2: 243

Arv = σ

(
Qrv K

T
rv√

d

)
Vrv (2) 244

where KT
rv is the transposed key matrix, Arv ∈ Rd 245

is the refined visual features, and σ(·) denotes the 246

softmax function. 247

Similar to the refine encoder, the cross-modal fu- 248

sion encoder processes the textual representations 249

via self-attention encoding, as described in Equa- 250

tion 2, resulting in an encoded matrix Art ∈ Rd. 251

The cross-modal fusion encoder aims to model the 252

correlation between pairwise features of visual and 253

textual modalities. In this stage, the cross-modal 254
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Figure 2: Overview of the proposed framework. The visual features refined by a specialized encoder, are integrated
with textual features in a cross-modal fusion encoder for multimodal emotion recognition. The incorporation
of personalities, emotional labels, and multimodal representations augments the response generator to produce
responses that are not only contextually relevant but also empathetically and personally attuned.

attention matches the query matrix Art of the tex-255

tual modality with the key matrix Arv of the visual256

modality to learn the correlation, which can be for-257

mulated as:258

Atv = σ

(
Art A

T
rv√

d′

)
Arv (3)259

where AT
rv is the transposed key matrix of Arv , and260

d
′

is the dimension of the attention heads. Subse-261

quently, the combined data proceeds through the262

feed-forward layer and the residual normalization263

layer, we specify the output of the cross-modal fu-264

sion encoder as H ∈ Rk×d. After that, a linear265

classifier is applied to the output H and predicts266

the emotion label E, formalized by Equation 4:267

E = argmax (LN (WhH)) (4)268

where LN represents the linear layers within the269

classifier, Wh is learnable parameters, and E indi-270

cates the predicted emotion label. Therefore, we271

calculate the loss of the multimodal emotion per-272

ception by Equation 5:273

LE = − 1∑m
h=1 f(h)

m∑
j=1

f(j)∑
i=1

yji log(E) (5)274

where m is the total number of dialogues in the 275

training set, f(j) signifies the count of utterances 276

within the j-th dialogue context, log(E) and yij 277

represents the probability distribution of emotion 278

label and the ground truth label respectively. 279

4.2 Personality Indicator 280

We employ a pre-trained personality classifier C, 281

which achieves an average classification accuracy 282

of 84.34% on Kaggle’s MBTI dataset1 (Ryan et al., 283

2023), to infer personality traits for each speaker. 284

We begin by grouping the utterances in the dia- 285

logue context by speaker. For a given speaker s, 286

we concatenate the utterances to form a set Us = 287

{us1, us2, · · · }, which serves as input to the clas- 288

sifier C, yielding the personality type p = C(Us). 289

Each personality type p is associated with a corre- 290

sponding text description R, we provide the spe- 291

cific 16 descriptions in the appendix A. In our ex- 292

periments, we prepend a CLS token to each de- 293

scription, creating R̃ = [CLS]⊕R. We then input 294

R̃ into the GPT-2 model to obtain the represen- 295

tation ps of the CLS token, which we use as the 296

representative embedding for the personality p. 297

Subsequently, the emotion E and the personality 298

1https://www.kaggle.com/
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ps collaboratively control the generation process.299

We differentiate between tokens that serve as con-300

trol signals and those that constitute dialogues. We301

model their relationship with a mask matrix Wm302

during the self-attention operation. Concretely, if303

tokeni controls tokenj , the value at position (i, j)304

in Wm is 0, otherwise is negative infinity:305

Wm(i, j) =

{
0, i ⇒ j

−inf, i ⇏ j
(6)306

This mechanism allows us to use the mask matrix307

to guide the generation of each response token us-308

ing signals from various perspectives, representing309

diver factors for expressing empathy.310

4.3 Empathetic Response Generator311

We aggregate all utterances and control signals312

within a dialogue, and integrate special tokens to313

indicate the start and the end of the dialogue. The314

construction of input embeddings is a multifaceted315

process, encompassing token embeddings, speaker316

type embeddings, and position embeddings, which317

results in the formation of input context demoted318

as X = x1, · · · , xs, with the ground truth response319

delineated as Y = xs+1, · · · , xN , thus the condi-320

tional probabilities of P (Y |X) can be formulated321

as:322

P (Y |X) =

N∏
n=s+1

p(xn|x1, · · · , xs; ps, E, θ)

(7)323

where θ represents the parameters of the model, ps324

and E denote the control signals. Specifically, as325

depicted in Figure 2, ps controls both the speaker’s326

utterances and the response, while E only controls327

the response, and they also control and interact with328

each other. Besides, to capitalize on the advanced329

language processing capabilities of the pre-trained330

model, we introduce an efficient residual connec-331

tion to integrate the output of the cross-modal fu-332

sion encoder with the hidden states from the GPT-2333

model, which can be formulated as:334

I = WGhG +WHH (8)335

where WG and WH correspond to the linear pro-336

jections of the language model and the fusion en-337

coder respectively, and hG represents the hidden338

states derived from the language model. Generally,339

one would use the cross-modal representation for340

generation, but such approach overlooks the GPT-341

2 model’s exceptional skills in language, which342

provides a language-only generation perspective.343

Moreover, when considering a multi-turn di- 344

alogue D1, · · · , Dw, the probability of generat- 345

ing a dialogue sequence can be reformulated 346

as P (Dw, · · · , D2|D1), which can be computed 347

through the multiplication of conditional probabil- 348

ities of P (Di|D1, · · · , Di−1), taking into account 349

all preceding dialogue contexts and their corre- 350

sponding ground truth responses. 351

Consequently, to train the response generator, we 352

opt for the standard negative log-likelihood (NLL) 353

loss applied to the target responses, which is repre- 354

sented by: 355

LY = E(D,Y ) [− logP (Y )] (9) 356

where D is the dialogue context. During the train- 357

ing phase, the refine encoder, the cross-modal fu- 358

sion encoder, the emotion recognizer, and the re- 359

sponse generator concurrently update their param- 360

eters, enabling the seamless integration of multi- 361

modal features with textual features in the embed- 362

ding space, and enhancing the model’s capacity to 363

capture the complex semantic information inherent 364

in multimodal data. Considering the above com- 365

ponents, an aggregated loss function is employed 366

as the comprehensive optimization objective, facil- 367

itating an end-to-end training paradigm, expressed 368

as: 369

L = λLY + γLE (10) 370

where λ = 1 and γ = 0.5 are hype parameters, 371

functioning to equilibrate the contributions of mul- 372

timodal emotion recognition and empathetic re- 373

sponse generation within the overall framework. 374

5 Experiments 375

5.1 Datasets 376

Our experiments utilize the MELD dataset (Poria 377

et al., 2019) and the IEMOCAP dataset (Busso 378

et al., 2008), both of them include multiple daily 379

conversations annotated with emotional labels, as 380

well as multimodal data. We use the original parti- 381

tioning of the MELD dataset for training, validation 382

and testing. We follow the previous work (Maki- 383

uchi et al., 2021) that choose Session 1 to Session 384

4 for training and use Session 5 for testing. Partic- 385

ularly, we randomly pick up 10% of the training 386

data for validation. 387

5.2 Implementation Details 388

All codes are implemented with PyTorch. To 389

build the framework, we incorporate the pre-trained 390
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Table 1: P represents personalities, V is the visual data,
mask and residual indicate the mask matrix and the
residual connection. Acc is the average accuracy of
emotion recognition.

Datasets Ablation PPL↓ Dist-1 Dist-2 Acc (%)

MELD

Ours 35.38 2.12 9.83 67.05
w/o P 36.92 1.54 6.38 -
w/o V 38.14 1.47 6.04 61.98

w/o P&V 40.25 1.04 4.75 -
w/o mask 40.09 1.61 6.24 -

w/o residual 46.58 1.72 6.46 66.21

IEMOCAP

Ours 30.64 5.63 20.46 64.12
w/o P 30.91 3.95 14.52 -
w/o V 31.23 3.76 14.08 60.16

w/o P&V 33.95 3.48 12.83 -
w/o mask 33.46 3.99 14.55 -

w/o residual 38.28 4.21 15.26 61.95

BLIP model (Li et al., 2022a) and the pre-trained391

GPT-2 model (Radford et al.) for pre-processing.392

The response generator is a decoder-only model393

built upon transformer blocks (Vaswani et al.,394

2017), consisting of 24 blocks with a multi-head395

self-attention layer (12 heads) and a feed-forward396

layer each. It is initially pre-trained on the Em-397

patheticDialogues dataset (Rashkin et al., 2019)398

for 10 epochs with a batch size of 8, enhancing399

its capacity for empathetic expression, and then400

fine-tuned on the two datasets, respectively. For401

inference, we employ a batch size of 1 and limit402

the decoding process to 30 steps, along with the nu-403

cleus sampling strategy with p = 0.8. We adopt the404

Adam optimizer with a learning rate of 1e-5. For405

the entirety of our training and fine-tuning phases,406

we utilize two NVIDIA Geforce RTX 3090 GPU407

cards equipped with 24 GB RAM of each, and we408

maintain the fine-tuning state until it becomes ap-409

parent that there is no additional decrease in loss410

achievable. For comparative analysis, we adhere411

to the original settings of official codes from all412

methods under consideration. All baselines follow413

the same experimental procedure as ours. Whereas,414

for text-only baselines, we use only the text por-415

tions of the datasets. For multimodal methods, we416

utilize their released model weights and fine-tune417

their models on the data used in our approach.418

5.3 Ablation Study419

Following the previous works (Sabour et al., 2022;420

Wang et al., 2022; Zhao et al., 2023), our evaluation421

employs automatic metrics: (1) Perplexity (PPL),422

assessing the overall quality of responses, where423

lower values denote higher quality. (2) Distinct-n424

(Dist-1, Dist-2), reflecting response diversity, with425

Table 2: Results of aspect-based pair comparisons (%).
Ties are not shown. 0.4 < κ < 0.6 indicates moderate
agreement. †, ‡ denote significant improvement with
p−value < 0.1/0.05.

Comparisons Aspects Win Lose κ

Ours vs. MoEL
Emp. 56.2† 33.5 0.46
Coh. 52.8‡ 30.4 0.53
Flu. 46.4‡ 35.7 0.49

Ours vs. MIME
Emp. 57.8‡ 33.2 0.51
Coh. 52.9‡ 31.4 0.54
Flu. 46.2‡ 34.6 0.48

Ours vs. EmpDG
Emp. 51.7‡ 35.8 0.55
Coh. 49.1‡ 34.5 0.52
Flu. 48.3‡ 30.0 0.54

Ours vs. CEM
Emp. 48.4‡ 32.3 0.53
Coh. 53.3‡ 37.4 0.51
Flu. 47.2† 40.2 0.44

Ours vs. SEEK
Emp. 52.6‡ 30.9 0.52
Coh. 50.4‡ 38.7 0.53
Flu. 48.6‡ 41.6 0.49

Ours vs. EmpSOA
Emp. 49.5‡ 31.1 0.48
Coh. 52.1‡ 36.5 0.56
Flu. 50.7‡ 39.7 0.54

Ours vs. CASE
Emp. 49.5‡ 31.1 0.48
Coh. 52.1‡ 36.5 0.56
Flu. 50.7‡ 39.7 0.54

higher scores indicating greater diversity. Addi- 426

tionally, we evaluate our model’s ability to accu- 427

rately perceive speakers’ emotions, using the av- 428

erage accuracy metric (Acc.), which complements 429

the primary metrics by highlighting the model’s 430

emotional intelligence in dialogue contexts. 431

As illustrated in Table 1, we perform ablation 432

studies to substantiate the essential roles of the com- 433

ponents in our framework. Removing personality 434

or visual data significantly reduces the diversity of 435

responses, especially when visual data is removed, 436

which greatly decreases emotion recognition ac- 437

curacy. The masking operation and the residual 438

connection help enhance the diversity of generated 439

responses. Besides, removing the residual connec- 440

tion increases the model’s perplexity and slightly 441

decreases emotion recognition accuracy. 442

5.4 Automatic Evaluation 443

Table 3 provides an extensive experimental analy- 444

sis, comparing the performance of our method with 445

the contemporary state-of-the-art approaches using 446

automatic evaluation metrics. Due to the absence 447

of prior work on multimodal empathetic response 448

generation, for fairness, we select two multimodal 449

dialogue generation works (Han et al., 2023; Li 450

et al., 2023) for comparison. 451

Illustrated by the results, Pace (Li et al., 2023) 452
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Table 3: Evaluations of our method and the baselines. Acc is the average accuracy of emotion recognition.

Datasets Methods Automotic Evaluation Human / GPT-4 Evaluation
PPL ↓ Dist-1 Dist-2 Acc (%) Emp. Coh. Flu.

MELD

Pace(Li et al., 2023) 26.19 1.86 6.97 - 1.92 / 1.85 3.31 / 3.42 3.55 / 3.95
CHAMPAGNE(Han et al., 2023) 36.25 1.73 6.42 - 1.88 / 1.80 3.22 / 3.26 3.42 / 3.86

MoEL(Lin et al., 2019) 50.41 0.71 3.22 57.93 2.91 / 2.68 3.09 / 3.19 3.37 / 3.68
MIME(Ghosal et al., 2020) 48.50 0.64 2.88 56.90 2.88 / 2.83 3.14 / 3.22 3.34 / 3.77

EmpDG(Li et al., 2020) 50.51 0.89 4.05 57.62 2.95 / 2.82 3.22 / 3.28 3.42 / 3.70
CEM(Sabour et al., 2022) 54.00 0.97 4.36 57.55 3.02 / 2.85 3.27 / 3.30 3.65 / 3.79
SEEK(Wang et al., 2022) 54.72 1.01 4.54 58.95 3.11 / 2.84 3.24 / 3.32 3.58 / 3.89

EmpSOA(Zhao et al., 2023) 53.33 1.02 4.60 59.69 3.13 / 2.76 3.28 / 3.33 3.61 / 3.95
CASE(Zhou et al., 2023) 55.27 1.05 4.68 58.84 3.12 / 2.80 3.25 / 3.36 3.63 / 3.92

Ours 35.38 2.12 9.83 67.05 3.26 / 2.99 3.43 / 3.49 3.71 / 4.00

IEMOCAP

Pace(Li et al., 2023) 28.33 4.65 17.46 - 1.95 / 1.82 3.25 / 3.40 3.60 / 3.97
CHAMPAGNE(Han et al., 2023) 30.62 4.37 15.54 - 1.87 / 1.79 3.18 / 3.25 3.46 / 3.80

MoEL(Lin et al., 2019) 36.86 2.82 9.66 54.18 3.01 / 2.76 3.02 / 3.18 3.34 / 3.71
MIME(Ghosal et al., 2020) 36.48 2.33 8.27 53.52 3.10 / 2.82 3.09 / 3.26 3.30 / 3.69

EmpDG(Li et al., 2020) 35.80 2.14 8.12 54.27 3.02 / 2.75 3.17 / 3.24 3.39 / 3.72
CEM(Sabour et al., 2022) 36.17 3.15 11.35 56.83 3.13 / 2.82 3.21 / 3.33 3.50 / 3.83
SEEK(Wang et al., 2022) 36.91 3.78 13.61 58.40 3.17 / 2.89 3.19 / 3.29 3.53 / 3.88

EmpSOA(Zhao et al., 2023) 34.56 3.90 14.15 58.35 3.20 / 2.94 3.29 / 3.35 3.58 / 3.94
CASE(Zhou et al., 2023) 36.02 3.85 14.30 57.66 3.23 / 2.90 3.26 / 3.38 3.57 / 3.94

Ours 30.64 5.63 20.46 64.12 3.36 / 3.03 3.35 / 3.45 3.62 / 3.98

attains the lowest PPL scores on both datasets,453

which is likely attributable to its robust pre-training454

process. Our method obtains the competitive per-455

plexity score, reflecting its overall response quality.456

Meanwhile, our model also surpasses all the com-457

pared models significantly in Dist-1 and Dist-2 met-458

rics, demonstrating its capacity to generate a wider459

kind of empathetic responses, thereby catering to460

user needs across diverse multimodal contexts. The461

superior performance of our response generator can462

be attributed to its decoder-only architecture, the463

masking operation, and the utilization of a large-464

scale, multi-turn dialogue dataset for pre-training.465

Besides, our approach excels in multimodal emo-466

tion perception accuracy, benefiting from the spe-467

cialized refine and cross-modal fusion encoders, as468

well as the efficacy of the employed feature extrac-469

tors.470

5.5 Human and GPT-4 Evaluation471

To evaluate the quality of the generated empathetic472

responses from humans’ perspective, following the473

previous works (Li et al., 2020; Zhao et al., 2023),474

we conduct human evaluations on 100 randomly475

selected dialogue context-response pairs generated476

by our model and the baselines. These evaluations477

assess the empathetic quality of responses from the478

following aspects:(1) Empathy (Emp.): assessing479

the response’s ability to reflect an understanding480

of the speaker’s emotions and situation; (2) Coher-481

ence (Coh.): evaluating the response’s consistency482

with the preceding dialogue and its relevance to the483

topic; (3) Fluency (Flu.): determining the natural-484

ness and smoothness of the response.485

To facilitate human evaluations, we enlist five486

independent graduate researchers, ensuring no con- 487

flicts of interest, to rate the context-response pairs 488

on a scale from 1 (lowest) to 5 (highest) across 489

empathy, coherence, and fluency dimensions. The 490

average scores calculated from these ratings are 491

summarized in Table 3. We also utilize the GPT-4 492

API to evaluate the randomly selected responses 493

as a reference by configuring the API parameters 494

with a temperature setting of 0, which ensures that 495

the same inputs to GPT-4 will produce consistent 496

outputs (OpenAI, 2023b). 497

Furthermore, to account for individual variations 498

among annotators, we conduct aspect-based pair- 499

wise comparisons to directly evaluate the response 500

quality between our model and the baselines, fo- 501

cusing on empathy, coherence, and fluency. Given 502

any two generated responses, the annotators are 503

instructed to make a preferred choice by choosing 504

the "Win" or "Lose" option. If the annotators find 505

it hard to choose a better one in both responses, 506

they could choose the "Tie" option. However, we 507

encourage them to make their preferences. Besides, 508

we utilize Fleiss’s kappa (Fleiss, 2006) to measure 509

the agreement of the annotators. The outcomes, 510

detailed in Table 2, reveal a clear preference for 511

responses generated by our model, underscoring its 512

empathetic response capabilities. 513

The results presented in Table 3 and Table 2 514

demonstrate that our approach not only attains the 515

highest scores compared to other state-of-the-art 516

empathetic methods, but also excels in empathy, 517

coherence, and fluency aspects, which underscores 518

our method’s superior ability to generate responses 519

that more effectively express empathy and align 520

with speakers’ perspectives. 521
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Image

Context:

I'm sorry. It's just my foot

itches like crazy. (INTJ & 

Sadness)

Ground Truth:

Oh, I'll get it.

Generated Responses:

MoEL: Oh, I'm sorry to hear that. 

MIME: I'm sorry to hear that. 

EmpDG: Oh, no, I'm sorry to hear 

that.

CEM: Oh, What happened？

SEEK: I hope you feel better.

EmpSOA: That is sad. I'm sorry to 

hear that.

Ours: I'm sorry to hear that. How can 

I make your foot more comfortable?

Context:

Everything's ruined. My 

bed. My clothes. Look at my 

favorite blue sweater.

(ESFP & Sadness)

Ground Truth:

Isn't that mine?

Generated Responses:

MoEL: That is terrible.

MIME: I'm sorry to hear that. 

EmpDG: I'm sorry to hear that. I’m sure 

you’ll be fine.

CEM: Oh, no! What happened？

SEEK: I'm sorry to hear that. I’m glad you 

are okay.

EmpSOA: That is sad. I'm sorry to hear that.

Ours: It's okay. Everything's gonna be 

alright.

Image

Image

Context:

Well, Why don't you tell

her to stop being silly! 

(ENTP & Anger)

Ground Truth:

Okay, okay!

Generated Responses:

MoEL: I do not know.

MIME: I do not know what to do. 

EmpDG: Okay, I’m sorry!

CEM: Oh, okay.

SEEK: Okay, I’ll do that.

EmpSOA: Oh, that’s a good idea.

Ours: Well, I’m going to tell her. 

I'll go do that.

Image

Context:

Why do all you're coffee 

mugs have numbers on the 

bottom? (ISTJ & Surprise)

Ground Truth:

Oh. That's so Monica can 

keep track. 

Generated Responses:

MoEL: I do not know.

MIME: I do not know.

EmpDG: I'm sorry. I do not know.

CEM: I have no idea what you mean.

SEEK: I do not know what you mean.

EmpSOA: I have no idea what that is.

Ours: What is that? That might be 

interesting to look up.

Figure 3: The cases generated by our model and the baselines. We highlight those words or responses that illustrate
the priority of our model in understanding the speaker’s situation and showing much more empathy.

6 Case Study522

We exhibit cases across four distinct scenarios in523

Table 3, showing empathetic responses generated524

by our model alongside the baselines, which under-525

scores the superiority of the proposed approach in526

facilitating empathetic interaction.527

Specifically, in the top-left example, the speaker528

is characterized by the INTJ personality type,529

marked by a reluctance to express sentiments. Our530

model empathizes towards the speaker’s itchy con-531

dition and introverted nature, and also proposes to532

alleviate the discomfort. In the top-right example,533

the speaker is identified with the ESFP personality,534

demonstrating a willingness to share feelings. In535

response to the sadness expressed by the speaker,536

the baselines produce general and safe comforting537

replies, but our model responds with more rele-538

vant information. In the bottom-left example, the539

speaker is exemplified as embodying the ENTP per-540

sonality, characterized by tenacity to achieve goals541

irrespective of encountered challenges. Among the542

generated responses, only SEEK and our model543

produce responses congruent with the speaker’s as-544

pirations. In the bottom-right example, the speaker545

is portrayed as embodying the ISTJ personality546

type, known for their thoughtful and inquisitive547

trait. The baselines simply respond with "I do not548

know.", showcasing a lack of engagement. In con-549

trast, our model follows the cue of questioning by550

proposing to look up the number, which is very551

much in tune with the speaker’s personality. These 552

cases demonstrate that our model generates empa- 553

thetic responses that align with the distinct person- 554

alities of the dialogue participants. 555

7 Conclusion 556

In this paper, we endeavor to tackle the challenge 557

inherent in empathetic response generation, iden- 558

tifying a gap in current state-of-the-art methods, 559

especially their limitations in incorporating multi- 560

modality and personality dimensions. We propose 561

a multimodal framework that capitalizes on the inte- 562

gration of multimodal information and personality 563

traits to attain a comprehensive understanding of 564

the speaker’s emotional state and situational con- 565

text, aiming to generate empathetic responses that 566

are not only pertinent to the context but also res- 567

onate on a personal level with the speaker. Our 568

study not only advances the empathetic response 569

generation field but also underscores the signifi- 570

cance of multimodal data and personality aware- 571

ness in creating more meaningful and effective 572

empathetic interactions. However, there are some 573

works that endow large language models (LLMs) 574

with defined personalities (Cui et al., 2023). Con- 575

sidering the substantial expenses associated with 576

training LLMs, our future work will focus on em- 577

ploying knowledge distillation to utilize the outputs 578

from such LLMs to facilitate the development of a 579

more human-like yet cost-effective model. 580
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8 Limitations581

In human conversation, each individual has a dis-582

tinct personality type. However, the dialogue sys-583

tem we have developed does not incorporate a spe-584

cific personality, resulting in a system that lacks585

sufficient anthropomorphism.586

In addition, we investigate the limitations of our587

approach through two illustrative examples from588

Figure 5. In the left example of Figure 5, the589

speaker’s personality type is ISTP, which consti-590

tutes only 0.3% of the datasets. Our model has591

not learned well to generate responses tailored to592

such infrequently occurring personality traits, con-593

sequently producing more generalized but less em-594

pathetic responses. Meanwhile, it is challenging595

to extract information related to the speaker’s emo-596

tions from the visual input of this example. As a597

result, our model’s multimodal emotion recognition598

technique does not perform effectively in such sce-599

narios. In the right example of Figure 5, our method

Figure 4: Analysis of personality type distribution
within samples from the datasets we used.

600
is limited by the absence of visual input, evident601

in two primary ways: First, our model is unable to602

acquire additional insights about the speaker’s situ-603

ation through multimodal representations; second,604

it fails to accurately discern the speaker’s emotional605

states using multimodal emotion recognition tech-606

niques. Indeed, in this instance, our model wrongly607

identifies the speaker’s emotion as neutral, leading608

to a response that lacks empathy. However, hu-609

man conversation in its natural form is inherently610

multimodal (Poria et al., 2019), suggesting that611

multimodal inputs are essential for achieving em-612

pathetic dialogue. Therefore, our future work will613

aim to overcome challenges associated with mi-614

nority personality types and to develop techniques615

effective across both multimodal and purely textual616

contexts.617

Image

Context:

My apartment isn’t there 

anymore. (ISTP & Sadness)

Generated Responses:

MoEL: I’m sorry to hear that.

MIME: I’m sorry to hear that. 

EmpDG: That’s terrible!

CEM: I’m sorry to hear that.

SEEK: That’s a tough situation.

EmpSOA: That happens to me.

Ours: Oh! What happened?

No Visual 

Modality

Context:

She's gonna help us take care of 

the baby. (ESFP & Surprise)

Generated Responses:

MoEL: I’m glad to hear that.

MIME: That sounds great. 

EmpDG: I’m glad to hear that.

CEM: I’m sure she will do it well.

SEEK: Oh, that is so great!

EmpSOA: That is so nice of her.

Ours: Why would she do that?

Figure 5: The limited instances. The left is a failure
example, and the right is a case of missing visual modal-
ity.
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A Appendix895

A.1 Personality Descriptions896

We obtain the description of each personality type897

from this website 2, and the detailed descriptions898

are provided in Table 4.899

A.2 Human Evaluation Details900

We rigorously follow the human evaluation proto-901

cols and standards set by previous studies in this902

domain. To assess the responses generated by dif-903

ferent models, we engage five independent grad-904

uate students (with an average age of 25.6 years,905

including two from Asia, two from North America906

and one from Europe) who have no conflict of in-907

terest with the authors. We obtain their consent to908

participate and provide compensation equivalent to909

the standard local hourly wages.910

The quality of responses generated by all mod-911

els is evaluated based on three aspects: empathy,912

relevance, and fluency. We randomly select 100913

response pairs from various models and instruct914

the annotators to rate each response according to915

these criteria. The specific instructions provided to916

the annotators are presented in Figure 6, and the917

ratings are given on a scale from 1 to 5.918

To perform aspect-based pairwise comparisons,919

the annotators are randomly presented with two920

distinct responses for a given dialogue context: one921

produced by our model and the other by an base-922

line model. During both the rating and aspect-923

based pairwise comparison stages, we ensure that924

the annotators remain blind to which response was925

generated by our model or any other model. Fur-926

thermore, in the aspect-based pairwise comparison927

2https://www.16personalities.com/

stage, the presentation order of the two generated 928

responses to the annotators is randomized. 929

Additionally, we incorporate attention checkers 930

to enhance the quality of data collected during hu- 931

man evaluation. Specifically, we embed optional 932

’skip’ choices at two random locations within each 933

questionnaire. These points prompt the annotators 934

to select the predefined ’skip’ option on the ques- 935

tionnaire page. 936

A.3 GPT-4 Evaluation Details 937

We score the randomly sampled responses using 938

the GPT-4 API by setting the temperature to 0 in 939

the API parameters, consistent with the instructions 940

illustrated in Figure 6. 941

And the specific prompt provided to GPT-4 is 942

as follows: Please follow the instructions and ac- 943

complish your task. For each question, you should 944

directly return the score. After all questions are 945

scored, you should provide a list for each aspect 946

that contains all the scores belonging to that aspect. 947

Finally, you should calculate the average score for 948

each aspect. 949

A.4 Ethics Considerations 950

The datasets cited in our paper are publicly avail- 951

able, and ethical considerations should have been 952

taken into account when these datasets were pub- 953

lished. Besides, we make sure the anonymization 954

in the human evaluation process. We assert that our 955

research adheres to the ethical guidelines. 956
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Table 4: The 16 personalities and their corresponding descriptions.

Personality Description

INTJ

INTJ is a personality type with the Introverted, Intuitive, Thinking, and Judging traits. These thoughtful tacticians

love perfecting the details of life, applying creativity and rationality to everything they do. Their inner world is often

a private, complex one.

INTP

INTP is a personality type with the Introverted, Intuitive, Thinking, and Prospecting traits. These flexible thinkers enjoy

taking an unconventional approach to many aspects of life. They often seek out unlikely paths, mixing willingness to

experiment with personal creativity.

ENTJ

ENTJ is a personality type with the Extraverted, Intuitive, Thinking, and Judging traits. They are decisive people who love

momentum and accomplishment. They gather information to construct their creative visions but rarely hesitate for long

before acting on them.

ENFP

ENTP is a personality type with the Extraverted, Intuitive, Thinking, and Prospecting traits. They tend to be bold and creative,

deconstructing and rebuilding ideas with great mental agility. They pursue their goals vigorously despite any resistance

they might encounter.

INFJ

INFJ is a personality type with the Introverted, Intuitive, Feeling, and Judging traits. They tend to approach life with deep

thoughtfulness and imagination. Their inner vision, personal values, and a quiet, principled version of humanism guide

them in all things.

INFP
INFP is a personality type with the Introverted, Intuitive, Feeling, and Prospecting traits. These rare personality types tend

to be quiet, open-minded, and imaginative, and they apply a caring and creative approach to everything they do.

ENFJ

ENFJ is a personality type with the Extraverted, Intuitive, Feeling, and Judging traits. These warm, forthright types love

helping others, and they tend to have strong ideas and values. They back their perspective with the creative energy to achieve

their goals.

ENFP
ENFP is a personality type with the Extraverted, Intuitive, Feeling, and Prospecting traits. These people tend to embrace big

ideas and actions that reflect their sense of hope and goodwill toward others. Their vibrant energy can flow in many directions.

ISTJ
ISTJ is a personality type with the Introverted, Observant, Thinking, and Judging traits. These people tend to be reserved yet

willful, with a rational outlook on life. They compose their actions carefully and carry them out with methodical purpose.

ISFJ

ISFJ is a personality type with the Introverted, Observant, Feeling, and Judging traits. These people tend to be warm and

unassuming in their own steady way. They’re efficient and responsible, giving careful attention to practical details in

their daily lives.

ESTJ

ESTJ is a personality type with the Extraverted, Observant, Thinking, and Judging traits. They possess great fortitude,

emphatically following their own sensible judgment. They often serve as a stabilizing force among others, able to offer

solid direction amid adversity.

ESFJ

ESFJ is a personality type with the Extraverted, Observant, Feeling, and Judging traits. They are attentive and

people-focused, and they enjoy taking part in their social community. Their achievements are guided by decisive values,

and they willingly offer guidance to others.

ISTP

ISTP is a personality type with the Introverted, Observant, Thinking, and Prospecting traits. They tend to have an

individualistic mindset, pursuing goals without needing much external connection. They engage in life with

inquisitiveness and personal skill, varying their approach as needed.

ISFP

ISFP is a personality type with the Introverted, Observant, Feeling, and Prospecting traits. They tend to have open

minds, approaching life, new experiences, and people with grounded warmth. Their ability to stay in the moment helps

them uncover exciting potentials.

ESTP

ESTP is a personality type with the Extraverted, Observant, Thinking, and Prospecting traits. They tend to be energetic

and action-oriented, deftly navigating whatever is in front of them. They love uncovering life’s opportunities, whether

socializing with others or in more personal pursuits.

ESFP

ESFP is a personality type with the Extraverted, Observant, Feeling, and Prospecting traits. These people love vibrant

experiences, engaging in life eagerly and taking pleasure in discovering the unknown. They can be very social, often

encouraging others into shared activities.
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Figure 6: An example of our questionnaire for the human evaluation.
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