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Abstract

Conversational moderation of online commu-001
nities is crucial to maintaining civility for a002
constructive environment, but it is challenging003
to scale and harmful to moderators. The inclu-004
sion of sophisticated natural language genera-005
tion modules as a force multiplier to aid human006
moderators is a tantalizing prospect, but ade-007
quate evaluation approaches have so far been008
elusive. In this paper, we establish a systematic009
definition of conversational moderation effec-010
tiveness grounded on moderation literature and011
establish design criteria for conducting real-012
istic yet safe evaluation. We then propose a013
comprehensive evaluation framework to assess014
models’ moderation capabilities independently015
of human intervention. With our framework,016
we conduct the first known study of language017
models as conversational moderators, finding018
that appropriately prompted models that incor-019
porate insights from social science can provide020
specific and fair feedback on toxic behavior021
but struggle to influence users to increase their022
levels of respect and cooperation.023

1 Introduction024

The rapid increase in online users and the grow-025

ing polarization of society have created significant026

challenges in maintaining civil discourse and miti-027

gating harmful content in online platforms (Guber-028

man et al., 2016; Almerekhi et al., 2020). Effective029

moderation is necessary to counter this trend, but030

scaling moderation efforts to meet the demands of031

an expanding user base is difficult without some032

form of automation. Previous automatic moder-033

ation efforts have largely focused on banning or034

deleting comments from harmful users (Srinivasan035

et al., 2019; Park et al., 2021). However, such036

iron-fisted approaches can inadvertently push these037

users towards echo chambers that exacerbate polar-038

ization (Cinelli et al., 2020).039

An alternative to these efforts is “conversational040

moderation,” in which a moderator converses with041

Figure 1: While banning users or deleting their com-
ments may push them towards echo chambers (left), con-
versational moderation can guide users towards more
constructive behavior (right). Recent developments in
conversational AI present an opportunity to perform this
at scale.

the problematic user to guide discussions towards 042

a more constructive outcome, as shown in Figure 1. 043

Recent studies have shown that engaging in con- 044

versations is an effective approach for moderating 045

users’ behaviors (Combs et al., 2022), and there are 046

efforts such as The Commons1 that encourage hu- 047

man moderators to interactively intervene in contro- 048

versial conversations on race and politics. However, 049

human moderators have reported steep learning 050

curves in engaging with harmful users (Laurenson, 051

2019) and moderation is mentally taxing (Steiger 052

et al., 2021), making this approach challenging 053

to scale. Therefore human moderators could ben- 054

efit from a reduced cognitive load by the avail- 055

ability of conversational moderation suggestions 056

provided by moderator bots. Fortunately, the re- 057

cent advancement in language models (LMs) and 058

instruction-following models that can generalize 059

1https://howtobuildup.org/programs/
digital-conflict/the-commons-project/
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well to new tasks even with zero or very little con-060

versational data presents a potential for scaling up061

conversational moderation with the help of these062

suggestions (Wei et al., 2021; Kojima et al., 2022;063

Ouyang et al., 2022; Bai et al., 2022; Köpf et al.,064

2023; Zhou et al., 2023). The central question is065

whether there is enough evidence that the modera-066

tor bot suggestions are effective enough for human067

moderators to use in the course of their duties.068

Therefore, in this paper, we seek to answer these069

research questions:070

R1: How should we define and evaluate effective-071

ness in conversational moderation?072

R2: How effective are LMs at conversational mod-073

eration?074

To answer these questions, we develop method-075

ologies, driven from existing literature (Grimmel-076

mann, 2015; Srinivasan et al., 2019; Kiesler et al.,077

2012; Argyle et al., 2023) and conduct pilot studies,078

to determine the effects of moderation on social co-079

hesion and conflict resolution. We deploy these080

methodologies as surveys given to users after a081

moderation encounter, to determine the perceived082

effect of moderation on user behavior. We build a083

novel framework that enables us to monitor realis-084

tic user interaction with moderators in the context085

of a real, controversial online discussion, yet in086

a manner that ensures minimal risk to users. We087

apply a range of approaches to moderation in this088

framework, including existing prosocial dialogue089

models (Kim et al., 2022, 2023) and prompted lan-090

guage models informed by conflict resolution (Ly-091

tle et al., 1999), cognitive behavioral therapy (Clark092

and Egan, 2015), and prosocial communication093

techniques (Rosenberg and Chopra, 2015).094

Our results show that prompted language model095

moderators can provide specific and fair feedback,096

but making users more respectful and cooperative097

is challenging. They largely outperform prosocial098

dialogue models, and one that incorporates Socratic099

dialogue techniques from cognitive behavioral ther-100

apy is superior to other methods we explored. We101

also find that the degree to which any moderator102

can affect an online experience varies by dimension103

and that their perceived effectiveness varies based104

on whether the evaluator is the moderated user or105

an observer. To encourage the research community106

to build on our evaluation framework and study, we107

release our dataset of controversial conversations108

and completed conversations with annotations2.109

2Included with submission.

2 Evaluating Conversational Moderation 110

Prior to exploring how to develop conversational 111

agents that can assist with conversational modera- 112

tion, we first define moderation effectiveness and 113

its metrics in the context of conversational mod- 114

eration (Section 2.1-2.2)and identify experimental 115

design criteria that should be balanced (Section 2.3. 116

Then, based on these factors, we propose a frame- 117

work for evaluating how useful language models 118

can be in assisting with conversational moderation 119

(Section 2.5-2.7). 120

2.1 Definition of moderation effectiveness 121

At the highest level, Grimmelmann (2015) states 122

that moderation should prevent abuse and facilitate 123

cooperation for not only the moderated user, but 124

also for other community members. In other words, 125

moderation events should (i) make users more en- 126

gaged and willing to cooperate (cooperative) 127

and (ii) make them more respectful and less abusive 128

(respectful). 129

In addition, Kiesler et al. (2012) found that fair- 130

ness and clarity of community rules decreases re- 131

sistance to moderation procedures. Therefore, for 132

a moderator to be effective, it must also (iii) be fair 133

to all users involved in the conversation (fair) 134

and (iv) make specific and relevant suggestions to 135

facilitate cooperation (specific). 136

2.2 Metrics for conversational moderation 137

effectiveness 138

Srinivasan et al. (2019) map the aforementioned 139

moderation goals in Section 2.1 to quantifiable 140

metrics to measure a moderation event’s effective- 141

ness through its causal effect, such as the rate of 142

noncompliance, toxicity, community contributions, 143

and engagement after a moderation event. How- 144

ever, the moderation events here are limited to con- 145

tent removal, such as user comments being deleted. 146

We are unable to perform a similar analysis for 147

conversational moderation due to the lack of data 148

that contains conversational moderation interac- 149

tions. Therefore, we instead rely on directly asking 150

questions as a survey about these dimensions to 151

human participants that interact with the modera- 152

tors to be evaluated. All questions are asked using 153

a 5-point Likert scale using “Not at all”, “Mostly 154

not”, “So-so”, “Somewhat”, and “Very”, which 155

gets translated to a numerical score from 0 to 4, 156

respectively. More details on these questions are 157

elaborated in Section 2.7. 158
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Criteria Description Implementation

Safe Minimize harms. Evaluation takes place offline with participants that provided consent and does not
affect real users.

Realistic Replicate realistic context. Start with controversial conversation stubs to replicate highly charged conversations.

Controlled Isolate and measure effect of
moderation strategy.

Evaluate moderator bots with dyadic conversations between human participant and
the bot, followed by a survey.

Table 1: Experimental design criteria and their corresponding implementation that grounds our conversational
moderation evaluation framework. We strike a balance in keeping our evaluation procedure safe, realistic, and
controlled for evaluating the effectiveness of conversational moderation by LM moderators.

2.3 Experimental design criteria159

First, we identify the following important design160

criteria as those we strive to balance while mea-161

suring conversational moderation effectiveness: (i)162

safe: minimize any harms inflicted during the eval-163

uation process, (ii) realistic: create a realistic envi-164

ronment that a moderator bot would operate in, and165

(iii) controlled: isolate and measure the effect of166

the moderation strategy from variables difficult to167

control. These design criteria and their correspond-168

ing implementations are outlined in Table 1. In the169

following sections, we describe each step of our170

evaluation procedure that balances these criteria171

while measuring moderation effectiveness.172

2.4 Evaluation framework overview173

Grounded on the aforementioned definition and174

metric for moderation effectiveness and experimen-175

tal design criteria, we propose an evaluation frame-176

work for conversational moderation. We provide177

an illustration of our framework in Figure 2.178

Our framework consists of three main steps.179

First, we find controversial conversation stubs from180

Reddit. An artificial environment of starting a con-181

versation from scratch is unlikely to replicate a182

highly charged conversation, and thus we use real183

controversial conversation stubs to seed the conver-184

sations between a moderated user and a moderator.185

Next, we import these conversational stubs into186

an offline evaluation protocol where we ask our187

study participants to continue a dyadic conversa-188

tion with the moderator as the moderated user. This189

setting allows us to marry the real heat of a discus-190

sion (realistic criterion) in need of moderation with191

minimal risk to human subjects (safe criterion) as192

no real users are affected by the moderators’ re-193

sponses.194

Lastly, the participants are asked to answer a sur-195

vey based on their experience of being moderated.196

In the following sections, we describe each steps 197

in detail. 198

2.5 Controversial conversation stubs 199

For our controversial conversation stubs, we 200

first select high-traffic subreddits that cover a 201

wide range of topics: r/news, r/worldnews, 202

r/technology, and r/science. Then, we 203

find comments on Reddit that are given the contro- 204

versial flair3 and the threads that the comments are 205

a part of. We filter out threads that are not multi- 206

turn conversations so that we only keep those that 207

have interactions between at least two users. From 208

the filtered set, we use GPT-4 (OpenAI, 2023) as a 209

second filter to confirm whether these threads are 210

controversial. From those selected from GPT-4, 211

we randomly sample and manually filter to get 20 212

high-quality controversial stubs to use for evalua- 213

tion. We anonymize the threads for user privacy. 214

2.6 Conversation continuation 215

We are interested in isolating the effectiveness of 216

a moderation strategy independent of the media- 217

tion from humans, which introduces another vari- 218

able that is difficult to control (controlled criterion). 219

Therefore, we set up an environment where partic- 220

ipants can safely talk to moderators while acting 221

as an online user that needs to be moderated. The 222

participants then assess the moderators’ effective- 223

ness through survey questions that are grounded in 224

Grimmelmann (2015)’s goals, which are discussed 225

in Section 2.7. 226

Starting with the conversation stubs, we create 227

a dyadic chat setup such that the participant and 228

the moderator bot continues the conversation for 229

three turns each. The moderator bot first sends 230

its response to the controversial comment and the 231

3This is provided through the Reddit API and is speculated
to be determined by a function of upvotes and downvotes, but
its details are not publicly disclosed.
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Figure 2: An overview of our evaluation framework. (1) We extract conversations with controversial comments
from Reddit and use these as the seed conversations. (2) Moderator bots continue the seed conversations with
participants who act as the moderated user. (3) At the end of the conversation, the participants answer a survey
about the moderator and their experience.

participant continues the conversation while acting232

as the moderated user that made the controversial233

comment. This multi-turn setup is crucial because234

we want to assess a bot’s suitability as a conver-235

sational moderator and a single-turn intervention236

cannot capture its conversational capacity (Li et al.,237

2019; Jiang et al., 2021).238

We acknowledge there is conversational quality239

lost in this simplification of a rich multi-party con-240

versation to a dyadic conversation between a mod-241

erator and a single participant. However, by simpli-242

fying the mechanism for follow-up interventions,243

this setup allows us to isolate the examination of244

“how should we moderate?” from another important245

but frequently studied question, “when should we246

moderate?” (Guberman et al., 2016; MacAvaney247

et al., 2019; Almerekhi et al., 2020; Poletto et al.,248

2021; Park et al., 2021). We focus on the former in249

this work.250

2.7 Survey questions251

Once the conversation ends, the participants are252

asked to answer four questions that correspond to253

the metrics in Section 2.2 and optionally provide254

feedback in free-form text. The exact wording of255

these questions are shown in the far left of Figure 2.256

Two of these questions ask about how their behav-257

ior has been affected and the other two ask about258

the moderator’s behavior. The first two questions259

(cooperative and respectful) ask whether260

the model was able to change the participant’s be-261

havior into facilitating cooperation and preventing262

abuse (Grimmelmann, 2015), and therefore is more263

subjective. The latter two (fair and specific)264

are less dependent on the participant’s behavior and265

thus can be relatively less subjective.266

In addition to these questions, we ask about267

possible confounding factors that we may need 268

to control for, such as how much the participant 269

agrees with the viewpoints of the moderated user 270

that they are acting as (agreeableness) and 271

how much they like the character they are playing 272

(likeabilty). We share all other details of our 273

task, such as the task instructions, in Appendix A. 274

3 Automated Conversational Moderation 275

In this section, we describe various baseline LM- 276

based moderators that we evaluate with our frame- 277

work. These moderators are adapted from prosocial 278

dialogue models or developed through prompt en- 279

gineering with large LMs. 280

Prosocial dialogue models Cosmo-XL is a dia- 281

logue model that has been trained to be prosocial 282

and contextualize social commonsense (Kim et al., 283

2023). Its training data includes ProsocialDia- 284

log (Kim et al., 2022), which is a dialogue dataset 285

that contains social rules-of-thumb, intended to be 286

generated from an intermediate model called Ca- 287

nary, which serves to ground a dialogue model’s 288

response and encourage prosocial behavior. While 289

Cosmo-XL was not explicitly trained to function 290

as a moderator, it seems likely that a model that 291

suggests prosocial behavior may sway users to 292

become more respectful and cooperative. Also, 293

Cosmo-XL has been trained with speaker instruc- 294

tions, so we provide a simple instruction for it to 295

function as a moderator. Therefore, we use Cosmo- 296

XL and Canary + Cosmo-XL, which is Cosmo-XL 297

with Canary-generated reuls-of-thumb, as dialogue 298

model baselines. 299

Prompted LMs Large LMs fine-tuned with in- 300

structions are versatile zero-shot models for vari- 301

ous downstream tasks, including dialogue. We take 302
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Figure 3: An overview of the self-talk method for de-
signing prompts for LMs. We keep the Reddit user
prompt constant while we refine the moderator prompt
iteratively after examining the generated conversations.

advantage of this new paradigm to prompt engi-303

neer moderator bots. The process for engineering a304

prompt to evaluate with our evaluation framework305

is illustrated in Figure 3. Similar to the evaluation306

setup with a human participant, we have a bot take307

on both the role of the moderator and the moderated308

user to self-talk to continue a seed conversation for309

three turns each. We manually inspect these conver-310

sations to refine the prompts and repeat this process311

until we see responses that consistently reflect the312

desired behavior described in the prompt.313

Our Baseline prompt is simply told314

to respond as a moderator. Nonviolent315

Communication (NVC) is a moderator that316

suggests nonviolent communication techniques317

such that conversation participants can practice318

deep listening and build more empathy for one319

another (Rosenberg and Chopra, 2015). Our last320

bot is Socratic, which uses Socratic dialogue321

techniques from cognitive behavioral therapy,322

which aims to critically think about their own323

beliefs and arguments (Clark and Egan, 2015). We324

find this approach promising and refine it the most325

to make the responses more natural, specific, and326

less repetitive.327

We use OpenAI’s gpt-4 version of the Chat-328

GPT model, so we denote these models as329

GPT-{prompt type}. All other technical de-330

tails with regards to decoding hyperparameters are331

shared in Section A.3 and the exact input format for332

Cosmo-XL-based models and the wording for each333

prompt are shared in Section A.2. We also share a334

sample conversation with each of these approaches335

continued with human evaluators in Table 5 that336

qualitatively show how each moderator differs from337

one another.338

4 Experiment Details 339

Evaluation infrastructure We collect our eval- 340

uations through Amazon Mechanical Turk. Our 341

experiments are managed through the boteval4 342

toolkit which facilitates conversational AI experi- 343

ments by providing a centralized task management 344

platform with Amazon Mechanical Turk (AMT) 345

integration and templates for common dialogue 346

evaluation and data collection use cases. Our cus- 347

tom frontend interface that the participant sees is 348

illustrated in Figure 13. The survey on the left is 349

hidden from the participants until the conversation 350

is complete. We include two optional free-form 351

text boxes that ask for feedback on the user experi- 352

ence with the interface and on how to improve the 353

moderator. 354

Annotation collection Each of our moderators 355

from Section 3 continued the 20 controversial con- 356

versation stubs with three different participants. 357

This results in a target of 60 completed conver- 358

sations and surveys for each moderator bot. We 359

limit each participant to 50 conversation sessions to 360

ensure we have a diverse group of participants. We 361

aggregate the collected survey results using mean 362

and standard error because of the small sample size. 363

Participants Our participants are recruited from 364

TurkerNation, a Slack community group of 365

AMT workers. We described our task on the 366

quals-and-screeners channel and invited 367

those who showed interest and said that they could 368

speak fluent English. We asked them to complete 369

a few qualification tasks first, and we gave them 370

qualifications for the main task if their quality of 371

work was acceptable. Through this process, we 372

had 28 workers who completed at least one of our 373

tasks. They were told that the moderator they were 374

talking to could be either a bot or a human being 375

in order to reduce any bias that they may have 376

towards bots. We paid the participants a reward 377

that translates to an hourly rate that is higher than 378

the minimum wage in the area that this study was 379

conducted from.5 380

5 Analysis 381

5.1 Main results 382

Our main evaluation results are summarized in Fig- 383

ure 4. In total, we collected on average 36 annota- 384

4https://anon
5Details are hidden for anonymity during review.

5

https://anon


specific fair cooperative respectful
Evaluation categories

0

1

2

3

4

M
ea

n 
Sc

or
es

0.
84

0.
61 0.

82

0.
87

0.
7

0.
72 0.

92

0.
85

2.
58 2.

86

2.
36

2.
222.
34

2.
79

2.
13

1.
66

3.
24 3.
3

2.
62

2.
46

1st Person POV Results (Human)
Cosmo-XL [38]
Canary+Cosmo-XL [40]

GPT-Baseline [36]
GPT-NVC [38]
GPT-Socratic [37]

GPT-Baseline [36]
GPT-NVC [38]
GPT-Socratic [37]

Figure 4: Survey results for evaluations done in first-
person point of view. Error bars are standard error and
bold numbers indicates statistically significant differ-
ences (at p < 0.05) with the best performing moderator
on each metric, which is GPT-Socratic for all metrics.
Numbers next to the label in the legend are the number
of samples annotated for each bot.

tions for each moderator bot.385

Prompted LM approaches significantly outper-386

form prosocial dialogue models on all metrics.387

However, the differences between the prompted-388

LM models are smaller6.389

In particular, GPT-Socratic’s results show390

promise in how well-designed prompts that incor-391

porate cognitive behavioral therapy and effective392

communication techniques can lead to favorable393

moderation outcomes. It attains the best perfor-394

mance on all metrics, achieving statistically sig-395

nificant improvements (p < 0.05 with pairwise396

T-tests) over all models on specificity and fairness,397

but not against all models in making users more398

cooperative and respectful. Among the evaluated399

metrics, the relative ranking of the models for each400

metric is mostly consistent, except for GPT-NVC401

which get flipped between specific/fair and402

cooperative/respectful.403

5.2 Evaluator perspective404

Another important perspective of moderation is not405

only how it influences the moderated user, but also406

how it affects the observers of the same moderation407

event (Grimmelmann, 2015). The original evalua-408

tion task was completed in the first-person point of409

view, where the one acting as the moderated user410

and the one completing the survey was the same411

6Normalizing with per-participant z-score percentiles to
control for participant subjectivity does not change overall
findings. However, we include normalized results in Appendix
D for reference.
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Figure 5: Survey results for evaluations done in third-
person point of view. The diagram is annotated with
the same method as Figure 4. Most trends from the
first-person point of view apply here, but while scores
for specific and fair remain similar, there is a
statistically significant drop (p < 0.05) for all GPT-
based models for cooperative and respectful.

participant. Since each participant is completing 412

their own conversation and judging a moderator bot 413

on that interaction, one participant’s conversation 414

with a moderator bot may be wildly different from 415

that of another participant with the same moderator 416

bot. As a means to reduce participant subjectivity 417

and also examine differences when our evaluation 418

is conducted from the perspective of an observer, 419

i.e. third-person point of view, we ask participants 420

to evaluate completed conversations from Section 421

5.1 and have different participants only answer the 422

survey after reading the conversation. We have 423

four different participants annotate each completed 424

conversation. 425

Observers consider moderators less effective in 426

making users more cooperative and respectful. 427

The third-person point-of-view evaluation results 428

are shown in Figure 5. As expected, the standard 429

error becomes smaller with this setting as the partic- 430

ipants annotate overlapping conversations. Interest- 431

ingly, we discover from a third-person point of view 432

evaluations that there is a convergence of scores, 433

where the difference between ratings on all metrics 434

becomes smaller. Scores for the prosocial dialogue 435

models improve across the board while there is 436

a significant drop (p < 0.05) in cooperative 437

and respectful for all GPT-based models. This 438

suggests that the surface expressions of the mod- 439

erated user do not capture the extent of influence 440

the moderated user has felt from the interaction. 441

This has important implications as this means that 442

6



third-person point-of-view evaluations, which are443

more convenient than first-person point-of-view444

evaluations, cannot accurately reflect the true effec-445

tiveness of moderator bots.446

5.3 Non-survey metrics447

With our collected simulations, we explore whether448

we can evaluate for effectiveness without relying449

on the surveys. If this is possible, it can help with450

scaling up the annotations for our evaluation frame-451

work.452

Human word count is weakly correlated with453

cooperative. Since one of the main goals of454

moderation is facilitating cooperation, we hypoth-455

esize that this behavior can be indirectly captured456

through a user’s verbosity. If the moderator con-457

tributes to the conversation favorably, the moder-458

ated user will in return communicate more.459

Aggregated human word counts for each mod-460

erator are shown in Figure 10. Words are counted461

simply by dividing sentences using whitespaces.462

GPT-Socratic performed better on this metric when463

controlled for per-participant variations. However,464

the ranking of the moderators based on human465

word count does not align well with the ranking466

based on cooperative when compared to Fig-467

ure 4 or Figure 5. We also measure the Spearman’s468

rank correlation coefficient between human word469

count and cooperative and only find a mod-470

erately positive correlation of ρ = 0.27 as shown471

in Table 2, but it is the most strongly correlated472

compared to other metrics.473

GPT-4 scores are strongly correlated, but not474

reliable for discerning relative performance.475

Similarly to how we used GPT-4 to filter for contro-476

versial conversations, we test whether annotations477

from GPT-4 can be a reliable proxy of human an-478

notations. We ask the same questions to GPT-4 and479

GPT-3.5 and compare their annotations with both480

first-person and third-person POV annotations. We481

find that GPT-4’s scores are strongly correlated for482

all metrics, but particularly so for the third-person483

POV. This is as expected based on our analysis484

from Section 5.2. However, we find that they are485

generous to the Cosmo-XL-based models and are486

not reliable for accurately discerning relative per-487

formance between models when the gaps are rela-488

tively smaller, especially for cooperative and489

respectful. Scores from GPT-4 and GPT-3.5490

are shared in Appendix E.491

Model POV
Metrics

specific fair coop. respect.

GPT-3.5
1st 0.37 0.30 0.49 0.43

3rd 0.35 0.35 0.50 0.33

GPT-4
1st 0.50 0.57 0.47 0.37

3rd 0.60 0.60 0.52 0.40

Human word count 1st 0.17 0.08 0.27 0.09

Table 2: Spearman’s rank correlation coefficient for
each metric when comparing human annotations of both
perspectives to GPT-3.5/GPT-4 answers to survey ques-
tions and human word count.

POV Factors
Metrics

specific fair coop. respect.

1st
agreeableness 0.08 0.06 0.27 0.29

likeability 0.04 0.13 0.37 0.37

3rd
agreeableness 0.02 −0.04 0.28 0.29

likeability 0.03 −0.05 0.39 0.43

Table 3: Spearman’s rank correlation coefficient for
confounding factors and evaluation metrics. There is
a moderate positive correlation for cooperative
and respectful with likeability and
agreeableness.

5.4 Confounding factors analysis 492

In the survey questions, we asked whether the par- 493

ticipants liked the moderated user that they were 494

acting as (likeability) and agreed with their 495

viewpoints (agreeableness). These factors 496

may serve a confounding role in how realistically 497

the participants can act as the moderated user and 498

also how they answer the survey questions. We 499

hypothesize that if a participant agreed with the 500

moderated user or found them likable based on the 501

conversation stub, they will be inclined to be more 502

stubborn and not become more cooperative or 503

respectful compared to when they are acting 504

as a user that they disagree or dislike. 505

First, we find that likeability and 506

agreeableness are very strongly correlated 507

with ρ = 0.84. ρ scores for these factors and 508

the evaluation metrics are shown in Table 3. In- 509

terestingly, we find the opposite of our hypothesis 510

in that participants are more likely to change their 511

behavior if they liked or agreed with the moderated 512

user as we can observe a moderate positive cor- 513

relation for cooperative and respectful. 514

While the positive correlations with these confound- 515

ing factors are a concern, collecting data by ask- 516
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ing these questions can help control for them af-517

ter data is collected as we have done here. On518

the other hand, there is almost no correlation with519

specific and fair. This corroborates our de-520

sign of the survey questions where specific and521

fair are more objective measures that are depen-522

dent on the bot’s response while cooperative523

and respectful are more subjective and vary524

by participant.525

6 Related Work526

Moderation Most common moderation efforts527

have been deleting toxic comments or banning528

users that do not abide by community guide-529

lines (Guberman et al., 2016; MacAvaney et al.,530

2019; Almerekhi et al., 2020; Poletto et al., 2021;531

Moon et al., 2023). In particular for Reddit, Park532

et al. (2021) examined norm violations and used533

this information to detect norm-violating comments534

on online communities.535

More recently, there has been work that exam-536

ined the effectiveness of rephrasing the user’s post537

or comments. Laugier et al. (2021) and Katsaros538

et al. (2022) examined methods for rephrasing539

tweets to reduce their toxicity and offensiveness,540

while Kim et al. (2022)sought to make dialogue541

models more socially acceptable with dialogue data542

that exhibits prosocial behavior and rule-of-thumb543

explanations, but it did not examine their effective-544

ness as moderators.545

In our work, we’ve proposed scalable conver-546

sational moderation as a task that is now feasible547

with recent technological developments and exam-548

ined ways to incorporate conflict resolution (Ly-549

tle et al., 1999) and effective communication tech-550

niques such as nonviolent communication (Rosen-551

berg and Chopra, 2015) to prompt large language552

models to behave as conversational moderators.553

Language Models and dialogue models As554

LMs (Brown et al., 2020; Zhang et al., 2022; Scao555

et al., 2022; Touvron et al., 2023) become better556

instruction-following zero-shot models after being557

fine-tuned with instruction data (Ouyang et al.,558

2022; Bai et al., 2022; Christiano et al., 2023;559

Zhang et al., 2023; Liu et al., 2023a), they have560

been applied in various natural language process-561

ing experiment pipelines, replacing or augmenting562

steps that were originally entirely completed by hu-563

mans. Dialogue is no exception, and it is becoming564

increasingly common to use these LMs as dialogue565

models through prompts that encourage conversa-566

tional behavior (Liu et al., 2023b; Tlili et al., 2023), 567

as we have done in this work. However, to the best 568

of our knowledge, none has applied it to the task of 569

a conversational moderator. 570

Moderator Assistance Jhaver et al. (2019) stud- 571

ied the ways in which Reddit’s ‘Automod’ is used 572

by moderators on the platform, and through inter- 573

views with moderators developed insights into how 574

it is used or ignored in practice, and how, perhaps 575

counterintuitively, subforum standards are shaped 576

in order to make automated moderation techniques 577

more effective. Chandrasekharan et al. (2019) de- 578

veloped a machine learning-oriented tool to help 579

prioritize likely Reddit comments to remove. These 580

works generally focused on removal-oriented poli- 581

cies, rather than community engagement, which is 582

the focus of our work. Seering et al. (2019) antic- 583

ipated the inclusion of bots as part of an engaged 584

online community and outlined categories of future 585

chatbot design, one of which, the ‘Authority Fig- 586

ure,’ nicely covers the engaged moderator we have 587

described in this work. For moderating phishing 588

attacks, Cho et al. (2021) employed a mixture of 589

finite state machines and neural dialogue models to 590

automatically respond to phishing emails. Argyle 591

et al. (2023) experimented with providing response 592

recommendations from language models and found 593

that they can help improve political conversations 594

at scale. 595

7 Conclusion 596

In this work, we define effectiveness for conversa- 597

tional moderation and establish design criteria for 598

measuring such effectiveness in a safe and realistic 599

environment. Moreover, we propose an evaluation 600

framework to conduct the first known study on 601

the effectiveness of language models as conversa- 602

tional moderators. We find that language models 603

with prompts leveraging insight from social sci- 604

ence studies can provide specific and fair feedback, 605

but encouraging users to become more respectful 606

and cooperative remains challenging. In addition, 607

we discover that a moderator’s effectiveness is per- 608

ceived differently depending on whether the eval- 609

uator is the moderated user or an observer of the 610

conversation. Lastly, we share our framework and 611

annotated data to accelerate research that enables 612

scaling conversational moderation for healthier on- 613

line discourse. 614
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Ethical Implications and Broader Impact615

One of the major risks of LMs assisting with con-616

versational moderation is that the biases of LMs617

may influence the moderators such that the mod-618

eration event is not impartial. LMs are known to619

have many biases, such as politicial baises (Liu620

et al., 2021) and gender biases (Vig et al., 2020;621

Bordia and Bowman, 2019), and therefore modera-622

tors should remain vigilant of the suggestions they623

provide. However, on a hopeful note, as we dis-624

cover and better understand these biases and how625

to mitigate them, the risk of LMs not taking a neu-626

tral stance on controversial conversations will be627

alleviated.628

The broader impact of this study is that a uni-629

form evaluation framework can propel research630

that develops conversational moderator bots that631

can become reliable tools for the scaling up con-632

versational moderation and ultimately improve the633

health of online discourse. These conversational634

moderator bots hold promise of dramatically scal-635

ing up conversational moderation further by di-636

rectly interacting with users instead of serving as an637

intermediate recommendation tool for human mod-638

erators, but since moderation treads on a tight rope639

between censorship, it is difficult to fathom plat-640

forms opting to completely replace human modera-641

tors with moderator bots even when they become642

extremely competent.643

An interesting future line of research would be644

finding the right balance between automation and645

human intervention to most safely yet effectively646

scale up conversational moderation. To this end,647

moderator bots must become more contextualized648

to understand each of the community norms that649

they operate in and the nuances of user behavior650

to find the fine line between harmful and benign651

content.652

Limitations653

The main limitation of our work is that it is con-654

ducted in a simulated and simplified environment655

compared to one that human moderators actually656

operate. In reality, users will not frequently have657

dyadic conversations with a moderator for multiple658

turns and there will be other users that intervene in659

the conversation at various points throughout the660

conversation. However, the simplification enables661

us to narrow down the analysis into whether con-662

versational AI can function as a moderator without663

conflating other factors, such as “when to moder-664

ate” and “how human moderators will outputs from 665

our moderator bots to facilitate moderation”, and 666

conducting it in a safe environment. Our research 667

touches on a sensitive topic of influencing user be- 668

havior and has broad implications for governing 669

online communities, and therefore taking safety 670

measures as extensively as we have is crucial. 671

On a related note, while we designed our evalu- 672

ation to be safe, some of our participants reported 673

that acting as someone else is emotionally taxing. 674

Our informed consent form detailed these risks 675

and our participants agreed to it, but the cognitive 676

burden on the participants may still be substantial. 677

Therefore, an important future line of work will 678

be to further reduce the risks placed on the partici- 679

pants. 680

Lastly, this study was conducted only in En- 681

glish, and therefore the strategies employed by our 682

prompted LLMs may not be as effective for other 683

non-English environments. However, we believe 684

the high-level goals of moderation and the defining 685

factors of its effectiveness will still be applicable 686

and therefore our work provides a valuable founda- 687

tion for replicating our research in a non-English 688

setting. 689
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Appendix946

A Evaluation setup details947

A.1 Task instructions948

The main instructions for our evaluation task are949

shown in Figure 11 and the tips and examples that950

were provided with them are shown in Figure 12.951

A.2 Prompt details952

All the prompts that we used throughout our exper-953

iments and evaluations are shown in Table 4.954

A.3 Technical details955

To keep comparisons fair, we minimize manipula-956

tions with decoding hyperparameters. For Cosmo-957

XL and Canary, we use the default parameters pro-958

vided by the official code. Cosmo-XL uses top-p959

sampling with p = 1 and temperature= 0.7. Ca-960

nary uses greedy decoding to generate the rules-of-961

thumb.962

For all generations using ChatGPT (GPT-4 and963

GPT-3.5), we use p = 1.0, temperature=1.0, max964

tokens= 1024, and frequency penalty= 2.0. p965

and temperature are the default values, while max966

tokens and frequency penalty are set to generate967

complete responses that do not contain repetitive968

content.969

B Terms of Use of Collected Data970

Data collected for our study includes Reddit con-971

versational stubs, generated responses from models972

outlined in section 3, and responses provided by973

our human participants. The conversation stubs974

should be treated with the same terms of use as975

Reddit while the generated responses from GPT-4976

should follow OpenAI’s terms of use. We provide977

a creative commons license for the responses pro-978

vided by our human participants and the survey979

results.980

C Sample Conversation981

We share a representative example of a conversa-982

tion using the prompts outlined in Section A.2 in983

Table 5.984

D Normalized Results 985

Assessing whether a moderator is effective is a sub- 986

jective task. participants differ in their baselines 987

(i.e. one tends to give higher ratings on average 988

while another tends to give lower ratings), thus it 989

may be beneficial to account for participant subjec- 990

tivity by normalizing the ratings of each user using 991

z-score percentiles and then aggregating the rat- 992

ings. However, we find that normalizing the ratings 993

makes little difference to the overall trend and rela- 994

tive performance between each pair of moderator 995

bots. The normalized results using z-score per- 996

centiles are shown in Figure 6 for the first-person 997

POV results and Figure 7 for the third-person POV 998

results. 999

E GPT-based Evaluations 1000

GPT-4 and GPT-3.5’s scores for the survey ques- 1001

tions are shown in Figure 8 and Figure 9, respec- 1002

tively. Compared to the human participant scores in 1003

Figure 4 and Figure 5, GPT models give generous 1004

scores to the Cosmo-XL-based models. GPT-4’s 1005

scores show much stronger correlation to those of 1006

GPT-3, but they are still not reliable for determin- 1007

ing relative performance when the performance gap 1008

is small. 1009
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Name Prompt

Controversy Filter You are a moderator on a subreddit. This a conversation
from the subreddit: <conversation> Score the level of
potential controversy that can occur on a 1-5 scale due to
this conversation. 1 being not controversial and 5 being very
controversial. Explain your reasoning for the score you give.
Respond in the following format: Score: {} Explanation in a
single sentence: {}

Cosmo-XL Imagine you are a moderator and moderate problematic online
conversations.

Canary + Cosmo-XL Cosmo is trying to gently convince a friend. [Canary-generated
rules-of-thumb]. Imagine you are a moderator and moderate
problematic online conversations.

GPT-Baseline You are a moderator that seeks to build a more civil online
environment. Moderate the following conversation and format your
response as ‘Moderator: {response}’

GPT-NVC You are a wise and loving being who uses and promotes nonviolent
communication techniques to build a more civil online environment.
Moderate the following conversation and format your response as
’Moderator: {response}’

GPT-Socratic You are a mediator. First, validate the frustrations expressed
by conversation participants, if any. Next, provide Socratic
counterarguments for each participants in the conversation. Then,
suggest specific, not generic, alternative behaviors that would
help get participants get their original benevolent intent across
and persuade others with their opinion through mature and fact-
or evidence-based statements. Casually and concisely respond to
the last speaker of the conversation. Don’t be repetitive. You
are not a bot, so respond colloquially as a real human reddit
user. Format your response as ‘Moderator: {response}’ as a
single turn.

Self-talk User Generate a single curt response to the following conversation as
|speaker_id|, a rude and extreme Reddit user who is not willing
to change their mind. Format the responses as ‘|speaker_id|:
response’ and don’t generate responses for other speakers.

GPT-survey Given the following conversation: <conversation> Please answer
the question "<question>" with one of the following options:
<Likert scale choices>

Table 4: Prompts used throughout this paper, in order of appearance. GPT-survey is the prompt used for GPT-3.5
and GPT-4 to answer our survey questions for completed conversations from Section 5.1.
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Topic China banned 23 million people with poor social credit from transportation in 2018

Context [...] [...]

b having a low credit score also does not limit you from any human rights hilarious post

d i’m sorry, buying a car or even owning a house is not a fundamental human right. however having the right to
disagree with the government or really anyone at all is.

b pretty stupid to judge a collectivist nation as an individualist westerner with an entirely different upbringing but, i
guess that is the american way. spread your democracy homie, at all costs, disregard everyone elses viewponts, no
matter how well it works for them, something you will never understand

Cosmo-XL Moderator the asian perspective is not wrong, but you should also not generalize them as being "bad". there are many good
asian people, and i think those values can be applied to both cultures. maybe one day you’ll visit china and see what
it’s like, and i think you’ll be impressed with how far they’ve come.

b∗ you sound racist as hell

Moderator i’m not racist, i’m simply stating a fact that i think is important to keep in mind. we are all human beings, and we
should be treated as such.

Canary+Cosmo-XL Moderator What you’re saying is a pretty ignorant opinion. not all chinese people have poor social credit scores. this is simply
a matter of personal preference.

b∗ be it China or America the government are just trying to gain absolute control through one system or the other and in
the US its about a FICO score

Moderator Just because a system seems like it is doing well in the us, does not mean it is Angela Merkel’s fault. a system like
social credit hasn’t been well thought out and it could have a lot of negative consequences.

GPT-Baseline Moderator Thank you all for your contributions to the discussion. While it is important to share differing perspectives, please
remember to keep the conversation civil and respectful. Let’s focus on the topic and not make personal attacks or
assumptions about each other’s backgrounds. Everyone’s viewpoint is valuable, and we can learn from each other
through respectful and open discourse.

b∗ well we can see how we from other culture condemns others just because their style is different from ours, if people
are not ok with how they rule then its up to the people to speak for themselves as they have not even come out to
discredit the whole system of social credit

Moderator It’s true that understanding and respecting cultural differences is important when discussing various systems and
policies. Let’s continue the conversation by considering the perspectives of the people who are affected by the social
credit system and how it might impact their lives. Remember to keep the discussion respectful and open-minded.

GPT-NVC Moderator Thank you all for sharing your thoughts on this topic. It’s important to provide different perspectives and experiences.
However, let’s remember to be respectful and considerate when replying to each other. It’s possible to discuss and
debate without being condescending. Let’s focus on the ideas being shared and not on personal attacks.

b∗ Americans are always condescending to others. it’s in their nature

Moderator Let’s try to avoid generalizing or making negative assumptions about any group of people. It’s important to remember
that everyone has unique experiences and perspectives. Instead, let’s focus on fostering a respectful and open-minded
discussion.

GPT-Socratic Moderator I understand that there are different perspectives on China’s social credit system, and it’s important to consider
the context in which it exists. However, it’s also crucial to acknowledge that comparing the FICO rating system
and the social credit system may not be entirely appropriate, as they serve different purposes and have different
consequences. [...]
To b, while it’s true that people from different cultural backgrounds may have different ideas about what constitutes
a fundamental human right, engaging in open dialogue and considering alternative viewpoints can help foster
understanding between different communities.
To d, consider discussing specific examples of how the social credit system may infringe upon human rights, and
provide evidence to support your claims. This will help others understand the concerns you raise more clearly.
Overall, let’s strive for a constructive conversation that acknowledges differing perspectives while remaining
respectful and open-minded.

b∗ cultures, traditions, rules and laws are different everywhere, the west should not always think that everyone who as
a weird law are evil, they have a social credit score and everyone knows that having a poor score would give you
limited access to certain things just like having a low FICO score can not get you a finance car

Moderator It’s true that cultures, traditions, rules, and laws vary across different countries, and it’s important to respect
those differences. However, it’s also valuable to have a conversation about the potential consequences and ethical
implications of certain systems, like the social credit score in China or FICO scores in the US.
For b, while acknowledging the importance of understanding cultural differences, it might be helpful to also consider
the potential drawbacks of these systems and how they might affect individuals’ lives. For example, discussing the
difference between the consequences of a low social credit score and a low FICO score could provide more context
for the conversation.
Let’s continue the discussion while respecting each other’s viewpoints and encouraging open and thoughtful dialogue
on this topic.

Table 5: A sample conversation continued by each of our models that we evaluated. The top row contains the seed
conversation, with the comment flagged as controversial in red. b∗ indicates that this is generated by the human
participant. Only two turns from each bot and one response from the participant are shown due to space constraints.
Reduced portions are indicated with ellipses.
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Figure 6: Normalized results of the first-person POV
evaluation. Normalizing to control for participants’ sub-
jectivity does not alter the relative ranking of the ap-
proaches that we compare.
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Figure 7: Normalized results of the third-person POV
evaluation. Similar to Figure 6, normalizing does not
affect the overall ranking of the models we compare.
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Figure 8: Third-person POV evaluation by GPT-4.
While these scores are highly correlated with human
evaluation results, the ranking of these models are dif-
ferent for certain metrics, such as respectful and cooper-
ative, where GPT-Baseline outperforms GPT-Socratic.
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Figure 9: Third-person POV evaluation by GPT-3.5.
GPT-3.5 results are not as well-correlated as GPT-4.
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Figure 10: Normalized human word count with absolute
counts in parentheses. The diagram is annotated with
the same method as Figure 4.
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Figure 11: Main instructions for the scalable conversational moderation evaluation task. Instructions for the
third-person POV are largely the same, except that they are not asked to continue the conversation and the survey
questions are worded in third-person perspective.
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Figure 12: Tips and example for the task. The participants are reminded that they will not be penalized for any
profanity and should employ it as needed to better represent the users that they are acting as.
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Figure 13: A snapshot of the evaluation interface once the simulated conversation is complete. The left panel
contains the conversation panel, while the right panel contains the simple instruction and survey. The survey is
hidden from view until the conversation is complete.
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