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Abstract
Fine-tuning large language models (LLM) can
be costly. Parameter-efficient fine-tuning (PEFT)
addresses the problems by training a fraction of
the parameters, whose success reveals the expres-
siveness and flexibility of pretrained models. This
paper studies the limit of PEFT, by further sim-
plifying its design and reducing the number of
trainable parameters beyond standard setups. To
this end, we use Random Masking to fine-tune the
pretrained model. Despite its simplicity, we show
that Random Masking is surprisingly effective:
with a larger-than-expected learning rate, Random
Masking can match the performance of standard
PEFT algorithms such as LoRA on various tasks,
using fewer trainable parameters. We provide
both empirical and theoretical explorations into
the success of Random Masking. We show that
masking induces a flatter loss landscape and more
distant solutions, which allows for and necessi-
tates large learning rates.

1. Introduction
Large-scale pretrained models (Brown et al., 2020; Chowd-
hery et al., 2023; Touvron et al., 2023a) have revolution-
ized deep learning, demonstrating remarkable capabilities
in various domains such as natural language processing and
computer vision. These models use an extensive number
of parameters to capture complex patterns in data. Despite
their success, the intensive resources required for utiliz-
ing these models pose significant challenges, especially in
the setting where they have to be fine-tuned to adapt to
downstream data or align with human behaviors. To reduce
the computational and memory demands, researchers have
developed various parameter efficient fine-tuning (PEFT) al-
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Figure 1: The average performance of PEFT meth-
ods over with various numbers of trainable parame-
ters. Masking stands for our Random Masking method;
FT stands for full parameter fine-tuning; Prefix stands for
Prefix-Tuning. The metrics are calculated on 11 datasets
using OPT-1.3b. Despite its simple design, Random Mask-
ing achieves competitive performance with fewer trainable
parameters.

gorithms, such as LoRA (Hu et al., 2021), adapter (Houlsby
et al., 2019), prompt tuning (Li & Liang, 2021; Lester et al.,
2021). These methods have seen widespread application for
both language (Shi et al., 2023; Lialin et al., 2023; Liu et al.,
2022) and vision tasks (Sung et al., 2022; Lin et al., 2023).

The success of PEFT using a remarkably small fraction of
parameters inspired research efforts to understand the phe-
nomenon. For example, Aghajanyan et al. (2020) and Mal-
ladi et al. (2023b) show that though the pretrained model
parameters live in a high dimensional space, fine-tuning
tasks have low complexity in terms of intrinsic dimensions.
Additionally, research indicates that pretrained networks
have better optimization landscapes compared with random
initialized networks (Hao et al., 2019; Zhou & Srikumar,
2021), making them easier to fit the downstream datasets.
Furthermore, Su et al. (2023b) highlights the importance
of model scaling in PEFT, showing that it can even mitigate
the impact of design differences among PEFT methods.

Motivated by the observations and analyses on the effec-
tiveness of PEFT, our work hopes to take a step forward
and explore the performance limit of PEFT. More specif-
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ically, is there any room to further reduce the parameters
and simplify the design of PEFT modules?

Inspired by the success of neural network pruning and lot-
tery ticket hypothesis, this paper studies a PEFT method,
which we call Random Masking. Specifically, Random
Masking involves applying a random binary mask on the
model parameters, and only training the unmasked parame-
ters during fine-tuning. Random Masking provides a conve-
nient way for us to reduce the trainable parameters beyond
the current limit, and moreover, it has a simple design that
incorporates nearly no inductive bias about the model archi-
tecture or the task.

Random Masking is typically treated as a baseline with
subpar performance in previous research. However, our
experiments reveal a surprising phenomenon that in fine-
tuning LLM to SuperGLUE datasets, Random Masking can
match the performance of full-parameter fine-tuning and
standard PEFT methods across various model scales. The
key to the success of Random Masking is the selection of an
appropriate learning rate. Specifically, we find that sparser
masking requires aggressive learning rates. The optimal
learning rate can be up to 1e−1, a value that typically results
in divergence for standard PEFT methods.

The effectiveness of Random Masking suggests a greater
expressive capacity of pretrained models than previously
recognized. Remarkably, our experiments show that with as
little as 0.001% of the parameters being trainable, Random
Masking can still achieve a non-trivial accuracy. This ratio
of trainable parameters is about 100 times smaller than that
in LoRA. These results imply a large parameter redundancy
in practical PEFT methods.

We provide a thorough investigation into the success of Ran-
dom Masking. Empirically, we demonstrate that masking
induces a flatter loss landscape, in terms of the loss Hessian
spectrum. This explains why aggressive learning rates do
not result in divergence. Simultaneously, we illustrate that
a flatter loss landscape gives rise to more distant solutions,
which explains why large learning rates are necessary for
sparse masking.

Theoretically, we analyze the overparameterized linear re-
gression model. We prove a bound on the Hessian eigenval-
ues of masked models using matrix concentration bounds,
revealing a decay in eigenvalues as the masking becomes
sparser. We also prove that smaller Hessian eigenvalues
allow for larger learning rates and induce more distant so-
lutions. These findings align with our empirical results and
provide a cohesive explanation of how Random Masking
influences learning dynamics.

Our analysis reveals a trade-off between the expressive-
ness of pretrained models and the difficulty of optimization.
Randomly Masked model has a benign loss landscape by

sacrificing model expressivity. The remaining model ca-
pacity is insufficient for difficult tasks such as pretraining;
however, it is already enough to fit a pretrained LLM on var-
ious fine-tuning tasks. This also sheds light on why PEFT
methods outperform full-parameter fine-tuning in the low
data regime (Zaken et al., 2021), since they trade-off the
redundant parameters for a better optimization landscape.

We summarize our contributions as follows:

• We show that Random Masking with a properly tuned
learning rate can achieve comparable performance to
standard PEFT methods on SuperGLUE benchmarks,
with a significantly reduced trainable parameter count.

• We provide extensive experiment results to show that
the benign loss landscape and expressive power of
pretrained models are the key factors in the success of
Random Masking.

• We provide theoretical studies on the overparameter-
ized linear regression model, elucidating the interplay
between learning rate tuning and Random Masking.

2. Related Works
Parameter Efficient Fine-tuning. PEFT has garnered sig-
nificant attention, leading to a diverse array of algorithmic
and architectural innovations. The first wave of PEFT meth-
ods involves integrating small trainable adapters (Houlsby
et al., 2019; Pfeiffer et al., 2020; Rücklé et al., 2020;
Karimi Mahabadi et al., 2021; He et al., 2021b; Zhu et al.,
2021; Jie & Deng, 2022; Zhang et al., 2023e; Gao et al.,
2023) into the pretrained networks. Another line of methods
adds trainable continuous modules to the prompt, which is
called prompt tuning or prefix tuning (Li & Liang, 2021;
Lester et al., 2021; Jia et al., 2022; Liu et al., 2023). The
seminal work Hu et al. (2021) proposes the LoRA algo-
rithm, which has become one of the most widely used PEFT
methods due to its performance and versatility. A series of
works propose variants of the LoRA algorithm, aiming to
further reduce the trainable parameter count (Zhang et al.,
2023b; Kopiczko et al., 2023; Ding et al., 2023), enhance
the expressiveness of low rank structures (Koohpayegani
et al., 2023; Zi et al., 2023), implement adaptive parameter
allocation (Zhang et al., 2023a;d), and combine LoRA with
other techniques such as quantization (Dettmers et al., 2023;
Xu et al., 2023) and pruning (Zhang et al., 2023c).

Besides directly designing PEFT modules, several stud-
ies build unified frameworks for PEFT modules (He et al.,
2021a; Mao et al., 2021; Ding et al., 2022; Chen et al.,
2023), thereby facilitating more efficient configuration se-
lection (Zhou et al., 2023; Hu et al., 2022). Another line
of works focuses on designing lightweight optimization al-
gorithms tailored for tuning large models (Malladi et al.,
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Figure 2: Illustration of the masking methods. The red grids indicate trainable parameters and the blue grids indicate
frozen parameters. (a) Full parameter fine-tuning of W . (b) The Random Masking of W , which is the main PEFT algorithm
in this paper. (c) Implementation of Random masking of W via a sparse matrix S that is stored compactly as vectors. (d)
The Structured Masking of W , for ablation studies in Section 4.4.

2023a; Zelikman et al., 2023; Lv et al., 2023).

Masking and Pruning Methods. Masking (Sung et al.,
2021; Jaiswal et al., 2022; Xu et al., 2021; Nikdan et al.,
2024) is a key component in various PEFT methods, and
is inherently related to neural network pruning and lot-
tery ticket hypothesis (Han et al., 2015; Molchanov et al.,
2017; Liu et al., 2017; Frankle & Carbin, 2018). Zaken
et al. (2021) proposes BitFit, which implicitly masks out
the model weights except for the bias vector. Some works
propose algorithms to train a masking matrix (Guo et al.,
2020; Zhao et al., 2020; Li et al., 2022) for fine-tuning
the networks. Compared with these approaches, Random
Masking in our paper does not require assigning or train-
ing the mask, and incorporates minimal inductive bias into
algorithm design.

Masking is leveraged in (Su et al., 2023a) to enable a small
trainable parameter count, but they focus on adding masking
to the PEFT modules rather than the pretrained networks.
Aghajanyan et al. (2020) apply a random projection method
to calculate the intrinsic dimension of pretrained LLMs,
which shares conceptual similarities with Random Masking
in our paper. However, they define the intrinsic dimension
as the parameter number that achieves 90% of the accuracy
of full fine-tuning, while we show that Random Masking
can achieve the same level of accuracy as full fine-tuning.

3. Random Masking and its Implementation
Let N denote a pretrained neural network and W =
{W 1, · · · ,W k} denote the parameters in N . Given a
dataset D and loss function ℓ(D,W), fine-tuning N on
D can be formulated as

min
{∆i}

ℓ(D, {W 1 +∆1, · · · ,W k +∆k}),

where ∆i denotes the weight increment of each module,
sharing the same dimensions as W i. ∆i are zero-initialized
to make sure that fine-tuning starts from the pretrained
weights W .

Conceptually, Random masking applies a random mask
M i to the requires grad field of each parameter W i in
the pretrained models (See Figure 2(b)). This operation
freezes the masked elements of the weight tensors, allowing
only the unmasked elements to be optimized in the fine-
tuning process. The elements of M i are sampled i.i.d. from
Ber(p), i.e., Bernoulli distribution of parameter p, where
p ∈ [0, 1] denotes the probability that a certain parameter
is not masked. The mask matrices M i are generated at
initialization and fixed throughout fine-tuning.

Directly storing the mask matrix M i causes large storage
and computational burden. Therefore, we implement the
sparse parameter update with a sparse matrix Si. This
matrix consists of the coordinates of unmasked positions,
that are determined by M i, and the tunable weights, both of
which are stored compactly as vectors. Therefore, Random
Masking can be formulated as

min
{Si}

ℓ(D, {W 1 + S1, · · · ,W k + Sk}).

One can apply off-the-shelf sparse matrix cuda li-
braries (Gale et al., 2020; Nikdan et al., 2024) to implement
the sparse matrix Si and solve the optimization problem.

Random masking serves as an idealized baseline to study
the parameter number in PEFT, for the following two rea-
sons. Firstly, Random Masking is flexible, since the number
of trainable parameters can be manipulated by adjusting the
value of p. Secondly, Random Masking is one of the most
straightforward PEFT methods, introducing minimal induc-
tive bias about the pretrained networks. This can eliminate
the confounding factors, such as architecture and algorithm
design, in analyzing the effect of parameter numbers.

4. Experiments
This section presents the empirical findings of Random
Masking. We first outline the experiment setups and present
the main results. Then we provide in-depth analyses to
explore the underlying mechanisms of Random Masking.

3



Random Masking Finds Winning Tickets for Parameter Efficient Fine-tuning

Table 1: Random Masking achieves comparable test accuracy with fewer trainable parameters. This table displays the
test performance of different methods. Here, FT stands for full parameter fine-tuning, Masking stands for Random Masking.
Params stands for the trainable parameter ratio, which is the number of trainable parameters divided by the total parameter
count of the original pretrained models. The complete results are provided in Table 5.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP Avg
FT 100% 88.1 63.5 63.5 60.3 81.0 62.9 64.7 66.0 50.8 62.4 22.8 62.36

LoRA 0.235% 86.5 59.9 63.5 59.6 82.1 63.6 64.2 67.3 51.2 62.9 21.6 62.04
OPT-125m Masking 0.1% 87.3 60.8 62.2 60.2 82.7 63.6 63.1 67.3 51.3 61.6 22.6 62.06

Masking 0.01% 86.1 59.1 63.5 60.3 73.8 62.9 63.4 68.3 51.4 55.7 22.1 60.59
Masking 0.001% 84.7 56.1 60.3 55.8 70.8 61.6 59.5 69.3 51.2 41.9 16.1 57.03

FT 100% 93.7 70.5 63.1 62.7 85.7 69.5 67.6 76.7 71.8 81.2 29.3 70.16
LoRA 0.120% 93.4 72.6 63.5 65.5 78.6 71.4 69.9 81.0 71.2 82.1 29.9 70.81

OPT-1.3b Masking 0.1% 93.3 72.7 63.8 62.3 89.9 71.5 68.3 75.3 71.7 81.1 29.7 70.88
Masking 0.01% 92.6 70.0 63.5 62.7 82.1 71.5 68.8 77.7 71.5 81.4 31.9 70.34
Masking 0.001% 92.7 65.0 63.5 60.4 74.4 67.1 59.0 74.3 71.0 77.6 28.5 66.68

FT 100% 94.9 81.1 62.5 65.4 81.0 79.8 76.1 89.3 81.3 87.3 35.3 75.82
LoRA 0.051% 95.0 83.8 63.5 65.2 79.8 81.3 73.2 88.0 81.4 88.6 34.7 75.86

OPT-13b Masking 0.1% 95.1 80.6 59.6 65.5 84.5 79.6 75.8 89.3 81.6 88.1 34.4 75.83
Masking 0.01% 94.8 82.7 59.9 66.0 88.7 79.7 73.4 87.0 81.6 87.6 35.3 76.06
Masking 0.001% 95.1 80.1 60.6 65.4 85.7 78.7 73.2 87.7 81.6 86.0 32.6 75.15

Finally, we perform various ablation studies to validate
the robustness of Random Masking. Code is available at
https://github.com/JingXuTHU/Random-Mas
king-Finds-Winning-Tickets-for-Paramet
er-Efficient-Fine-tuning.

4.1. Setups

Models and Datasets. We choose the OPT model fam-
ily (Zhang et al., 2022) as the pretrained LLMs, using three
different model scales: 125m, 1.3b and 13b. We conduct
the experiments on a diverse range of datasets and tasks,
including 8 datasets in the SuperGLUE benchmark (Wang
et al., 2019) and three additional datasets. In line with the
approach in Malladi et al. (2023a), we randomly sample
1000 data points from each dataset’s original training split
for training, 500 data points for validation, and randomly
sample 1000 data points from its original validation split
for testing. F1 score is used as the metric for SQuAD and
DROP, and test accuracy is used for other datasets. We also
use the same prompt templates as in Malladi et al. (2023a).

Methods. We conduct experiments using Random Mask-
ing, and consider various baselines including full parameter
fine-tuning, LoRA (Hu et al., 2021). We also experiment
with other baselines including Adapter (Houlsby et al.,
2019), Prefix-Tuning (Li & Liang, 2021), BitFit (Zaken
et al., 2021) and AdaLoRA (Zhang et al., 2023d), the
results of which are given in Appendix B.1. For Random
Masking, we choose the trainable parameter ratio for from
{10%, 5%, 1%, 0.5%, 0.1%, 0.05%, 0.01%, 0.005%, 0.001%},

and implement the sparse matrix operation using the
spops library (Nikdan et al., 2024). We choose r = 8 and
α = 16 for LoRA. Following the original implementations
of Lora (Hu et al., 2021), we apply LoRA and Random
Masking only to the query and value matrix in each
attention layer.

4.2. Main Results

Our experiments raise the following two major observations
on Random Masking.

Random Masking achieves on-par performance with the
baselines. In Table 1, we report the test performance of
different methods, obtained using optimal grid-searched
learning rates. Complete results for Random Masking with
different trainable parameter ratios are provided in Table 5 in
Appendix B. The results indicate that despite its simple de-
sign, Random Masking achieves comparable performance
with baselines across different model scales, using a sig-
nificantly smaller trainable parameter ratio. Additionally,
we note that larger models are more amenable to sparser
masking. Take Random Masking on OPT-13b model with
trainable parameter ratios of 0.1% and 0.001% as an exam-
ple: despite having a hundredfold difference in trainable
parameter count, the latter one exhibits performances that
are within a 2% margin of the former.

Sparse Random Masking necessitates significantly larger
learning rates. We plot how the performance of Random
Masking varies with different learning rates in Figure 3.
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SST-2, OPT-125m SST-2, OPT-1.3b SST-2, OPT-13b

Figure 3: The accuracy of Random Masking on SST-2 dataset with different learning rates. The figure shows that
the accuracy remains steady despite the small number of trainable parameters, as long as using an appropriate learning
rate. As the trainable parameter ratio becomes smaller, the optimal learning rate becomes larger. The complete results of
SuperGLUE benchmark are given in Figure 6, 7 and 8.

(a) (b) (c)

Figure 4: Investigations into the training mechanism behind Random Masking. (a). Smaller trainable parameter
ratio induces smaller hessian ℓ2 norm. (b). Longer training steps compensate small learning rates. (c). Smaller trainable
parameter ratio gives more distant solutions. These figures present the results on SST-2 datasets. Additional Results on other
datasets can be found in Figure 9, 10 and 11.

The optimal learning rates for different methods are listed
in Table 6 and 7. These results highlight the critical role
of an appropriate learning rate for the success of Random
Masking. Our findings indicate that Random Masking with
smaller trainable parameter ratios requires larger learning
rates. For Random Masking with a very sparse mask, e.g.,
0.001% trainable parameters, the optimal learning rate can
be as high as 1e−1, which is typically considered exces-
sively large and unstable for standard NLP training. In fact,
our experiments show that such an aggressive learning rate
will lead to a fast divergence and a degraded performance
for other baselines.

4.3. Investigations and Explanations

The results in Figure 3 raise two important questions about
the selection of learning rates. The first one is why large
learning rates do not diverge and work well for Random
Masking. The second one is why small learning rates, which
are suitable for full fine-tuning and traditional PEFT meth-

ods, do not work well for Random Masking. We provide the
following empirical observations to explain the phenomena.

The Stability of Large Learning Rates: Sparser Ran-
dom Masking Leads to a Flatter Loss Landscape. A
well-known result in optimization theory says that gradient
descent with a learning rate below Θ(1/L) is guaranteed to
converge, where L is the smoothness coefficient given by
the ℓ2 norm of the hessian of the objective function (Bubeck
et al., 2015). Therefore, the good performance of large
learning rates suggests that the loss landscape after Random
Masking is flat, i.e., having a small Hessian norm.

We numerically calculate ℓ2 norm of the hessian before
and after training using the power method. The results in
Figure 4(a) show that Random Masking leads to a smaller
Hessian norm and thus a flatter loss landscape. Small Hes-
sian norm also indicates that the loss landscape of PEFT is
almost linear, which aligns with the findings in Malladi et al.
(2023b).
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Table 2: The accuracy of Random Masking on image classification tasks. The optimal learning rate are given in the
parenthesis. These results show that the previous observations on the language domain also hold for the vision domain.

Method Params CIFAR10 GTSRB MNIST SVHN RESISC45
FT 100% 98.5 (1e−5) 99.2 (1e−4) 99.8 (1e−5) 97.9 (1e−5) 96.7 (1e−5)

LoRA 0.3% 98.4 (1e−4) 99.2 (1e−3) 99.7 (1e−3) 97.8 (1e−3) 96.8 (1e−3)
Random Masking 1% 98.5 (1e−3) 99.2 (1e−3) 99.7 (1e−2) 97.8 (1e−3) 96.5 (1e−3)
Random Masking 0.1% 98.3 (1e−2) 98.9 (1e−2) 99.6 (1e−2) 97.3 (1e−2) 95.8 (1e−2)
Random Masking 0.01% 97.8 (1e−1) 96.8 (1e−1) 99.3 (1e−1) 95.6 (1e−1) 93.3 (1e−1)

Table 3: The performance using full training split. The results show that Random Masking is robust to the size of training
set, and full-parameter fine-tuning performs better with a larger training set.

Model Task FT LoRA Adapter BitFit Masking (0.1%) Masking (0.01%) Masking (0.001%)
OPT-125m SST-2 91.7 91.3 90.7 90.8 91.6 90.4 87.8
OPT-125m MultiRC 69.1 70.0 69.4 69.0 69.5 68.3 68.1
OPT-1.3b SST-2 95.1 95.8 95.6 95.4 95.4 95.4 94.8
OPT-1.3b MultiRC 81.2 78.3 78.3 75.8 80.1 74.5 72.2

The Necessity of Large Learning Rates: Sparser Ran-
dom Masking Leads to More Distant Solutions. Fig-
ure 3 shows that small learning rates work badly for sparse
masking. Since these small learning rates are sufficient for
convergence when the masking ratio is low, we attribute this
failure to the underfitting of small learning rates. We vali-
date this in Figure 4(b), which presents the performance on
SST-2 dataset with longer training epochs and small learn-
ing rates. We observe that as the training epoch extends,
the performance monotonically increases. Therefore, the
failure of small learning rates is due to optimization rather
than generalization, since they require a significantly large
number of steps to fit the dataset.

The required number of steps can be reflected by the ℓ2
distance between the initialization and final iterate. We
show in Figure 4(b) that as the masking gets sparser, this
distance becomes larger, even though only a smaller number
of parameters are varied. This indicates that the iterates
have to travel further to reach a minimizer.

Random Masking Demonstrates the Expressiveness of
Pretrained LLMs. The above investigations reveals the
following general picture: Random Masking deactivates a
significant portion of dimensions, excluding minimizers that
are easily reachable. However, thanks to the expressiveness
of pretrained networks, there are still distant minimizers in
the active dimensions, which require a larger learning rate
to be effectively reached. Therefore, the success of Random
Masking is not merely attributed to the method itself, but
more to the underlying expressive power and generalization
ability of pretrained LLMs. Random Masking serves as a
tool to reveal the surprising expressive power of pretrained
LLMs, which is a key message that we want to share with
the community.

4.4. Ablations Studies and Additional Experiments

In this section, we provide further analyses to uncover how
the task, the data size, the choice of base models, and the
ways of selecting the mask affect the performance of Ran-
dom Masking.

Fine-tuning Vision Models. To investigate the perfor-
mance of Random Masking on vision tasks, we choose Clip
ViT-B/16 as the pretrained model, and fine-tune it on 5 im-
age classification tasks. The results are given in Table 2,
which shows a close performance to full-parameter fine-
tuning and a similar trend of optimal learning rate as in NLP
tasks. The detailed setup are deferred to Appendix B.2.

Varying Data Sizes. We demonstrate the robustness of
Random Masking to the size of the training set. We choose
the SST-2 and MultiRC datasets, which have 67.3k and
27.3k data points in the training split, respectively. We con-
duct full-dataset training on them, with the results presented
in Table 3. The results indicate that the performance of Ran-
dom Masking is consistent across different sizes of training
set.

Furthermore, we observe that the influence of trainable pa-
rameter count is more evident in this full training set sce-
nario. Notably, full-parameter fine-tuning performs compa-
rably better than in the low data regime. This phenomenon
is attributed to the pretrained model capacity relative to the
training data, as larger datasets require more parameters
to fit. This finding underscores again the critical role of
expressive power in fine-tuning pretrained LLMs.

Varying Base Models. Next, we show that Random Mask-
ing is robust to the choice of pretrained models. We choose
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Table 4: The performance and optimal learning rates of Random Masking with Llama2 as the pretrained model.
The learning rates are searched from {1, 2, 5}× {1e−1, 1e−2, 1e−3, 1e−4, 1e−5, 1e−6}. The results show that Random
Masking is robust to the choice of base models.

Task FT LoRA Masking (1%) Masking (0.1%) Masking (0.01%) Masking (0.001%)
SST-2 94.7(1e−6) 95.4(1e−4) 95.4(1e−4) 95.5(1e−3) 95.5(1e−2) 95.5(5e−2)
WiC 71.9(1e−6) 72.7(1e−4) 72.1(2e−5) 70.6(5e−4) 70.5(1e−2) 71.7(5e−2)
RTE 85.9(1e−5) 86.5(1e−3) 85.4(1e−4) 85.4(1e−3) 85.6(1e−2) 83.0(5e−2)

COPA 87.0(1e−6) 85.0(1e−4) 87.0(2e−4) 87.0(2e−3) 88.0(5e−3) 88.0(5e−2)

OPT-125m OPT-1.3b OPT-13b

Figure 5: Random Masking v.s. Structured Masking. Structured Masking has a degraded and faster decaying performance.
The complete results for Structured Masking can be found in Table 8 and Table 9.

Llama2-7b (Touvron et al., 2023b) as the pretrained model
and conduct the experiments. The results are given in Ta-
ble 4. We find that Compared with the OPT series model,
Llama2 requires a more fine-grained learning rate search.
The results indicate that the efficacy of Random Masking
remains consistent across various pretrained base models,
as long as the learning rate is properly selected.

Masks beyond Uniformly Random. Finally, we delve
into the role of randomness in Random Masking. Randomly
choosing the mask induces uniformity when the parameter
count is large. To investigate its effect, we propose a con-
trary method which we call Structured Masking. Instead of
randomly selecting the mask, Structured Masking chooses
the trainable parameters along the columns of the weight
matrix, as illustrated in 2(d).

The results for structured masking are presented in Fig-
ure 5. Compared with Random Masking, Structured Mask-
ing yields lower performance and exhibits a more rapid
decline in accuracy as the trainable parameter count de-
creases. The performance gain of randomly selecting the
mask indicates that the uniformity induced by randomness
can be important for fine-tuning pretrained LLMs.

5. Theoretical Explanations
In this section, we uncover the interplay between Random
Masking, loss landscape and learning rate by analyzing an

overparameterized linear regression model. Our theoretical
results show that for linear models, Random Masking can
lead to a flatter landscape, a larger stable learning rate, and
a more distant solution in the considered setup.

5.1. Setups

Consider fitting a linear model f(w) = w⊤x on a dataset
{(xi, yi)}1≤i≤n, where xi ∈ Rd is the feature vector
and yi ∈ R is the target. Let X = (x1, · · · ,xn)

⊤
=

(z1, · · · , zd) ∈ Rn×d and y = (y1, · · · , yn) ∈ Rn. We
ignore the bias without loss of generality. Since pretrained
model has a large parameter count, here we consider the
overparameterized setting, i.e., d ≫ n.

To mimic the Random Masking method, we apply a random
masking matrix on the feature vectors. We denote the ran-
dom masking matrix as M := diag(m1, · · · ,md), where
each mi is sampled i.i.d. from Binom(p) and p ∈ [0, 1]
denotes the trainable parameter ratio. We denote w̃ as the
pretrained model weights, and w as the trainable weights in
Random Masking.

We consider minimizing the following ℓ2 loss using gradient
descent with learning rate η > 0:

L(w) =
1

2n
∥y −X(w̃ +Mw)∥2. (1)

Since Xw̃ can be merged into y, we assume without loss
of generality that w̃ = 0. Denote the training trajectory as

7
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{wi}i≥0, where wi+1 = wi − η∇L(wi) and w0 = 0.

We use λi(A) denote the i-th largest eigenvalue of matrix
A. When A = MX⊤XM , we drop the matrix and just
use λi for brevity. Note that the smoothness of L(w) is
1
nλ1.

5.2. Sparse Masking Leads to Small Eigenvalues

We first present the following concentration bound on the
eigenvalues λi of matrix MX⊤XM .
Theorem 5.1. Suppose that each entry of X is in [0, r].
Then for any 0 < δ < 1, with probability at least 1− δ, the
following inequality for λi holds for any i,

|λi − pλi(X
⊤X)| ≤ 2

√
2dn3r4 +

√
2 log( 1δ )

dn2r4

The proofs are all deferred to Appendix A. This theorem
shows that λi concentrates around pλi(X

⊤X), which goes
to zero as the trainable parameter ratio p goes to zero. The-
orem 5.1 also contains a deviation term that scales like
O
(√

d
)

, since we consider the overparameterized setting
where d ≫ n. Note that

E

 ∑
1≤i≤n

λi

 = ETr
(
MX⊤XM

)
= pTr

(
X⊤X

)
= p∥X∥2F = p

∑
1≤i≤n

∑
1≤j≤d

x2
i,j .

Therefore, E (
∑

i λi) scales like Θ(d) ≫ O
(√

d
)

under
some mild conditions on the feature distribution. This in-
dicates that despite having a deviation term, Theorem 5.1
characterizes the sharp concentration of λi in the overpa-
rameterized setup.

5.3. Analysis of Gradient Descent Trajectories

Next, we show that the optimization property of this problem
has a crucial dependency on the spectrum λi of the matrix
MX⊤XM .

The following proposition is standard in optimization litera-
ture, which shows that the maximal stable learning rate is
determined by the largest singular value.
Proposition 5.2. The training trajectory {wi}i≥0 con-
verges for any initialization if and only if η < 2n

λ1
.

Combined with Theorem 5.1, we know that the learning rate
η can be large as the trainable parameter number becomes
smaller.

Denote ŵ as the convergence point of GD, if learning rate
η satisfy the bound in Proposition 5.2. The following propo-
sition gives a lower bound on the norm of ŵ.

Proposition 5.3. Suppose each yi is generated using a
ground truth weight vector w∗ and i.i.d. Gaussian random
noise ϵi with variance σ2, i.e. yi = w∗,⊤xi + ϵi. Suppose
that η < 2n

λ1
. Then the expected norm of ŵ can be bounded

as

E
[
∥ŵ∥2 | M

]
≥
∑

i:λi>0

σ2

λi
, (2)

where the expectation is taken over the randomness of noise
ϵi, 1 ≤ i ≤ n.

This proposition together with Theorem 5.1 shows that as
the trainable parameter ratio p gets smaller, gradient descent
will converge to a more distant solution, which aligns with
our empirical findings. Note that w∗ can encompass the
pretrained weights w̃.

6. Conclusions and Discussions
This paper shows that a randomly masked LLM can be suc-
cessfully fine-tuned on standard NLP benchmarks, as long
as the learning rate is properly set. Our experiments show
that Random Masking achieves comparable performance
with other PEFT algorithms, despite having a simple algo-
rithm design and a reduced amount of trainable parameters.
We investigate its mechanism both empirically and theo-
retically, and demonstrate that the large expressive power
of pretrained models and a benign loss landscape are the
underlying factors for its success. Overall, our findings il-
luminate the under-explored potential of pretrained models
and suggest that PEFT can stay effective with much fewer
trainable parameters and simpler algorithmic designs.

Our research suggests several promising directions for fu-
ture exploration.

Firstly, while Random Masking has demonstrated success, it
should not be regarded as a state-of-the-art PEFT algorithm,
but rather as a tool to reveal the huge expressiveness of
pretrained models. Consequently, Random Masking may
encounter challenges with complex fine-tuning tasks that
requires larger expressive power. We leave this for future
investigations.

Secondly, our results show that pretraining and fine-tuning
may require different optimization algorithms. The different
task difficulty and loss landscape property in these two
phases suggest a need for novel optimization algorithms
specifically tailored for fine-tuning smaller-scale modules
on large-scale pretrained models.

Thirdly, Random Masking has a deep connection to neural
network pruning, and we anticipate its success in fine-tuning
LLMs will catalyze further research in this related field.
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Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none of which we feel must be
specifically highlighted here.
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Appendix

A. Proofs
A.1. Proof for Proposition 5.2

Proof. This proposition is a standard result from convex optimization, and we include the proof here for completeness. First
we prove by induction that the optimization trajectory {wt} has the following closed form:

wt =
(
I − η

n
MX⊤XM

)t (
w0 − (XM)†y

)
+ (XM)†y, (3)

where (XM)† denotes the pseudo-inverse of matrix XM . Equation 3 holds for t = 0. Suppose it holds for t = k, then for
t = k + 1, we have

wt+1 = wt − η∇L(wt)

= wt −
η

n

(
MX⊤XMwt −MX⊤y

)
=
(
I − η

n
MX⊤XM

)[(
I − η

n
MX⊤XM

)t (
w0 − (XM)†y

)
+ (XM)†y

]
− η

n
MX⊤y

=
(
I − η

n
MX⊤XM

)t+1 (
w0 − (XM)†y

)
+ (XM)†y,

which completes the proof for Equation 3.

Recall that λ1 is the largest eigenvalue of MX⊤XM . If η < 2n
λ1

, then
∥∥∥∥(I − η

nMX⊤XM
)t+1

∥∥∥∥
2

< 1, and therefore

wt converges to (XM)†y.

On the other hand, if η ≥ 2n
λ1

, then we can denote v1 as the eigen-vector corresponding to λ1, and choose w0 = (XM)†y+v.
In this case,

wt = (1− η

n
λ1)

t+1v1 + (XM)†y,

which does not converge.

A.2. Proof for Proposition 5.3

Proof. Let ε = (ε1, · · · , εn). From the proof of Proposition 5.2, we know that

ŵ = (XM)†y = (XM)† (Xw∗ + ε) .

Therefore,

E ∥ŵ∥2 = E
[
(Xw∗ + ε)

⊤
(XM)†,⊤(XM)† (Xw∗ + ε)

]
= E

[
ε⊤(XM)†,⊤(XM)†ε

]
+ (Xw∗)

⊤
(XM)†,⊤(XM)† (Xw∗)

≥ E
[
ε⊤(XM)†,⊤(XM)†ε

]
= Tr

[
(XM)†,⊤(XM)†E

(
εε⊤

)]
= σ2Tr

[
(XM)†,⊤(XM)†

]
= σ2Tr

[
(MX⊤XM)†

]
=
∑

i:λi>0

σ2

λi
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A.3. Proof for Theorem 5.1

We first prove the following lemma.
Lemma A.1. Let Q = XMX⊤ − pXX⊤. For any u ∈ Rn, the moment generating function of ⟨u,Qu⟩ can be bounded
as

E exp (t ⟨u,Qu⟩) ≤ exp

(
d∑

i=1

t2(z⊤
i u)

4

8

)
≤ exp

(
dn2r4∥u∥4t2

8

)

Proof. By the independence of each mi, we can simplify the moment generating function as

E exp (t ⟨u,Qu⟩) = E exp

(
t

d∑
i=1

〈
u, (mi − p)ziz

⊤
i u
〉)

= E exp

(
t

d∑
i=1

(mi − p)
(
z⊤
i u
)2)

= Πd
i=1E exp

(
t(mi − p)

(
z⊤
i u
)2)

Note that (mi − p)
(
z⊤
i u
)2

as zero mean and is bounded in
[
−p
(
z⊤
i u
)2

, (1− p)
(
z⊤
i u
)2]

. According to Example 2.4

in Wainwright (2019), the random variable is sub-Gaussian with parameter 1
2

[
(1− p)

(
z⊤
i u
)2

+ p
(
z⊤
i u
)2]

= 1
2

(
z⊤
i u
)2

.
This implies that

E exp
(
t(mi − p)

(
z⊤
i u
)2) ≤ exp

(
t2(z⊤

i u)
4

8

)
,

which proves the first inequality of this lemma. The second inequality is immediate by Cauchy-Schwarz inequality and the
assumption that the entries of zi are bounded by r.

Next we prove Theorem 5.1.

Proof. From the discretization argument in the proof of Theorem 6.5 in Wainwright (2019), we know that there exists
N ≤ 17n, and unit vectors v1, · · · ,vN ∈ Sn−1, such that

∥Q∥2 ≤ 2 max
1≤j≤N

| ⟨vj ,Qvj⟩ |.

Therefore, the moment generating function of ∥Q∥2 can be bounded as

E [exp (λ∥Q∥2)] ≤ E
[
exp

(
2λ max

1≤j≤N
| ⟨vj ,Qvj⟩ |

)]
≤

N∑
j=1

{E [exp (2λ ⟨vj ,Qvj⟩)] + E [exp (−2λ ⟨vj ,Qvj⟩)]}

According to Lemma A.1, it can be further bounded as

E [exp (λ∥Q∥2)] ≤ 2N exp

(
dn2r4λ2

2

)
≤ exp

(
4n+

dn2r4λ2

2

)
,

where in the last inequality we use the fact that 2× 17n ≤ exp(4n) for n ≥ 1.

The bound on moment generating function implies that for any t, λ > 0,

Pr (∥Q∥2 > t) ≤ Pr (exp(λ∥Q∥2) ≥ exp(λt))

≤ E exp (λ∥Q∥2)
exp(λt)

≤ exp

(
4n+

dn2r4λ2

2
− λt

)
.
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Taking λ = t
dn2r4 , we get

Pr (∥Q∥2 > t) ≤ exp

(
4n− t2

2dn2r4

)
.

Replace t with t+ 2
√
2dn3r4, we have

Pr
(
∥Q∥2 > t+ 2

√
2dn3r4

)
≤ exp

(
− t2

2dn2r4

)
.

Therefore, for any 0 < δ < 1, we know that with probability at least 1− δ, we have

∥Q∥2 ≤ 2
√
2dn3r4 +

√
2 log(1δ )

dn2r4
.

This inequality together with Weyl’s theorem (e.g., see Equation 1.54 in Tao (2023)) implies that

|λi − pλi(X
⊤X)| = |λi(XMX⊤)− λi(pXX⊤)| ≤ ∥Q∥2 ≤ 2

√
2dn3r4 +

√
2 log(1δ )

dn2r4

B. Additional Experiment Results
B.1. Details of Random Masking Experiments

Details of Datasets. The SuperGLUE benchmark consists 8 natural language understanding tasks, including BoolQ (Clark
et al., 2019), CB (De Marneffe et al., 2019), COPA (Roemmele et al., 2011), MultiRC (Khashabi et al., 2018),
ReCoRD (Zhang et al., 2018), RTE (Dagan et al., 2005; Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009),
WiC (Pilehvar & Camacho-Collados, 2018), WSC (Levesque et al., 2012). We also include SST-2 dataset (Socher et al.,
2013) and two language generation tasks SQuAD (Rajpurkar et al., 2016) and DROP (Dua et al., 2019).

Training Procedures. We choose the AdamW optimizer with β1 = 0.9, β2 = 0.999, ε = 1e−8. We perform a grid
search of learning rate from {1e−1, 1e−2, 1e−3, 1e−4, 1e−5, 1e−6}. We follow the practice of Malladi et al. (2023a)
and Dettmers et al. (2023), and use a constant learning rate schedule. The number of training epochs is set to 5. The batch
size is set to 8 per GPU. We run each experiment three times and report the average metrics.

Details for Additional Baselines. We run experiments on additional baselines including Adapter, Prefix-Tuning, BitFit
and AdaLoRA. For Adapter, we use the original design of adapters in Houlsby et al. (2019) and set the bottleneck width to 8.
For Prefix-Tuning, we set the number of virtual tokens to 5 and initialize the prefix with the activations of real words. We
choose r = 8 and α = 16 for AdaLoRA, and apply it only to the query and value matrix in each attention layer. BitFit is
applied to all the bias vectors in the network.

B.2. Details for Experiments in the Vision Domain

We choose ViT-B/16(Radford et al., 2021) as the pretrained model, and perform image classification tasks by fine-tuning
on the following 5 datasets: CIFAR10 (Krizhevsky et al., 2009), GTSRB (Stallkamp et al., 2011), MNIST (LeCun &
Cortes, 2005), SVHN (Netzer et al., 2011), RESISC45 (Cheng et al., 2017). We follow the setup of Ilharco et al. (2022)
and Ortiz-Jimenez et al. (2024), which fix the classification head for each task. The model is fine-tuned for 2000 steps
with a batch size of 128. We choose The AdamW optimizer with β1 = 0.9, β2 = 0.999, ε = 1e−8 and weight decay of
0.1. The learning rate is searched from {1e−1, 1e−2, 1e−3, 1e−4, 1e−5, 1e−6}. We use cosine annealing learning rate
schedule with 200 warm-up steps. To show the robustness of Random Masking to the selection of target modules, we apply
Random Masking to the MLP layers, rather than the attention layers in NLP tasks. The trainable parameter ratio for Random
Masking is selected from {1%, 0.1%, 0.01%}. We choose full-parameter tuning and LoRA as baselines. We apply LoRA to
the MLP layers, with r = 8 and α = 16.
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B.3. Complete Experiment Results for Random Masking

We provide the complete random masking experiment results with different trainable parameter ratio in Table 5. The optimal
learning rates of Random Masking and baselines are provided in Table 6 and Table 7. The plot for Random Masking
with different learning rates are provided in Figure 6, 7 and 8. The analog of Figure 4 on different datasets are given in
Figure 9, 10 and 11. The complete results of Structured Masking are provided in Table 8 and Table 9.
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Table 5: Random Masking achieves comparable test accuracy with fewer trainable parameters (complete results).
This table displays the test performance of different methods. Here, FT stands for full parameter fine-tuning, Prefix stands
for Prefix-Tuning, Masking stands for Random Masking. Params stands for the trainable parameter ratio, which is the
number of trainable parameters divided by the total parameter count of the original pretrained models.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP Avg
FT 100% 88.1 63.5 63.5 60.3 81.0 62.9 64.7 66.0 50.8 62.4 22.8 62.36

Adapter 0.265% 86.0 62.3 63.5 60.4 69.0 62.7 65.0 68.0 51.3 61.5 21.9 61.07
LoRA 0.235% 86.5 59.9 63.5 59.6 82.1 63.6 64.2 67.3 51.2 62.9 21.6 62.04

AdaLoRA 0.235% 87.7 62.3 63.5 59.1 69.6 63.2 63.5 69.3 51.2 63.4 24.2 61.57
Prefix 0.074% 88.1 58.5 63.5 58.0 69.6 63.9 62.2 64.7 50.6 59.7 20.1 59.91
BitFit 0.066% 86.5 60.0 63.5 59.8 70.8 62.7 64.7 69.7 51.0 59.9 21.6 60.93

Masking 10% 87.3 63.7 63.5 60.8 89.9 64.2 63.4 67.0 51.3 62.3 22.9 63.29
OPT-125m Masking 5% 87.0 65.7 63.5 60.7 78.6 63.7 63.5 67.0 51.4 63.3 22.7 62.46

Masking 1% 87.6 62.1 63.1 60.2 81.5 63.9 64.8 67.0 51.4 62.3 23.3 62.47
Masking 0.5% 87.0 64.4 63.5 60.8 84.5 63.7 65.6 67.0 51.3 62.0 22.7 62.95
Masking 0.1% 87.3 60.8 62.2 60.2 82.7 63.6 63.1 67.3 51.3 61.6 22.6 62.06
Masking 0.05% 86.9 61.6 63.5 60.8 84.5 63.7 62.6 66.7 51.3 59.6 21.9 62.09
Masking 0.01% 86.1 59.1 63.5 60.3 73.8 62.9 63.4 68.3 51.4 55.7 22.1 60.59
Masking 0.005% 86.9 57.9 64.4 59.5 74.4 63.8 58.5 67.0 51.5 53.1 19.2 59.64
Masking 0.001% 84.7 56.1 60.3 55.8 70.8 61.6 59.5 69.3 51.2 41.9 16.1 57.03

FT 100% 93.7 70.5 63.1 62.7 85.7 69.5 67.6 76.7 71.8 81.2 29.3 70.16
Adapter 0.134% 93.3 73.5 62.5 60.9 89.9 70.1 69.1 75.0 71.6 81.8 31.0 70.79
LoRA 0.120% 93.4 72.6 63.5 65.5 78.6 71.4 69.9 81.0 71.2 82.1 29.9 70.81

AdaLoRA 0.120% 93.9 74.1 62.2 61.8 79.2 71.0 67.6 76.0 71.0 81.1 31.2 69.91
Prefix 0.037% 93.2 75.1 59.3 62.0 77.4 73.3 68.6 80.0 70.8 80.9 30.0 70.06
BitFit 0.034% 93.0 72.0 63.5 62.9 86.9 71.7 67.9 76.7 71.8 82.0 29.2 70.69

Masking 10% 93.4 72.6 63.5 66.2 91.1 73.2 68.7 76.0 71.4 82.0 30.4 71.67
OPT-1.3b Masking 5% 93.8 71.0 63.5 63.2 88.1 71.7 68.3 76.3 71.9 81.5 28.9 70.73

Masking 1% 93.5 70.5 63.5 64.8 89.9 71.9 69.3 75.7 71.5 82.4 31.2 71.29
Masking 0.5% 93.7 70.2 63.5 61.1 89.3 71.9 68.1 76.3 71.8 81.7 29.3 70.63
Masking 0.1% 93.3 72.7 63.8 62.3 89.9 71.5 68.3 75.3 71.7 81.1 29.7 70.88
Masking 0.05% 93.3 73.9 63.1 63.4 86.3 71.3 69.0 76.3 72.0 81.4 30.9 71.00
Masking 0.01% 92.6 70.0 63.5 62.7 82.1 71.5 68.8 77.7 71.5 81.4 31.9 70.34
Masking 0.005% 92.6 70.9 63.5 59.4 81.5 70.3 68.8 76.0 72.0 80.7 28.7 69.49
Masking 0.001% 92.7 65.0 63.5 60.4 74.4 67.1 59.0 74.3 71.0 77.6 28.5 66.68

FT 100% 94.9 81.1 62.5 65.4 81.0 79.8 76.1 89.3 81.3 87.3 35.3 75.82
Adapter 0.057% 95.3 83.6 58.3 68.2 91.1 80.6 69.0 88.3 80.9 88.0 34.8 76.19
LoRA 0.051% 95.0 83.8 63.5 65.2 79.8 81.3 73.2 88.0 81.4 88.6 34.7 75.86

AdaLoRA 0.051% 95.0 84.5 63.5 67.3 81.0 81.7 70.7 89.0 81.7 87.5 37.9 76.35
Prefix 0.016% 94.5 82.8 61.9 66.0 85.7 81.4 73.7 89.3 81.9 87.4 34.5 76.28
BitFit 0.014% 95.1 82.9 63.5 64.9 91.7 80.3 74.9 87.0 80.9 88.2 33.9 76.66

Masking 10% 95.3 81.3 62.8 66.8 89.3 79.2 73.3 89.0 81.6 88.4 35.3 76.57
OPT-13b Masking 5% 94.9 81.5 63.5 67.5 76.2 81.1 72.1 88.7 81.5 88.7 34.7 75.49

Masking 1% 95.0 81.2 62.8 66.3 85.1 78.7 72.2 89.0 81.6 88.2 34.9 75.91
Masking 0.5% 95.1 81.2 64.7 66.7 83.3 80.6 71.7 88.3 81.6 87.4 34.8 75.95
Masking 0.1% 95.1 80.6 59.6 65.5 84.5 79.6 75.8 89.3 81.6 88.1 34.4 75.83
Masking 0.05% 95.0 81.1 63.1 66.5 81.5 80.7 70.1 87.7 81.5 87.8 34.7 75.43
Masking 0.01% 94.8 82.7 59.9 66.0 88.7 79.7 73.4 87.0 81.6 87.6 35.3 76.06
Masking 0.005% 95.1 82.9 63.8 66.4 85.1 80.4 72.5 87.7 81.5 87.3 35.2 76.17
Masking 0.001% 95.1 80.1 60.6 65.4 85.7 78.7 73.2 87.7 81.6 86.0 32.6 75.15
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Table 6: The optimal learning rate of Random Masking, which are obtained via grid search in
{1e−1, 1e−2, 1e−3, 1e−4, 1e−5, 1e−6}. Here, Masking stands for Random Masking. This table shows that the op-
timal learning rate has a negative relationship with the number of trainable parameters.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP
10% 1e−5 1e−4 1e−2 1e−5 1e−4 1e−5 1e−5 1e−6 1e−6 1e−5 1e−5
5% 1e−5 1e−4 1e−2 1e−5 1e−4 1e−5 1e−4 1e−6 1e−5 1e−4 1e−4
1% 1e−4 1e−3 1e−1 1e−4 1e−4 1e−3 1e−4 1e−5 1e−5 1e−4 1e−4

0.5% 1e−4 1e−3 1e−1 1e−4 1e−3 1e−4 1e−3 1e−5 1e−5 1e−4 1e−3
OPT-125m Masking 0.1% 1e−3 1e−3 1e−2 1e−3 1e−2 1e−3 1e−3 1e−4 1e−4 1e−3 1e−3

0.05% 1e−3 1e−3 1e−1 1e−3 1e−2 1e−2 1e−3 1e−3 1e−5 1e−3 1e−3
0.01% 1e−2 1e−2 1e−2 1e−2 1e−1 1e−3 1e−2 1e−3 1e−3 1e−2 1e−2

0.005% 1e−2 1e−2 1e−1 1e−2 1e−1 1e−2 1e−2 1e−2 1e−4 1e−2 1e−2
0.001% 1e−1 1e−1 1e−1 1e−1 1e−2 1e−2 1e−1 1e−2 1e−6 1e−1 1e−1

10% 1e−6 1e−5 1e−2 1e−5 1e−5 1e−5 1e−5 1e−5 1e−6 1e−5 1e−5
5% 1e−5 1e−5 1e−2 1e−5 1e−4 1e−5 1e−5 1e−5 1e−5 1e−5 1e−5
1% 1e−5 1e−4 1e−1 1e−4 1e−4 1e−5 1e−4 1e−4 1e−5 1e−4 1e−4

0.5% 1e−4 1e−4 1e−1 1e−4 1e−3 1e−5 1e−4 1e−3 1e−4 1e−4 1e−3
OPT-1.3b Masking 0.1% 1e−4 1e−3 1e−3 1e−4 1e−3 1e−4 1e−3 1e−2 1e−4 1e−3 1e−3

0.05% 1e−3 1e−3 1e−1 1e−3 1e−2 1e−3 1e−3 1e−3 1e−3 1e−3 1e−3
0.01% 1e−2 1e−2 1e−1 1e−2 1e−2 1e−2 1e−2 1e−2 1e−3 1e−2 1e−2

0.005% 1e−2 1e−2 1e−1 1e−2 1e−2 1e−2 1e−2 1e−2 1e−3 1e−2 1e−2
0.001% 1e−2 1e−2 1e−1 1e−2 1e−1 1e−2 1e−2 1e−1 1e−2 1e−2 1e−1

10% 1e−5 1e−5 1e−4 1e−5 1e−5 1e−6 1e−5 1e−5 1e−6 1e−5 1e−5
5% 1e−5 1e−5 1e−2 1e−5 1e−5 1e−5 1e−5 1e−5 1e−5 1e−5 1e−5
1% 1e−4 1e−4 1e−2 1e−4 1e−4 1e−5 1e−4 1e−4 1e−6 1e−4 1e−4

0.5% 1e−4 1e−4 1e−5 1e−4 1e−4 1e−4 1e−4 1e−3 1e−5 1e−4 1e−4
OPT-13b Masking 0.1% 1e−3 1e−3 1e−4 1e−3 1e−3 1e−3 1e−3 1e−3 1e−5 1e−3 1e−3

0.05% 1e−3 1e−3 1e−4 1e−3 1e−3 1e−3 1e−3 1e−3 1e−5 1e−3 1e−3
0.01% 1e−2 1e−2 1e−3 1e−2 1e−2 1e−2 1e−2 1e−2 1e−4 1e−2 1e−2

0.005% 1e−2 1e−2 1e−3 1e−2 1e−2 1e−2 1e−2 1e−2 1e−4 1e−2 1e−2
0.001% 1e−1 1e−1 1e−2 1e−1 1e−1 1e−1 1e−1 1e−1 1e−2 1e−1 1e−1
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Table 7: The optimal learning rate of baselines, which are obtained via grid search in {1e−1, 1e−2, 1e−3, 1e−4, 1e−5,
1e−6}. Here, FT stands for full parameter fine-tuning, Prefix stands for Prefix-Tuning.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP
FT 100% 1e−5 1e−5 1e−3 1e−6 1e−5 1e−6 1e−5 1e−6 1e−6 1e−5 1e−5

Adapter 0.265% 1e−4 1e−4 1e−1 1e−4 1e−5 1e−3 1e−4 1e−5 1e−5 1e−4 1e−4
OPT-125m LoRA 0.235% 1e−5 1e−4 1e−2 1e−4 1e−3 1e−4 1e−4 1e−4 1e−6 1e−4 1e−3

AdaLoRA 0.235% 1e−3 1e−3 1e−2 1e−3 1e−3 1e−3 1e−3 1e−4 1e−4 1e−3 1e−3
Prefix 0.074% 1e−2 1e−3 1e−2 1e−3 1e−2 1e−3 1e−2 1e−2 1e−4 1e−2 1e−4
BitFit 0.066% 1e−4 1e−4 1e−2 1e−4 1e−5 1e−3 1e−4 1e−5 1e−5 1e−4 1e−4

FT 100% 1e−6 1e−6 1e−6 1e−6 1e−5 1e−6 1e−5 1e−6 1e−6 1e−6 1e−6
Adapter 0.134% 1e−5 1e−4 1e−2 1e−4 1e−3 1e−4 1e−4 1e−4 1e−5 1e−4 1e−4

OPT-1.3b LoRA 0.120% 1e−5 1e−4 1e−3 1e−4 1e−3 1e−4 1e−4 1e−3 1e−5 1e−4 1e−4
AdaLoRA 0.120% 1e−4 1e−3 1e−2 1e−3 1e−3 1e−3 1e−3 1e−4 1e−4 1e−4 1e−3

Prefix 0.037% 1e−2 1e−2 1e−2 1e−3 1e−2 1e−2 1e−2 1e−3 1e−4 1e−3 1e−2
BitFit 0.034% 1e−4 1e−4 1e−2 1e−4 1e−3 1e−4 1e−4 1e−4 1e−5 1e−4 1e−3

FT 100% 1e−6 1e−5 1e−5 1e−5 1e−5 1e−6 1e−5 1e−6 1e−6 1e−6 1e−6
Adapter 0.057% 1e−4 1e−3 1e−4 1e−4 1e−3 1e−4 1e−3 1e−4 1e−5 1e−4 1e−4

OPT-13b LoRA 0.051% 1e−4 1e−3 1e−3 1e−4 1e−4 1e−4 1e−3 1e−4 1e−5 1e−4 1e−4
AdaLoRA 0.051% 1e−3 1e−3 1e−2 1e−3 1e−3 1e−3 1e−3 1e−3 1e−4 1e−3 1e−3

Prefix 0.016% 1e−3 1e−3 1e−2 1e−3 1e−2 1e−3 1e−3 1e−3 1e−4 1e−3 1e−3
BitFit 0.014% 1e−4 1e−3 1e−1 1e−3 1e−3 1e−3 1e−3 1e−4 1e−4 1e−3 1e−3

Table 8: The complete results of Structured Masking, with trainable parameter ratio from 0.1 to 0.00001. Here,
Masking(S) stands for Structured Masking.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP Avg
10% 87.2 61.0 63.5 60.6 87.5 63.4 63.1 67.0 51.3 64.4 22.9 62.90
5% 86.7 63.1 63.5 59.8 84.5 63.2 64.3 68.0 51.4 63.8 22.4 62.79
1% 87.2 63.4 63.5 58.6 80.4 63.1 63.3 67.7 51.3 63.6 22.2 62.21

0.5% 87.7 63.4 63.5 59.8 76.2 62.6 63.2 67.0 51.2 63.2 23.2 61.91
OPT-125m Masking(S) 0.1% 87.2 59.4 63.5 59.1 75.0 62.6 62.9 68.7 51.3 62.3 21.7 61.24

0.05% 86.3 58.5 62.5 60.9 73.8 62.5 60.4 68.3 51.4 61.3 20.7 60.60
0.01% 83.3 57.2 62.2 55.3 67.9 61.2 60.2 65.0 51.4 55.7 20.6 58.16

0.005% 83.7 57.9 58.3 56.5 67.3 60.2 59.7 66.0 51.4 54.7 20.4 57.83
0.001% 79.0 53.9 59.6 54.2 67.9 60.4 56.8 67.0 51.2 41.1 16.7 55.25

10% 93.4 71.5 63.5 61.9 82.7 73.0 68.8 76.7 71.8 82.2 30.3 70.52
5% 93.5 73.0 63.5 63.9 89.3 71.4 68.6 75.7 72.0 81.9 29.6 71.14
1% 93.2 69.6 63.5 63.7 83.3 70.3 70.0 76.3 72.5 82.1 29.6 70.38

0.5% 93.3 72.9 63.1 63.1 82.7 69.8 67.0 76.7 71.8 81.7 30.5 70.24
OPT-1.3b Masking(S) 0.1% 93.3 69.6 63.5 64.6 71.4 69.0 68.7 75.0 71.2 82.3 29.2 68.87

0.05% 93.6 72.6 63.5 62.4 81.0 71.4 67.5 76.0 70.8 82.0 29.0 69.97
0.01% 93.5 71.8 62.8 58.4 69.0 66.6 64.5 74.3 71.4 81.0 30.0 67.59

0.005% 92.9 69.3 62.2 60.9 63.7 67.7 61.5 75.3 71.4 79.8 28.8 66.66
0.001% 93.0 68.8 60.9 59.3 69.6 63.7 58.2 73.7 71.4 78.9 27.3 65.90

10% 94.8 83.5 63.5 63.5 73.2 76.3 73.8 90.0 81.2 87.9 35.8 74.87
5% 95.7 81.2 63.5 66.5 78.6 80.4 73.8 89.0 81.9 88.6 34.3 75.76
1% 94.8 81.2 63.5 62.5 73.2 80.5 74.8 89.0 81.4 87.3 34.3 74.77

0.5% 95.1 81.1 63.5 67.6 75.0 79.4 73.7 90.0 81.5 88.2 35.3 75.48
OPT-13b Masking(S) 0.1% 94.9 81.1 63.5 63.2 73.2 79.7 74.3 89.0 81.4 88.0 35.7 74.90

0.05% 94.0 81.6 63.5 66.0 75.0 78.8 69.5 86.0 81.5 88.4 35.1 74.49
0.01% 95.2 81.8 61.5 62.4 73.2 74.1 72.6 87.0 81.7 88.2 33.3 73.73

0.005% 93.9 79.3 60.6 66.3 71.4 65.7 71.1 87.0 81.8 87.8 33.5 72.58
0.001% 93.2 80.7 62.5 61.3 69.6 67.4 62.5 85.0 82.2 87.6 34.2 71.47
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RTE, OPT-125m RTE, OPT-1.3b RTE, OPT-13b

WSC, OPT-125m WSC, OPT-1.3b WSC, OPT-13b

WiC, OPT-125m WiC, OPT-1.3b WiC, OPT-13b

CB, OPT-125m CB, OPT-1.3b CB, OPT-13b

Figure 6: The accuracy of Random Masking with different learning rates (part I). The x-axis is the percentage of
trainable parameters, ranging from {10%, 5%, 1%, 0.5%, 0.1%, 0.05%, 0.01%, 0.005%, 0.001%}. From top to bottom:
RTE, WSC, WiC, CB. From left to right: OPT-125m, OPT-1.3b, OPT-13b. The figures show that for Random Masking,
smaller trainable parameter ratio requires larger learning rate.
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BoolQ, OPT-125m BoolQ, OPT-1.3b BoolQ, OPT-13b

MultiRC, OPT-125m MultiRC, OPT-1.3b MultiRC, OPT-13b

COPA, OPT-125m COPA, OPT-1.3b COPA, OPT-13b

ReCoRD, OPT-125m ReCoRD, OPT-1.3b ReCoRD, OPT-13b

Figure 7: The accuracy of Random Masking with different learning rates (part II). The x-axis is the percentage of
trainable parameters, ranging from {10%, 5%, 1%, 0.5%, 0.1%, 0.05%, 0.01%, 0.005%, 0.001%}. From top to bottom:
BoolQ, MultiRC, Copa, ReCoRD. From left to right: OPT-125m, OPT-1.3b, OPT-13b. The figures show that for Random
Masking, smaller trainable parameter ratio requires larger learning rate.
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SQuAD, OPT-125m SQuAD, OPT-1.3b SQuAD, OPT-13b

DROP, OPT-125m DROP, OPT-1.3b DROP, OPT-13b

Figure 8: The accuracy of Random Masking with different learning rates (part III). The x-axis is the percentage of
trainable parameters, ranging from {10%, 5%, 1%, 0.5%, 0.1%, 0.05%, 0.01%, 0.005%, 0.001%}. From top to bottom:
SQuAD, DROP. From left to right: OPT-125m, OPT-1.3b, OPT-13b. The figures show that for Random Masking, smaller
trainable parameter ratio requires larger learning rate.

RTE COPA WiC

Figure 9: Smaller trainable parameter ratio induces smaller hessian ℓ2 norm . These figures are analogs of Figure 4(a)
on datasets RTE, COPA, WiC.
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Table 9: The optimal learning rate of Structured Masking, which are obtained via grid search in
{1e−1, 1e−2, 1e−3, 1e−4, 1e−5, 1e−6}. Here, Masking(S) stands for Structured Masking. This table shows that similar
to Random Masking, the optimal learning rate for Structured Masking also has a negative relationship with the number of
trainable parameters.

Model Method Params SST-2 RTE WSC WiC CB BoolQ MultiRC COPA ReCoRD SQuAD DROP
10% 1e−5 1e−5 1e−2 1e−5 1e−4 1e−3 1e−5 1e−6 1e−6 1e−5 1e−5
5% 1e−5 1e−4 1e−1 1e−5 1e−4 1e−4 1e−4 1e−5 1e−6 1e−4 1e−4
1% 1e−4 1e−4 1e−1 1e−4 1e−3 1e−4 1e−4 1e−5 1e−5 1e−4 1e−4

0.5% 1e−4 1e−4 1e−1 1e−3 1e−3 1e−1 1e−4 1e−5 1e−6 1e−4 1e−3
OPT-125m Masking 0.1% 1e−3 1e−3 1e−1 1e−3 1e−2 1e−1 1e−3 1e−4 1e−4 1e−3 1e−3

0.05% 1e−3 1e−3 1e−2 1e−3 1e−2 1e−2 1e−3 1e−4 1e−4 1e−3 1e−3
0.01% 1e−2 1e−3 1e−2 1e−2 1e−2 1e−2 1e−2 1e−3 1e−3 1e−2 1e−2

0.005% 1e−2 1e−2 1e−2 1e−2 1e−2 1e−2 1e−2 1e−3 1e−2 1e−2 1e−2
0.001% 1e−2 1e−2 1e−1 1e−2 1e−1 1e−1 1e−2 1e−1 1e−6 1e−1 1e−1

10% 1e−6 1e−5 1e−3 1e−6 1e−4 1e−5 1e−5 1e−5 1e−6 1e−5 1e−5
5% 1e−5 1e−5 1e−3 1e−5 1e−4 1e−5 1e−5 1e−4 1e−5 1e−5 1e−5
1% 1e−4 1e−4 1e−1 1e−4 1e−3 1e−4 1e−4 1e−4 1e−4 1e−4 1e−4

0.5% 1e−4 1e−4 1e−4 1e−4 1e−3 1e−4 1e−4 1e−4 1e−4 1e−4 1e−4
OPT-1.3b Masking 0.1% 1e−4 1e−3 1e−3 1e−3 1e−3 1e−3 1e−3 1e−3 1e−3 1e−4 1e−4

0.05% 1e−4 1e−3 1e−1 1e−3 1e−2 1e−3 1e−3 1e−3 1e−3 1e−4 1e−3
0.01% 1e−3 1e−3 1e−2 1e−3 1e−3 1e−2 1e−2 1e−3 1e−3 1e−3 1e−3

0.005% 1e−3 1e−2 1e−2 1e−2 1e−2 1e−2 1e−2 1e−2 1e−3 1e−2 1e−3
0.001% 1e−2 1e−2 1e−1 1e−2 1e−1 1e−2 1e−2 1e−1 1e−3 1e−2 1e−2

10% 1e−5 1e−5 1e−5 1e−5 1e−6 1e−5 1e−5 1e−5 1e−6 1e−6 1e−5
5% 1e−5 1e−5 1e−4 1e−5 1e−4 1e−5 1e−5 1e−5 1e−6 1e−5 1e−5
1% 1e−4 1e−4 1e−4 1e−4 1e−5 1e−3 1e−4 1e−4 1e−5 1e−4 1e−4

0.5% 1e−4 1e−4 1e−3 1e−4 1e−3 1e−4 1e−4 1e−4 1e−6 1e−4 1e−3
OPT-13b Masking 0.1% 1e−3 1e−3 1e−1 1e−3 1e−4 1e−3 1e−3 1e−2 1e−5 1e−3 1e−3

0.05% 1e−3 1e−3 1e−1 1e−3 1e−2 1e−3 1e−3 1e−2 1e−4 1e−3 1e−3
0.01% 1e−3 1e−3 1e−3 1e−3 1e−2 1e−3 1e−2 1e−2 1e−4 1e−3 1e−3

0.005% 1e−2 1e−2 1e−3 1e−2 1e−2 1e−2 1e−2 1e−2 1e−4 1e−2 1e−3
0.001% 1e−2 1e−2 1e−1 1e−2 1e−2 1e−2 1e−1 1e−2 1e−3 1e−2 1e−2

RTE, OPT-125m RTE, OPT-1.3b RTE, OPT-13b

Figure 10: Longer training steps compensate small learning rate. These figures are analogs of Figure 4(b), with different
learning rates and model sizes.
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RTE COPA WiC

Figure 11: Smaller trainable parameter ratio gives more distant solutions. These figures are analogs of Figure 4(c) on
datasets RTE, COPA, WiC.

24


