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Abstract

As automated decision-making advances, many governments
have adopted Al ethics guidelines that endorse a “right to
human decision” mandating that important decisions made
by AI algorithms (i.e. housing loan eligibility, judicial rul-
ings) are subject to review by human decision-makers with
final decision-making authority. The African Union, Canada,
China, European Union, India, United Arab Emirates, United
States, Uruguay, and political entities with jurisdiction over
most of the world’s population have all endorsed a right to
human decision, even though their proposals have received
relatively little public attention. There has yet to be a sys-
tematic analysis of proposals for a right to human decision.
This paper examines the major proposed forms of the right to
human decision: a right to contest decisions made by Al to a
human reviewer, the right to opt out from Al decision-making
in favor of a human decision-maker, and the right to exclude
machines entirely from particular kinds of decisions. I exam-
ine key arguments for and against a right to human decision. I
argue that several practical challenges must be addressed be-
fore this proposed right is implemented. For instance, the dis-
tinction between a “human” and “Al” decision is not always
clear and the advent of hybrid human-AlI decision makers will
only blur that line.

1 Introduction

As Al becomes increasingly embedded in decision-making
throughout society, many policymakers are calling for a
right to human decision, where individuals can withdraw
from or appeal Al decision-making to be evaluated by a
human decision-maker. Nations and international organiza-
tions with jurisdiction over most of the world’s population
have endorsed some form of the right to human decision
in their Al ethics policy-making, even though the right to
human decision has received relatively minimal public at-
tention. In 2014, the African Union Convention on Cyber
Security and Personal Data Protection declared that humans
have a right to not be subject to decisions that are “based
solely on automated processing of data intended to evalu-
ate certain personal aspects” (African Union 2014; Shany
2023). In 2021, the Chinese Ministry of Science and Tech-
nology released national Al guidelines that call for humans
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to “have fully autonomous decision-making rights and that
they have the right to accept or reject Al-provided services,
the right to withdraw from Al interactions at any time, and
the right to terminate Al system operations at any time”
(Center for Security and Emerging Technology 2021; Chi-
nese Ministry of Science and Technology 2021; Houweling
2021). In 2022, the US White House released a non-binding
“Blueprint for an Al Bill of Rights” that called for a right to
opt out from automated decision-making and “have access
to a person who can quickly consider and remedy problems
you encounter” (The White House 2022). Since 2018, Arti-
cle 22 of the European Union’s GDPR has established a right
for individuals to “not be subject to a decision based solely
on automated processing,” although the legal implications
of this right are currently being worked out in the European
courts (European Union 2016; Binns and Veale 2021; Court
of Justice of the European Union 2023).

Although data-driven algorithms have been used to make
decisions for decades, Al decision-making represents a new
challenge because Al decision-making is not fully explain-
able and often involves autonomous agents. As Al methods
evolve, proposals for human oversight have become more
common. Governments have endorsed a right to human de-
cision in part because many forms of a right to human deci-
sion can be implemented without relying on hypothetical Al
developments, providing practical value that other Al ethics
proposals currently do not. For instance, when an Al algo-
rithm for automated credit scoring is released, a right to hu-
man decision can be legally implemented by allowing indi-
viduals to appeal the AI’s decision to a human reviewer, irre-
spective of how the algorithm was trained. In contrast, some
Al ethics proposals such as explainability depend on hypo-
thetical developments that are not found in the most pow-
erful Al systems. For instance, it is currently impossible to
precisely explain why ChatGPT releases particular outputs
(Bowman 2023; Ray 2023).

Although a right to human decision has been endorsed by
many policymakers, it is not yet clear what a right to human
decision entails because there are few examples of the right
being enforced or specified. Does a right to human decision
mean that humans should have the right to contest an Al de-
cision to a human reviewer after the decision is made, the
right to opt out of Al decision-making altogether, or some-
thing else? Should a right to human decision apply when-



ever Al is used to make any type of decision or for specific,
higher risk use cases?

The goal of this paper is to provide an overview of the
proposed right to human decision. I describe existing pol-
icy proposals from governments and international organi-
zations. I analyze the three major forms that proposals for
the right to human decision have taken: the right to contest
Al decisions to a human reviewer, the right to opt out from
Al decision-making in favor of a human alternative, and the
right to entirely exclude machines from certain kinds of de-
cisions and reserve those decisions to humans. I discuss the
debate over the right to human decision and provide key ar-
guments that justify and oppose the proposed right. Finally,
I argue that Al policymakers and practitioners need to ad-
dress several practical challenges facing the proposed right
to human decision, such as where to draw the line between
a “human” and “AI” decision.

2 Existing policy proposals

Nation-states and international organizations with jurisdic-
tion over most of the world’s population have already en-
dorsed some form of the right to human decision (Ap-
pendix). However, many of their proposals are light on the
specifics of how a right to human decision would work, and
there is no law that sets out an explicit procedure for a right
to human decision and when it would apply. There are a few
laws that call for limits on automated decision-making, but
they use vague language. The African Union and European
Union have passed legally binding rules that call for humans
to not be subject to decisions based “solely on automated
processing,” although they did so through mid-2010s data
processing laws that preceded recent Al developments, and
it is not clear what legal obligations they create. Some schol-
ars have proposed that these laws imply a right to human de-
cision or explanation (Shany 2023; Goodman and Flaxman
2017; Sarra 2020; Vaccaro et al. 2021).

More recent Al ethics guidelines explicitly demand some
form of a right to human decision over automated decision-
making. For instance, the United Arab Emirates proposes
that humans should be able to “challenge significant auto-
mated decisions concerning them and, where appropriate,
be able to opt out of such decisions” and Uruguay calls for
a “clearly identifiable person” responsible for the actions of
an Al and declares that “when the application and / or devel-
opment of Al-based solutions present ethical dilemmas, they
must be addressed and resolved by human beings” (United
Arab Emirates Government 2022; Government of Uruguay
2019). Nevertheless, most Al ethics proposals are vague on
when human decision-making is actually required, although
many imply that there is always a right to human decision
whenever Al is employed. However, Singapore’s Al ethics
guidelines diverge from most other nations in that they state
that fully automated decision-making can be ethically ac-
ceptable in some cases. Singapore suggests that the prob-
ability of Al causing harm and the severity of that poten-
tial harm should determine the level of human oversight re-
quired for a particular use case, explicitly allowing Al to
make entirely autonomous decisions in “low-risk” use cases
(Singapore Personal Data Protection Commission 2020).

3 Different formulations of the right to
human decision

Although many nations have proposed a “right to human de-
cision,” there is no consensus over the details of the right. In
this section, I describe the three major formulations of the
right to human decision: the right to contest automated deci-
sions to a human authority, the right to opt out of automated
decision-making in favor of a human alternative, and the to-
tal exclusion of machines from decision-making in particu-
lar domains. It is also important to note that the exact form
that a right to human decision will inevitably depend on the
specific use cases involved. After all, a decision on what to
wear involves lower stakes than a life or death decision.

3.1 Right to contest

The right to contest can be described simply: when Al makes
a decision, humans have the right to contest that decision
to a human reviewer. Decisions cannot be made by an Al
algorithm with no potential for human review whatsoever
(Shany 2023; Kaminski and Urban 2021).

The White House’s 2022 Blueprint for an Al Bill of
Rights endorses a right to “have access to timely human con-
sideration and remedy by a fallback and escalation process if
an automated system fails, it produces an error, or you would
like to appeal or contest its impacts” (The White House
2022). The White House provides several examples: the cus-
tomer service industry has made Al chatbots the default
while maintaining teams of humans who can review more
complicated cases and the government has funded “health-
care navigators” to help Americans enroll in health insur-
ance online (The White House 2022). Nevertheless, none
of these examples provide clear language for how a right
to contest might be standardized or legally formulated in
a manner that cannot be easily gamed. After all, is it truly
meaningful to be able to appeal the decision of an Al chat-
bot to a human customer service agent if it requires waiting
5 hours on the phone?

3.2 Right to opt out for a human alternative

The right to opt out proposes that humans should have the
right to opt out of automated decision-making and request a
fully human decision maker. It allows machines to be used
in decision-making if there is also a human alternative.

It is unlikely that a right to opt out could be engineered
to require a fully human decision-making option for all Al
use cases, since some Al uses might not have a human alter-
native (i.e. an Al medical treatment). Practically speaking,
a right to opt out would likely apply to specific use cases.
Nevertheless, in cases where there is a competition for lim-
ited resources (e.g. university admissions slots), it may be
difficult to maintain fairness if some applicants are selected
by human evaluators and others by Al evaluators.

3.3 Total exclusion of machines from human
decision domains

Finally, the right to human decision could imply the total
exclusion of machines from particular use cases, where only
humans are allowed to make decisions. These kinds of de-
cisions may be so salient to human interests that machines



cannot make them at all. Identifying specific use cases where
only human decision-making is allowed could potentially al-
low humans to preserve some agency against the demands of
large, technocratic systems. Relatively few governmental Al
ethics proposals have proposed the total exclusion of ma-
chines from particular domains. However, the United Arab
Emirates’ Al ethics guidelines declare that “decisions re-
lated to lethal force, life and death should not be delegated
to Al systems. Rules and standards should be adopted to en-
sure effective human control over those decisions” (United
Arab Emirates Government 2022).

4 Justifying the right to human decision

In its general form, the right to human decision is the pro-
posal that some decisions should be made by humans and
not AL This right could be implemented generally or in spe-
cific use cases—for instance, a society may decide that it
would be unethical for Al to make employment decisions,
and mandate a right to human decision in that use case. Nev-
ertheless, there has been substantial normative disagreement
over the proposal for the right to human decision. In this
section, I review the major arguments in favor and against a
right to human decision.

4.1 Arguments in favor of a right to human
decision

It would be unjust to deny humans a right to appeal.
When Al algorithms make decisions that impact human lives
(such as whether someone qualifies for a home loan, will
be hired for a job, is targeted for personalized opportuni-
ties based on automated profiling, or receives compensation
for a misdeed), it could be a violation of legal due process
if there were no right to appeal whatsoever (Bayamlioglu
2022; Ploug and Holm 2021). The ability to appeal and as-
sert one’s case is a core feature of most legal systems, and
it is unfair or illegal for algorithmic decisions to be incon-
testable (Kaminski and Urban 2021).

Algorithms should be accountable to humans. A right
to human decision ensures that algorithms can be held ac-
countable and improved when necessary, especially when an
algorithm’s results are found to be undesirable. Moreover,
as Al algorithms learn how to train on themselves (whether
through synthetic data or through a reinforcement learning
approach like the process for training AlphaGo, where Al
learned by playing games against itself), the amount of hu-
man oversight required to train and release a particular algo-
rithm might decrease, so implementing the right to human
decision can promote human agency and accountability over
Al (Silver et al. 2016; Mishra et al. 2022).

Al algorithms will inevitably get it wrong. Modern Al
algorithms are built on mathematical methods such as maxi-
mum likelihood estimation and empirical risk minimization
that attempt to generalize and search for averages across
large datasets, but there will inevitably be exceptions (Cen
and Raghavan 2023). Even when an AI algorithm works
well for most scenarios, it might greatly underestimate a par-
ticular human being’s claim to a resource, and it would be

unfair for that human to have no right to appeal whatsoever
(Cen and Raghavan 2023).

Existing law already implies a right to human decision.
Some scholars argue that a right to human decision is al-
ready implied by existing laws. A recent paper argues that
international human rights law recognizes this right on the
grounds that denying the right to human decision can have
a “dehumanizing” impact and treat individuals as members
of algorithmically categorized groups, denying individuals
their status as “human beings endowed with human dignity”
(Shany 2023). The paper argues that a 1978 French law al-
ready enshrined a right to human decision, a 1995 EU di-
rective granted individuals the right to be free from many
decisions based solely on automated processing, and exist-
ing international human rights conventions already provide
philosophical justifications for this right (Shany 2023). The
rationale for a right to human decision is similar to many of
the classic justifications for universal human rights, specifi-
cally “arbitrariness, lack of accountability, political partici-
pation, inequality and human dignity” (Shany 2023).

A right to human decision protects human dignity and
agency. The right to human decision can provide humans a
sense of agency over decisions that impact their lives (Henin
and Le Métayer 2021). Algorithmic decision-making often
feels impersonal or dehumanising, and the right to human
decision ensures that humans are not simply reduced to num-
bers and data points (Binns et al. 2018). For instance, a hu-
man judge can exercise mercy and empathize with humans,
not just treat them as data points (Huq 2020). A right to hu-
man decision helps ensure that humans are not forced to nav-
igate a technocratic, automated universe, but are free to live
their lives with a sense of human dignity.

4.2 Arguments against a right to human decision

A right to human decision might lead to worse outcomes.
A right to human decision does not necessarily lead to bet-
ter or more ethical decisions. For instance, several studies
have found that humans are often unable to effectively eval-
uate the accuracy of an algorithm’s decision-making, ex-
hibit bias in their own decision-making, or do not mean-
ingfully understand the outputs of an algorithm (Green and
Chen 2019b; Lai and Tan 2019; Cabitza 2019; Wang and Yin
2021; Green and Chen 2019a). Human review might lead
to worse outcomes than algorithms alone while providing
only the perception of protection from poorly designed al-
gorithms (Green 2022). The judgment of a human reviewer
will often be inconsistent and might not lead to better out-
comes than Al alone (Green 2022).

A human reviewer might be biased compared to an al-
gorithm. Humans can sometimes be more “biased” than
a carefully designed algorithm; people often make arbi-
trary decisions based on temporary feelings, whereas well-
designed algorithms might be less temperamental (Abrusci
and Mackenzie-Gray Scott 2023). Just because a human is
reviewing an algorithm’s decisions does not mean that the
human will actually protect against algorithmic harms; a
human might actually introduce new biases. Many studies



demonstrate that people are not good at evaluating the qual-
ity of an algorithm and determining whether an algorithm’s
results were fairly reached (Lai and Tan 2019; Springer, Hol-
lis, and Whittaker 2017; Yeomans et al. 2019). With proper
design, Al could be fairer and less arbitrary than govern-
ment bureaucrats and other humans (Barocas, Hardt, and
Narayanan 2019).

Alternatives to a right to human decision might better
protect against algorithmic harms. There are many lim-
itations to a right to human decision, such as the need to
educate a large amount of human reviewers to fairly review
Al outputs. The ethical goals of a right to human decision
might be accomplished more effectively and with less bu-
reaucracy by using other methods. Impact assessments or
auditing of large Al systems might allow ethical considera-
tions to be addressed before an algorithm is released to the
public, without the potential bureaucracy of a right to human
decision (Huq 2020).

It’s not clear what a meaningful human decision looks
like, and it could be impractical. It is challenging to ex-
plain what a right to human decision actually entails (Green
2022). For instance, is human review of an appeal required
within a certain amount of time? Who is qualified to handle
an appeal? How much consideration of an appeal is neces-
sary for it to count? If a human simply “rubber stamps” an
Al decision, that likely would not represent a meaningful
appeal (Green 2022). Moreover, if Al algorithms are con-
stantly bogged down by administrative challenges, then the
potential benefits of these algorithms might be unrealized.
After all, many decisions are time sensitive. Think about the
fractions of a second that people expect for online recom-
mendations or financial transactions to be completed. Al-
lowing challenges to Al decisions might be impractical or
introduce substantial delays.

A right to human decision does not necessarily provide
for meaningful human review in practice. There is no
guarantee that human review will be meaningful or occur
in a prompt manner. Consider content moderation on so-
cial media platforms. Many social media platforms automat-
ically moderate content and allow users to appeal decisions,
but some users have complained that content moderation is
arbitrary or haphazard. Even when users appeal automated
decisions to remove their posts or suspend their accounts,
they often report receiving no response or having to navi-
gate substantial bureaucratic hurdles to receive a human re-
consideration or response (Myers West 2018). This exam-
ple emphasizes that being able to appeal automatic decisions
does not always mean that satisfactory human review can be
rendered.

A right to human decision could exacerbate information
inequalities. Many of the people who are impacted by Al
decision-making might not necessarily recognize when or
how to employ the right to human decision. In use cases
where Al systems distribute limited goods (for instance,
when Al is used to make employment decisions or de-
cide who qualifies for a food assistance program), allowing
the right to human decision might exacerbate inequalities.

There will inevitably be scenarios where people who have
greater resources, more time, or are more well-connected
are likelier to appeal decisions, skewing the overall distri-
bution of goods in an unfair direction. A right to human
decision could even lead to rent seeking behavior where
well-connected individuals shop around or manipulate algo-
rithms, especially when public goods are involved (Congle-
ton, Hillman, and Konrad 2008). AI algorithms might be de-
signed to assuage the concerns of higher-information users
who are more likely to appeal, even if doing so causes worse
outcomes for others.

5 Discussion

If a right to human decision is implemented, there are many
practical considerations that will shape the actual exercise
of such a right. For instance, most discussions of the right to
human decision assume a dichotomy between “human” and
“AI” decisions, but in reality there are many decisions that
will be jointly made by both humans and AI. Researchers
have made many proposals for effective human-AlI decision
making and collaboration (Lai et al. 2021; Jarrahi 2018; Fer-
reira and Monteiro 2021; Liu, Lai, and Tan 2021). For in-
stance, one paper found that a hybrid human-Al team of en-
doscopists outperformed the diagnostic accuracy of humans
alone, and that Al substantially changed the diagnosis de-
cisions of humans in the human-Al team (Reverberi et al.
2022). If Al significantly influences a human being’s deci-
sion, is that an “AI” decision that falls under the right to
human decision? Would a right to human decision apply to
decisions where Al is consulted in any manner, decisions
where the use of Al passes a certain threshold, or only when
decisions are made solely by AI? Moreover, will a human
reviewing a decision be asked to refrain entirely from the in-
fluence of Al and is that even possible to guarantee? Defin-
ing what a "human” decision and what an “AI” decision are
is critical to the practical implementation of a potential right
to human decision.

Moreover, if there is a right to contest Al decision-
making, who decides which appeals are valid? The maker
of the algorithm, a government regulator, public opinion, or
another party? Will special certifications be launched for hu-
mans to qualify as “ethical” reviewers of algorithmic deci-
sions, and if so, will the benefits outweigh the bureaucratic
costs? Even if humans have the right to contest Al decision-
making to a company employee, a large Al company could
prevent real consideration of most appeals by relying on hu-
man reviewers who are trained in-house. But if humans ap-
peal an Al algorithm’s results to a government regulator, that
regulator might not always understand how the Al algorithm
works, create unnecessary bureaucracy, or make arbitrary
decisions about which appeals are valid and which ones are
not. Although delegating Al appeals to evaluation by experts
may appear desirable, experts have their own interests. Con-
sidering the vast amount of Al decisions that could become
subject to human review, implementing a right to human de-
cision would likely create significant employment opportu-
nities, although they would be created by a legal regime that
could change as societies decide that certain decisions do or
do not require a right to human decision.



Hiring and training humans to review Al decisions would
require financial resources and appropriate compensation.
Will companies, governments, and other actors be allowed
to charge application fees to defray some of these costs, or
will it be legally required that a right to human decision is
free for applicants? Will the indirect economic costs of im-
plementing a right to human decision be shifted to all who
interact with an Al system, or primarily those who appeal?
Moreover, a right to human decision would have minimal
impact if it took too long to receive a human decision. For
instance, if I am rejected for a new bank account and file an
appeal that takes 13 months, or have to continuously submit
unnecessary, bureaucratic paperwork, then I cannot mean-
ingfully exercise a right to human decision. In order for a
right to human decision to be meaningful, a human review
must occur within a reasonable period of time.

In some cases, an Al algorithm will benefit some people
while harming others; it is not always the case that Al has
a uniformly positive (or negative) impact on all people. For
instance, an Al algorithm that handles university admissions
will advantage some people and harm others. One student
who appeals the results of the Al algorithm will have differ-
ent interests than another student who appeals the algorithm,
and there will often be trade-offs between satisfying differ-
ent appeals.

Social science research has concluded that people pre-
fer having the ability for humans to review Al decision-
making, and that they value the ability to participate, put
forward their best case, and feel heard (Lyons et al. 2022;
Lyons, Miller, and Velloso 2023; Aljuneidi et al. 2023).
However, there are many ways to design an appeals pro-
cess and many potential elements that could be contested.
Would humans contest the final outcome that an algorithm
generates and refer it to human review? Or could humans
contest the assumptions embedded in the training data, the
reasons that an explainable algorithm came to a decision, or
the intermediate results that the algorithm takes? Unfortu-
nately, many neural network algorithms are “black boxes”
that are difficult or impossible to explain. Fully explainable
Al is not currently possible (although there are proposals
for “counter-factual explanations” that explain what would
have happened if the input data had changed slightly) and
might require an entirely different method for training Al
beyond deep learning (Holzinger et al. 2022; Keane et al.
2021; Wachter, Mittelstadt, and Russell 2017). There is no
guarantee that emerging methods for explainability will gen-
erate high-quality results that would fit into a more detailed
appeals process beyond allowing the right to contest the fi-
nal decision, especially given the past failures of rule-based
Al “expert” systems (Wooldridge 2018).

There will inevitably be cases where there is no exact hu-
man alternative to an Al system’s solution, making a right
to opt out sometimes challenging to implement. It might be
extremely difficult to avoid Al entirely in remote jobs, cyber-
security, or healthcare systems. What would it mean to opt
out of Al-generated medical treatments? Moreover, since Al
can perform many tasks more quickly than humans (e.g. au-
tomated credit scoring is nearly instant), does a full human
alternative have to be as robust as the Al approach in order

for a right to opt out to be meaningful? If a human alternative
is inferior, then those who use AI might gain advantages in
efficiency or knowledge that provide unequal opportunities.
If some people opt out of Al and others choose not to, then
it might be very difficult to provide the same opportunities
or outcomes to both groups of people. Given the influence
of AI on cultural and social norms, people who opt out of
Al might face cultural isolation from those who opt into Al,
and vice-versa. Therefore, the right to human decision faces
many practical challenges that must be addressed.

6 Conclusion

Considering that some form of a right to human decision
has already been proposed by nations and international or-
ganizations that represent most of the world’s population,
it is critical for future work to examine the practicalities of
a right to human decision. It is especially important to de-
fine what a “human” decision is and how it differs from an
“Al” decision, and clarify when a decision made by a human
with the assistance of Al counts as a “human” decision and
“AI” decision. Moreover, concerned parties should identify
specific use cases (e.g. credit scoring, evaluating job appli-
cations, predictive medicine) and assess whether and when
it will be necessary to enforce a right to contest, right to opt
out, or no additional right for those use cases. Many exist-
ing Al ethics frameworks call for a broad right to be hu-
man oversight or decision-making, but the details of how
these proposals would operate in practice do matter, and a
one size fits all approach might not work. For instance, it is
unlikely that a human review of an automated decision (or
a fully human decision that excludes machines) would look
the same in healthcare and financial services. Future work
should examine the nuances of actually implementing a right
to human decision and assess the feasibility and wisdom of
implementation.

It is important to remember that the advent of Al
decision-making is not necessarily incompatible with human
decision-making. Humans can often improve their decision-
making skills by interacting with Al. For instance, profes-
sional Go players were found to make significantly better
decisions since the advent of AlphaGo (the superhuman Al
that plays Go) compared to the six decades before that, since
humans have been challenged to create new strategies and
try out new types of decisions (Shin et al. 2023). As Al ad-
vances, it is likely that the boundaries between a strictly “hu-
man” and “AI” decision will blur, and a potential right to
human decision will have to adapt accordingly. The respon-
sible use of Al can help humanity progress, and we need
both ethics and optimism as new technologies emerge.
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7 Appendix

See the following page for a table outlining textual proposals
from governments for a right to human decision.



Table 1: Governments and international organizations with jurisdiction over most of the world’s population have already pro-
posed some form of a right to human decision or human oversight over Al

Entity Proposal Year | Legally
re- bind-
leased| ing?

African “A person shall not be subject to a decision which produces legal effects concerning him/her | 2014 | Yes,

Union or significantly affects him/her to a substantial degree, and which is based solely on auto- since

mated processing of data intended to evaluate certain personal aspects relating to him/her” 2023
(African Union 2014).

Canada Responsible Al involves “explaining automated decisions to people impacted by them and | 2023 | No
providing them with opportunities to contest decisions and seek remedies, which could
involve human review, where applicable” (Government of Canada 2023).

China “Ensure that humans have fully autonomous decision-making rights and that they have the | 2021 | No
right to accept or reject Al-provided services, the right to withdraw from Al interactions at
any time, and the right to terminate Al system operations at any time. Ensure that Al is al-
ways under human control” (Center for Security and Emerging Technology 2021; Chinese
Ministry of Science and Technology 2021).

European | “The data subject shall have the right not to be subject to a decision based solely on auto- | 2016 | Yes,
Union mated processing, including profiling, which produces legal effects concerning him or her since
or similarly significantly affects him or her. [This] shall not apply if the decision: is nec- 2018
essary for entering into, or performance of, a contract between the data subject and a data
controller; is authorised by Union or Member State law to which the controller is subject
and which also lays down suitable measures to safeguard the data subject’s rights and free-
doms and legitimate interests; or is based on the data subject’s explicit consent” (European
Union 2016).

India “If the potential degree of harm for a decision is expected to be high, have appropriate | 2021 | No
mechanisms in place so stakeholders can contest and humans can get involved in the deci-
sion making process” (National Institution for Transforming India, Aayog 2021).
Singapore| When there is a high probability of harm and harm would have “high severity,” “human | 2020 | No
oversight is active and involved, with the human retaining full control and the AI only
providing recommendations or input. Decisions cannot be exercised without affirmative
actions by the human, such as a human command to proceed with a given decision.” It is
important to note that Singapore proposes that this is one of three acceptable approaches to
Al decision-making and that there are cases where Al should be allowed to autonomously
make decisions without human oversight. (Singapore Personal Data Protection Commis-

sion 2020).
United “Al subjects should be able to challenge significant automated decisions concerning them | 2022 | No
Arab and, where appropriate, be able to opt out of such decisions. Al operators using Al systems

Emirates | to inform significant decisions should provide procedures by which affected Al subjects
can challenge a specific decision concerning them. Al operators should consider such pro-
cedures even for non-significant decisions. Al operators should make affected Al subjects
aware of these procedures and should design them to be convenient and user-friendly. Al
operators should consider employing human case evaluators to review any such challenges
and, when appropriate, overturn the challenged decision” (United Arab Emirates Govern-

ment 2022).
United “You should be able to opt out, where appropriate, and have access to a person who can | 2022 | No
States quickly consider and remedy problems you encounter. You should be able to opt out from

automated systems in favor of a human alternative, where appropriate...In some cases, a
human or other alternative may be required by law. You should have access to timely hu-
man consideration and remedy by a fallback and escalation process if an automated system
fails, it produces an error, or you would like to appeal or contest its impacts on you. Human
consideration and fallback should be accessible, equitable, effective, maintained, accom-
panied by appropriate operator training, and should not impose an unreasonable burden on
the public” (The White House 2022).

Uruguay | “Technological solutions based on Al must have a clearly identifiable person responsible | 2019 | No
for the actions derived from the solution actions...When the application and / or develop-
ment of Al-based solutions present ethical dilemmas, they must be addressed and resolved
by human beings” (Government of Uruguay 2019).




